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Stability of non Markovian Polling Systems

Laurent Massoulié *

November 29, 1993

Abstract

In this article we consider polling systems with markovian server routings, and where
each station is attended according to a specific policy. A stationary regime for this sys-
tem is constructed under general statistical assumptions (stationarity, ergodicity) on
the input processes to the stations (in particular it is not required that these processes
be mutually independent).

The method of construction is as follows: one constructs recursively a sequence of sta-
tionary regimes for fictive systems that approximate in some sense the original polling
system; the stationary regime is then identified as the limit of this sequence of station-
ary processes. The main tools for these results are Palm calculus and Birkhoff’s ergodic
theorem. )
It is shown by a coupling argument that this stationary regime is minimal in the stochas-
tic ordering sense. The assumptions on the service policies allow to consider the purely
gated policy, the a-limited policy, the binomial-gated policy and others. As a by-product
sufficient conditions for the stationary regime of a G/G/1/0c0 queue with multiple server
vacations are obtained.

Keywords: polling systems, stationary regime, stability, ergodicity, coupling, point
processes, Palm calculus, stochastic ordering, queues with server vacations.

*Laboratoire des Signaux et Systémes, CNRS-ESE, Plateau de Moulon, 91192 Gif-sur-Yvette, France.
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Résumé

On considére dans cet article un réseau de polling avec routages markoviens du
serveur et ou chaque station est traitée selon une politique de service spécifique. Un
régime stationnaire pour ce systéme est construit sous des hypothéses statistiques
générales (stationnaires ergodiques) sur les processus d’arrivée dans les stations, qu’on
ne suppose pas mutuellement indépendants.

La technique de construction est la suivante: une suite de régimes stationnaires pour
des systémes fictifs approximant le systéme de polling est construite récursivement; le
régime stationnaire est alors identifié comme la limite de cette séquence de processus
stationnaires. Les principaux outils utilisés sont le calcul de Palm et le théoréme er-
godique de Birkhoff.

Une technique de couplage permet de montrer que ce régime stationnaire est minimal au
sens de ’ordre stochastique. Les hypothéses faites sur les politiques de service permet-
tent de considérer entre autres les politiques ”purely gated”, ”a-limited” et ”binomial-
gated”. On obtient accessoirement des conditions suffisantes pour qu’une file G/G/1/00
avec vacances multiples du serveur soit ergodique.

Mots Clés: systémes de polling, régime stationnaire, stabilité, ergodicité, couplage,
processus ponctuels, calcul de Palm, ordre stochastique, files d’attente avec vacances
du serveur.

*Ce rapport est publié dans le cadre de la collaboration avec P. Brémaud.
tLaboratoire des Signaux et Systémes, CNRS-ESE, Plateau de Moulon, 91192 Gif-sur-Yvette, France.
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1 Introduction

In the study of polling systems, the issue of stability is of especial importance. Heuristic stability
conditions for polling systems have been known for a long time (see Takagi [12] p. 11 and the references
therein), but proofs of the existence of a stationary regime under these conditions lacked until the recent
publication of several articles that settled the question for a wide scope of markovian polling systems (that
is to say, polling systems in which the arrivals to each queue are mutually indepéndent M /G processes).
For instance, Borovkov and Schassberger [4] prove that a polling ring with markovian server routings
(after attending queue ¢, server switches to queue j with probability p;;, a switch-over time W, ; with
mean w; ; occuring between departure from ¢ and arrival to j) and with limited service policy at each
queue is stable if and only if:

pt+ 2w < 1foralli {1, K} (1)
T F;
where JA; is the arrival rate at queue ¢, p is the total trafic intensity Z{il AiOi, W = Z,{(j:l TiPi,j Wi j is
the mean switch-over time between departure and arrival of the server to consecutively visited queues
(here, (7;)1<i<k denotes the stationary distribution of the transition matrix (p;;)hi<ij<k) and F; is the
mean of the maximal number of customers that may be served in a single visit to queue 1.

In {7], Fricker and Jaibi consider polling systems where the server attends the queues in periodic (but
not necessarily cyclic) order, and uses different service policies at different stages in a cycle; they prove
that such systems are stable if and only if

‘p+%w< 1forall i € {1,..., K} (2)
1

where w is the mean of the total switch-over time in a cycle, and F; is the mean of the maximal number
of customers that may be served per cycle in queue 7 (in the earlier paper of Georgiadis and Szpankowski
[8], this result is derived for cyclic polling systems with limited service policy at each queue; see also
Altman et al. [1], where Foster’s criteria are used to derive sufficient conditions of stability for cyclic
polling systems with mixed service policies).

In the case of polling systems fed by non-Poissonian arrival processes, the only stability result known
to us is the existence of a stationary regime for a G/G/1/00 queue with multiple server vacations (this
system can be viewed as a polling system with a single station attended according to the exhaustive
policy), which is a byproduct of the decomposition result established in Doshi [6]. However the case
of General Ergodic arrival processes is of great interest for applications, since the Poisson assumption
is generally unrealistic (for instance, if the arrival processes into a polling system are the outputs from
another queueing system, they usually fail to be Poisson and also fail to be mutually independent).

In this article, we consider polling systems where the arrivals at each station are stationary ergodic
(G/G), not necessarily independent processes, the server switches from queue to queue according to
markovian routings as in Borovkov and Schassberger’s model, and each queue is attended according ta a
specific policy. A stationary regime is constructed under the assumption that condition

K.y,
p+ (> .},j)w<1 . (3)

i=1 7r]

holds (here, w, the (7;) and F; are as in (1)). The policies that we consider are of gated type, and satisfy
a monotonicity condition that is inspired from the one imposed on the policies considered in [7]; we at



first consider deterministic policies only, but, as is explained in Section 7, the reasoning can be extended
to include random policies such as the binomial gated policy introduced by Levy (see [9]).

A stationary regime for the polling system under consideration is constructed in a recursive way: the
procedure is initiated by considering the stationary workload M of the system where the server attends
the customers of each queue indifferently, and takes vacations at each time it empties the queue or returns
from a vacation to an empty queue, where the stationary sequence of vacations S, is the sequence of
switch-over times occuring in the real polling model. The existence of this inital workload process follows
from [6]. However, the question whether this stationary regime is ergodic or not is not answered in (6].
Since ergodicity plays a crucial role in our proof we establish in the appendix sufficient conditions for the
stationary regime of a G/G/1/o0 queue with multiple server vacations to be ergodic. The monotonicity-
properties of the service policies enable to construct a sequence of stationary workloads M™, m > 0 that
is non decreasing, so that a limiting process M exists. From an ergodic argument it follows that this
limiting process is infinite with probability zero or one; it is then shown that under condition (3) the
process M is almost surely finite, and that it is a stationary workload for the original polling sytem. It
is also shown by a coupling construction that M is the minimal stationary workload.

In order to establish the existence of a stationary regime for a system when the only assumption made
on the input process into the system (here, the arrival processes at the polling stations) is its ergodicity,
the only general method available consists in using some monotonicity property of the system to construct
a monotonic sequence of processes that converges eventually to the desired stationary regime (see in the
book of Brandt, Franken and Lisek (5] e.g. the proof of Loynes’ theorem and Brandt’s construction of
stationary regimes for the G/G/m/oo queue). In this regard, the scheme of proof presented above is not
surprising. The main difficulty in order to apply such a scheme of proof resides in the choice of the right
monotonicity properties of the system, and in the choice of an adequate recursive construction. One can
note also that in the proof of Loynes’ theorem, a random variable M(0) is constructed recursively, and if
the workload of the G/G/1/00 queue at time 0 is M(0), then the workload process on Rt is stationary;
the recursive construction involved in this proof is "local”, involving the construction of the workload at
time O rather than the construction of the whole workload process (in this sense, Brandt’s construction of
stationary regimes for the G/G/m/oo queue is also "local”). On the other hand, the complexity of polling
systems makes it impossible to prove the existence of stationary regimes with such a local construction:
indeed, in order to construct the workload in the system on R*t, knowledge of the workload at time 0 is
not sufficient; one also needs to know the number of customers present in each station, which queue is
currently attended or towards which queue the server is currently switching, the number of customers
still to be served in the queue currently attended before the next switch-over time or the remaining
switch-over time if the server is currently switching... Therefore the recursive construction carried over
in this paper is a "global” one, involving at each step whole processes {M™(t)},cg rather than random
variables M™(0).

This paper is organized as follows: section 2 is devoted to the presentation of some classical results of
Palm Calculus, a convenient tool when dealing with ergodic point processes; the polling model considered
here is described precisely in Section 3; the recursive construction of the stationary workload and the
proof that condition (3) is sufficient for the stability of the model constitute Section 4 and 5 respectively.
In Section 6 it is shown that the stationary workload constructed is stochastically dominated by any
transient workload in the asymptotic ¢ — oo; this implies that, if there are more than one stationary
regime for the model, the one constructed here is the smallest in the stochastic ordering sense. In Section
7 it is explained how the reasonings of Sections 4 and 5 can be extended to random policies, and a



necessary condition for stability of the model is given; as a concluding remark we point out a p0531ble
way to prove that this necessary condition is also sufficient for stability of the model.

2 ‘Background on Palm Calculus

For the proofs of the results stated in this Section and for further details and references, the reader is
addressed to the book of Baccelli and Brémaud [3], chapter 1.

Let a probability space (Q,F,P) be given, on which a measurable semi-group of automorphisms {6,},
t € Ris defined. Suppose that P is stationary in the sense that for all t € R, Po8;' = P. A locally finite
point process N is given defined on (2, F,P) such that for all C € B(R),w € Q,t € R

N(w,C)= N(w,C +1) (4)
Suppose that its average intensity is finite and non-null:
0 < A(N)=E[N(0,1)] < 0
The Palm probability P associated with (P, N) is defined by

1
0 _ .
PR(A) = Gy BL, (14 00N (4s)] (5)
It does not depend on (a,b] C R and verifies
PRIN({O}) =1]=1
P% ofr, = P% (6)
EX[Th] = XN) o

where {T,}, n € Z, is the sequence of points of N with the convention that Tp < 0 < T; (implying in
particular P,[To = 0] = 1). The original, f;-invariant probability P can be recovered from the Palm
probability P%, by Ryll-Nardzewski and Slivnyak’s inversion formula

T
HM:MNEML]AMJQ (7)

Let P° be a probability on (Q,F) such that
Po(Q%) =1 . . ®
where Q° = {T; = 0}. Suppose that P is 67, -invariant:
P01, € )=P%),nez (9)

Moreover assume that
0< Eo[Tl] < 00

The probability Q defined by .
__ b Lo
Q(4) = gorrrE” /0 14 00,ds] (10)

is @,-invariant, and PP js then the Palm probability Q% associated with the stationary point process
(N,6:,Q) (this is Slivnyak’s inverse construction).



Let N’ be another locally finite point process defined on (2, F,P), for which (4) is also satisfied (one
says that the processes N and N’ are jointly #;-stationary). Suppose that the average intensity of N’ is
non-null and finite

0 < A(N') = E[N'(0,1)] < o0

The two Palm probabilities P, and P, are connected by Neveu’s exchange formula
for all f >0, A(NYESLf] = A(N)ES [/ (Fo0NG@)] (11)

where {T"}, n € Z is the sequence of points of N’ with the convention that 73 < 0 < T7.

3 Model Description

A polling system with K infinite buffer queues, indexed by i € {1,..., K} is served by a single server.
A cycle is the time interval between successive arrivals of the server at queues. At the end of service at
queue 7, a, K-faced die is tossed independently of every other randomness involved in the model to choose
which queue will be served next; the die will choose queue j with probability p; ; (markovian routing of
the server). The markovian matrix (p;;)i<ij<k is assumed to be irreducible, and thus admits a unique
stationary probability distribution (m;)1<i<k-

Assume that queue i is selected for service in the n** cycle; upon completion of service at queue i,
the switch of the server to queue j (selected by the die roll) requires a switch-over time W, ;(n). The
sequences (W; ;(n))nez, 1 < ¢,j < K are mutually independent, each one is i.i.d. and independent of the
server routings, of the customers arrival processes and of the customers service times. Note

K
W= Y Wi Wi
i1

the mean of the switch-over time in one cycle.

A deterministic function f; : N — N determines the number of customers served during a cycle where
queue : is selected for service; f; is called the service policy at queue i. If the server finds X; customers
waiting at queue ¢ upon arrival at that queue, it will serve f;(X;) customers of that queue (in FIFO
order) before switching to another queue and beginning the next cycle. For every i € {1,...,K}, the
service policy f; is assumed to satisfy the following conditions:

(/) forallz €N, fi(x)<z
(it) forallz, yeN, z<y= fi(z) < fily)
(it7) forallz, yeN,z<y=>z- fi(z) <y- fi(y)

Hypothesis (i) says that the policy at each queue is gated: if a gate is closed behind the last customer in
waiting room ¢ upon arrival of the server to that queue, then customers arriving after closure of the gate
will not be served in the considered cycle. The monotonicity assumptions (ii) and (iii) will play a crucial
role in Section 3, and are to be compared with the monotonicity assumption P4 satisfied by the service
policies considered in [7]. We note F; = sup,¢y fi(z); if F; < 400, one says that policy f; is limited



with bound Fj; if F; = 400, f; is called an unlimited policy. We give some simple examples of policies
satisfying (i) — (#41):

f(z) = = (purely gated policy)
f(z) = z A a for some integer a (a-limited pohcy)
f(z) =[(z — a)t] A b for some integers a, b
f(z) = int(a.z) for some a € (0, 1), where int is the integer part function

Finally, the marked point processes A; = {Ty(?),0n(%)}nez, 1 < @ < K, describing the arrival times
of the customers and their service times, are only assumed to be jointly stationary, ergodic processes
independent of the switch-over times and of the routings of the server.

4. The Recursive Construction Scheme

4.1 Informal description

The construction procedure is initiated by considering the single server queue with aggregated arrival
process A = 5 A; and server’s vacations occuring when there is no work in the system, the sequence of
vacations {S,} being exactly the sequence of switch-over times that.occur in the original polling system.
The stationary workload process M? is constructed from the point process A®? = {62} counting vacations
beginings (a vacation of length S, begins at time 63). When the server in this system (system 0) returns
from a vacation to a queue ¢ (i.e., at some time 82 + S,, where S, is of type W, j, j € {1,..., K}) it first
serves an appropriate number of type i customers according to the service policy f; ( this is achieved at
time 63, € [65 + Sn,63,,]). The corresponding congestion process is X® = (X9,..., X3).

One considers then the (virtual) vacation system where vacation S, occurs at §} rather than at 62, the
corresponding workload process being denoted M!. In system 1, the server returning from a vacation to
a queue ¢ (i.e., at some time 8} + S, with S, of type W;;, j € {1,...,K}) first attends an appropriate
number of type i customers according to service policy f;; the corresponding congestion process is X1.
The construction of system 1’s stationary regime (A!, M1, X1) is possible (i.e., it can be done on a single
cycle of the M? process) due to the monotonicity properties (ii) and (iii) of the service policies f;.

By applying the procedure to M! and so forth, a sequence of stationary regimes (A™, M™, X™), m > 0
is obtained. Each virtual vacation system m approximates the original polling system in the following
sense: in system m (m > 0) the server returning from a vacation to a queue : first attends type :
customers according to the service policy f;. However, when this is achieved, service may be provided to
other customers before the next vacation occurs.

The essential feature of this approximation scheme (appart from its stationarity) is non decreasingness
of the processes M™ (M™ < M™*1, m > 0).

4.2 First Step

Stationary regime of a G/G/1/0c queue with multiple server vacations: Let {Y,} be a sta-
tionary Markov chain on {1,..., K’} with transition probabilities (p; ;). Use the sequences of switch-over
times {W; j(n)} (that are i.i.d., mutually independent and independent of {Y,,}) to construct the marked



point process A = {6,, 3.} as follows:

60 =0
{ én-{-l én, Wyn L yn(n) Sp = (I/Vy"_1 y"(n) Y. ) foralln €2

Let (', F',P?) be the canonic representation of the process A (i.e., a point w’ € Q' consists in a sample
path of the process A, and P? is the probability law of A). The operators 6}, t € R are defined on
(¥, ', PO as follows: for any ' € ', t € R, 6,0’ is the sample path w’ shifted ¢t time units to the left.
It is easily seen that P is 6; -invariant and that P°[éo = 0] = 1. Also, E°[6;] = w is non null and finite.
Slivnyak’s inverse construction can then be applied, yielding a 6;-invariant probability P’ on (', F').
Consider the G/G//1/00 queue with agregated input process A = 3% | A;; under condition (3) its traffic
intensity p = Zf‘;l pi is strictly less than 1. Loynes’ theorem guarantees then existence of a stationary
and ergodic workload process {M(¢)} for this queue. Let (Q”, F”,P”) be the canonic representation of
the two processes (4, M); for any w” € Q”, t € R, 8/'w" is the sample path «” shifted ¢ time units to the
left. Stationarity of the processes (A, M) is exactly 8/-invariance of P”. Endow the product space

(Q,F5,P)= (U x ", F' x ¥',P' x P")
with the shift 4,

00 = (', 0/W"), forall t €R, & = («',w") € O

"It is readily seen that P is f,-invariant.

Let B = {b,} (respectively I = {i,}) denote the sequence of the beginnings of the server’s busy
(respectlvely idle) periods when the workload is M. Let us place ourselves under the Palm probability
9 of I. We assume that the points of I and B are numbered in the following way: Vrn € Z, i, < b, < in41.

Remark 1 P-mdependence between (A, M) and A implies that (A, M) and A are also P9-independent.
and the law ofA under P is the same as under P.

Construct now the marked point process A® = {62,(5y,Uy,)} as follows:

¥n € Z, no point 62, falls in (bn,tn41]
Vn > 0, the restriction of A° to (i,,b,] is the restriction of A to (Z;‘;(} bj — ;.37 0 b; — 1]
Vn < 0, the restriction of A° to (i,,b,) is the restriction of A to (~ Z;:ln b; —ij.— j_=1n+1 b; — ;]

One might say that AC is constructed by filling the idle periods (i,,b,] with A; we note ¢ this operation:
AO = ¢(Ma A)

Finally, let (Q, F, P9) be the canonic representation of the three processes (A, 3. A%) when the joint law
of (A, M,A) is PY, and let 8, be the operator on (Q,F) that shifts jointly the three processes (A, M.A9)

t time units to the left.
Proposition 1 . Under P9, the processes (A, M, A®) are jointly 6;, -stationary.

Proof: we note that:

Vo > 1, 6;, A° = o(6; M.6 ~A) (12)

y=0 b=

A conditioning on M and Remark 1 show that:

P8, (A M. AN e )= E(I)/1{[(5.'1.4.9g1:\l,0(6.1.\1.5)]6.}p(A €dé) .

6



Use of §;,-stationarity of (A4, M) under P9 then yields the conclusion.

Use of Slivnyak’s inverse construction provides then a 8;-invariant probability P on (2, F). Note that,
since for all ¢ € R, 6,(A4, M) = 6,(A, M), the joint law of (A, M) under P is the same as under P. The
points 62 of AC are the instants of departure in vacation of the server, and the first coordinate S, of their
mark (Sp,U,) is the vacation’s length, the vacation S, being of type Wy, _, v,.. The amount of work
present in the system at time ¢t when vacations are interpreted as additional work is denoted M°(¢) (see
figure 1) and is computed accordingto the formula L

K
MO() = 8, +{D_ D Lsg q(Tu(@))-on(i)} — (2 - &)

=1 n€l

where v = sup{n € Z| S, <t}. The construction of M is compatible with the shift 6,, i.e.

— M)

M) . \
\

Figure 1: Construction of M?

0:M°(s) = M°(t +s), t,s ER
Let A? count the points 62, such that Up_y = 1.

Lemma 1 . For all i € {1,..,K}, the process A? has its intensily equal to ﬁ(%——"l; under the asso-
ciated Palm probability P° A0’ the sequence {Sn,Un}n>o is independent of the processes (A, M) and of

(82, 8,, Un)n<o; {Un}nz 1 i8 @ Markov chain on {1,...,K} with transition matriz (py,) started from i;

conditionally on {Un}a>0 the sequence {Sp}n>o is independent, S, being distributed as Wy, _, v, for all
n > 0.

Proof: Use Neveu’s exchange formula between I and A? to obtain, for bounded functionals f and g:

)‘(A?)E()A?{f[A’ Ma (6913 Sn, Un)n(O]-g[(Sn, Un)nzol} =
’\(I)E(I) Znel 1(0,1'1](6?1)1{Un_1 =i}f[069,A’ 069, M, (62n Sm) Um)m(n]-g[(sm7 Um)mZn]}

where A(N) denotes the intensity of the point process N. Recalling the construction of A° from A, the
expression of the law of {S,,, Un }n>0 under qu and its independence properties follow from this formula.

(13)



To check that A(A?) = "—'G——”l take f = g =1in (13); this reads:
)‘(A?) ( )EO Z 1(0;]] 6 )l{Un 1=1}
nel

A conditioning on by, 7; yields:
mi EY(bo — 7o)

xa?) = T Bilho
E(I)(Zl)
The proof is concluded by noting that —%g'z'-i- — p, which is a classical queueing result (see [3]

chapter 2).

The stationary congestion process {X°(t)} = {X?(t),...,X%(¢)} of the number of customers present
in the system is constructed as follows. At each point 62, the system is empty; the number of customers

present at any instant ¢ of the ensuing vacation period (62,82 + S} is then:

XO(t) = A(é3,1] for all t € (62,67 + Sn]
The congestion at queue 7 at 62 + Sn is thus

X,o(62 + Sn) = Ai(60 60 + Sn]

n''n

Let U, = i; a server entering queue i at time 82 + S, and finding X?(62 + S,) customers waiting there,
if it behaved as in the model described in Section 2, would serve the first f;[X2(82 + S,)] customers
in the waiting line and then switch to another queue. We thus impose that the first f;[X?(62 + S..)]
type i-customers present at 62 + S, be served first; this is achieved at some time 61+1 € (89 + Sm5n+1]
(recall that the policies f; are gated), and the number of customers present in the system at any time
t € [68 + Sn,61,,] is well defined. The charge X°(¢) in the remaining interval (61,,,0n,,] is defined
as follows: after §.,,, the server attends the customers in FIFO order, with no distinction between
customers of different classes. Note that the resulting stationary point process {61} might fail to satisfy
the usual notational convention for point processes Tp < 0 < Tj.

We describe informally the first step of the recursive construction before defining the rigorous frame-
work. As was said, if the server served exactly according to the polling policy, the congestion process
would be unchanged on [63 + $y,,6,,] but the next vacation $,4; would begin at é},, rather than at
62,,: it would be advanced. In system 1, the vacation S, is taken at 61 rather than at 62, but system 0
and system 1 are in the same state at every §1. The corresponding workload process M! has the following
expression (see figure 2):

forallne€Z,te[6d,6l.,), M(t)= M%)
forallne€z,te[sl,80), MU()=Mt)+ S,

n’n

The process Al counting vacations beginings in system 1 is

Al = {631’(571’(]")}
It remains to build the congestion process X!. Set

X1(61) = X°(61) forall n € Z



— M%)

— : MY2)

bn o S+ S S bn41 O+ San

Figure 2: Construction of M!

Since in system 1, the server starts vacation S, at 61, for any t € [61, 621 + S,,] the congestion vector X1(t)
equals X°(61) + A(6L,t]. Starting at 61 with X1(61) = X°(61), in order that X1(61,,) = X°(61,,), it
is necessary that the same customers be served in system 0 and in system 1 during the cycle (61,6} ,,].
One also wants that system 1 approximates the original polling system as system 0 does, i.e. one wants
the server in system 1, upon arrival at queue i, to attend first type ¢ customers according to the service
policy f;.

Let U, = 4; if in system 0 the number of type i-customers attended in the period (63,62 ,,] is greater
than the image by f; of the number of type i-customers present in system 1 at 8! + §,, i.e. is greater
than

FAXDE) + Ai(84, 8% + Sal)

then the announced construction of X' on (6} + Sn,8},,] is feasible: the first f;[X}(61 + S»)] type i-
customers present at &) + S, in system 1 are attended first; this is achieved at 82, € [6} + Sn,8%,)-
During (62, ,,6},,] the server attends those customers served in system 0 between (61,6} ] that are not

those fi[X] ((5,1l + S.)] customers served during [61 + Sn,63+1]. Service in system 1 is non preemptive,
FIFO in each class of customers separately, but with intricate priority rules between classes.

4.3 Implementation of the construction

system m: Let M™ be the stationary charge of the G/G/1/00 queue with arrival process A, and with -
vacations S, occuring at points 4)'; the vacation S, is of type Wy, _, v,,. The marked point process
A™ = {§7%,(55,Un)} is stationary. A vacation occurs only after the end of the previous one, i.e. 67, >
07 + Sn. The congestion process X™ behaves as follows: at the return of a vacation 5y, the number of
customers in the system is X™ (6™ 4 5,,). If U, = 1, exactly f;[X™(6I* + S»)] type i-customers are served



system 0

o) 0l) Sn K0 ' Sni1

&n 6n .+ S b Snt1 Snp1 + S
system 1 . . .

' Sn ' (i) , U’(i a(j) ' Snt1 ,

85 & + Sn a1 ban 41 + Sn1
— : Service of type i-customers; ——_ : server on va.ca.tiqn

Figure 3: Construction of X!

in FIFO order; this is achieved at 8] € [67 + Sy, 6. During (677,67, ], non-preemptive service is
given in FIFO order in each customer class, but with priority rules among classes. Also, vacations begin
exactly upon completion of a customer’s service (no preemption occuring there either).

Let D™ denote the point process that counts departures from the service booth of class i-customers in
system m.

Lemma 2 . If U, = i, the number of class i-customers DT (6m+ 67| served in system m during
(6m+1, 641 is greater than or equal to:

FAXP () + A, 67 + Sal)
Proof: Note first the straightforward identity for all t,s € R
t<s=>XM(t)+ Ai(t,s] = X[™(s) + D*(t, ] (14)
Taking t = §™+1, s = 6™ + S, one obtains
X+ + A6t 67 + Sul = XTH(87 + Sn) + DI (6741, 67 + S (15)
Since §m+1 < §™, (15) implies
X+ + A, 60 + 5] < X6 + Sa) + DI (677,87 + Sa) (16)
The policy f; is non decreasing; applying it to both sides of (16) preserves the inequality there:
SAXTETH) + 4831, 674 4 Sl < fi{ XTM(E + Sn) + D674, 67 + Sal}
It follows from assumption (iii) made on f; that for any two non negative integers z,y
filz+y) < fiz)+y
This implies \
FAXPOT) + ASTH, 604 + Sal} < Si{ X7 (67 + Sn)} + DM (6™, 67 + S
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But the co'ngestion process X™ is such that, if U, = ¢, the number D™(6* + Sn,é,’l'fll is exactly equal
to fi{X (6 + S»)} and the conclusion of the Lemma follows.
Define the workload process M™*1! by letting, for every n € Z:

for all t € [§™ ,,6m+Y), M™*1() = M™(t) (17)
for all ¢t € [6m+1,6™), M™*(t) = M™(t) + S,

The marked point process A™+! is:
AT = {674, (S, Un)} (18)

Construct the congestion process X™+t! as follows: for every n € Z, set X™+1(§m+1) = Xm(6m+1) For
t € (6m*1,6m+1 + §,] (the nt* vacation period in system m + 1) let

X™H(E) = XY + ASEH, Y
The value of the congestion process at t = §™+! 4+ S, is then:

XTSI 4 5,) = X7 (87+) + A(67, 67 + 5]
According to Lemma 2, in system m, the number of type i-customers served during (6,’{‘“,6,’1":11] is
greater than f;{X™*1(§m+! 4 §,)}; we impose then that after 67+ + S, the server in system m + 1
attends the first f;{{X"*!(6m™+! + S,)} type i-customers that were present at 6™*! + S, and this will
be achieved at a time 87412 € [67+ + 5,,674!]. Finally, to define X™*! on the remaining interval
[6,T$2,6,T$1] we let the server attend those customers served in system m durmg (6’"+1,6,’l"++11] that are
not the fi{X*'(6m+! + S,)} type i-customers it already took care of, and this is done in the same
order as in system m. One easily checks that the induction hypotheses made on system m are satisfied

by system m + 1.

5 Existence of a stationary regime for the polling model

5.1 Sufficiency of condition (3) for the convergence of the scheme

In the sequel, it is assumed that the probability P is ergodic for the shift {6,}. A sufficient condition
for this property to hold is provided by the following lemma, the proof of which is postponed to the
appendix.

Lemma 3 . Assume that for some i, j in {1,...,K}, the routing probability p;; is non zero and the
distribution of the corresponding switch-over times W; ; is spread-out. Then the stationary processes
{A, M, A%} are ergodic.

Equation (17) implies that for every ¢ € R, the sequence M™(t) increases with m; the limiting process
M® =lim,, . M™ is thus well defined. In every system m, the server works at unit speed, so that:

M™0)< M™(#)+tforallmeN, t€R? (19)
It thus follows for all ¢t € Rt that

lim M™(0) = 400 = lim M™(t) = +o0
m—00 m=-00 -

11



That is to say, the event {limp,_..o M™(0) = +oo} is 6;-invariant; 6;-ergodicity of P implies then that
P(limy, 0o M™(0) = +00) equals 0 or 1.

Note RT" the process that counts, in system m, the returns of the server from vacations of type W, ; for
some j:

RT = {TyT(i)}nEI = {67 + Sn;Un = i}nez

Lemma 4 . for every m € N, every ¢ € {1,..K}, R™ has its intensity equal to "—‘%’—L’l. Under the
associated Palm probability the sequence {Sn,Un} of vacations and of their types that the server, in
system m, shall ezperience on R*, is independent of {M™(t), X™(t)}1<o and its distribution does not
depend on m ({Un} is a Markov chain with transition matriz (px;) started from i, and conditionally on
{Un} the sequence {Sy} is independent with each S, being distributed as Wy, _, v, ).

The proof is done by induction on m, the passage from m to m + 1 being made by Neveu’s exchange
formula (11) between the point processes R™ and R™*!, Lemma 1 providing the seed m = 0. Th detailed
arguments will be omitted here.

We introduce the notation:

W™(t) =) 1mery(67 + Sn —t)  forall meN, t €R (20)
nelx .

When the server is at work in system m, W™ equals 0, otherwise it represents the time it will take to
finish its current vacation.

Corollary 1 . The law of W™(0) under P does not depend on m. This implies in particular that

(i)  The family of random variables {W™(0)}men is tight under P
and (21)
(i) P(W™(0)>0)=1-p forallmeN

Proof: The inversion formula (7) reads
m ( P) 0 r;"(i) +
P(W™(0) > s) = ————Epgn Liwm()>s)dt for all s€ RY, m €N
w 0

By definition of r]*(¢) and of W™(t), the right hand side of this expression depends only on the vacations
and of their types {S,,U,} that the server in system m will experience on R*, the law of which, under
P%m, is independent of m. This shows that the law of W™(0) does not depend on m. Tightness of

{W (0)}men follows, and this shows also that P(W™(0) > 0) does not depend on m. Since P(W°(0) >
0) =1- p, (21) (ii) follows.

-

Assume now that P(lim;, .o M™(0) = +00) = 1; then M™(0) tends to +o0 in probability:
Jim P(M™(0)>s)=1foralls>0

Part (i) of Corollary 1 and the majorization

K X™0)

M™0) <> Y o_n(i) + WT(0)

=1 n=0

12



imply that SR X™(0) tends also to +0o in probability, that is

K
lim P} X"(0)>s)=1forall s> 0 (22)
1=1
This équation and part (ii) of (21) yield:
K
lim P()_X™(0)> s;W™(0)>0)=1-p forall s >0 (23

m—o0o
i=1

Use the elementary inequality 1{xyysz1y) < 1{x>z) + 1{y>y} to deduce

lim inff ZP(X"‘(O) >s;WT0)>0)]>1—-p foralls >0 (24)
i=1

The following Lemma will ensure that the above-inequality (24) cannot hold when condition (3) is in
force.

- Lemma 5 . For every m > 0, every i € {1,..., K'}, one has
/\,”w

0 m z
Prr(XM0) 2 2) < o=@

forallz €N (25)

and

P(X™(0)>z+y3;,W™(0) >0) < f( )

where €;(y) does not depend on m, and tends to 0 as y tends to +oo.

Proof: By construction, the number D(rZ'(¢), r1*(7)] of type i-customers served in system m during
(rg*(2), T7*(7)] is greater than or equal to f;[X"‘(r{)"(z'))]; this and non-decreasingness of f; imply:

Ppm(X7(0) 2 2) < 7= Epm{D7"(r5°(4), 77" ()]}

f()

But, since DT has intensity \;, the term E}m { D7 (r3*(3), r] (z)]} is equal to W_(-ll_p$’ and (17) holds.
Use the inversion (7) formula to obtain:

()
POXPO) <2+ 5w (0) > 0) = B Dm0 1t

Note that, for any t € (0,r7*(7)),
XTM(t) < X7(0) + Au(0, 777 ()]

which yields

m m Ti(l—p ()
P(X™(0) <z +y;W™(0) > 0) > %E(}zgn{[l — lixmo)>z) — 1{A.~(0,r}"(i)]>y}]/0 1{wm()>0)dt}
(27)
According to Lemma 4, fo l{Wm(t)>0}dt is PRm -independent of X["(0), and has mean value *. This
and (25) imply:
A,"U) 7r1~(1

. - - )
PAXT(0) <2 +yW™(0)>0) 2 1= p= ors = = p)E?a:"{l{Ai(o,rr(i)1>y} /0 Liwm(>0pdt}
(28)

N

13

+ €(y) for allz,y €N (26) -



Denote by G; the cumulative distribution function of fo l{Wm(t)>0}dt under PRm (according to
Lemma 4, G; does not depend on m). Note also that, since Eom{A 0,7} = 1r_(ll_p5’ the probabil-

ity POm(A4:(0,77] > y) is less than —(—'—)— It follows then from the extremal correlation property of two
random variables with given marginals (see Whitt [13]) that:

() 1
lwmsndd < [, 67w

mi(1—p)y

Er {1407 (01>v) /

Finally, set
(1 — 1
a="CA [
v ey
* and check from (28) that (26) holds.

Theorem 1 . Under condition (3), that is if

p+(Z

the limiting workload process M = lim,,.oo M™ is P-almost surely finite.

Proof: If it were not so, M*°(0) would be almost surely infinite, and (24) would hold. But according to
Lemma 5, for any ¢ > 0 and any i € {1, ..., K}, one can select an s; sufﬁciently large to ensure:

P(X™(0) > s W™(0) > 0) < 23¥

1

F+e for all m € N

If € is chosen sufﬁciéntly small, (16) cannot hold with s = sup; s;, and M*(0) must therefore be almost
surely finite if condition (3) holds; 6;-invariance of the event {M°°(0) = + 00} implies then that the whole
process M is almost surely finite.

5.2 Identification of the stationary regime

Define for every ¢t € R, every m € N:
v™(t) = maz{n € 7;6] <t}
Equation (17) implies the following equality:

vm(t)
M™(t)=M°(t)+ Y SiforallteR, meN (29)
i=00(t)+1

Since for all ¢t € R, M™(t) increases to the almost surely finite limit M*(t) as m — oo, v™(t) increases
also to an almost surely finite limit ¥°°(¢) as m — oo. Note that v¥°°(t) is integer-valued, and increases
with t; the point é3° such that ¥*®°[(6)"] = n — 1, and v*°(63°) = n is thus well defined, and for every
n € Z, 67 decreases to 62° as m — oo. The sequence {A™} converges then as m — oo to a limiting
process

A% = {62°,(5n,Un)}

14



We now show that the process X™ also admits a proper limit as m — oo.
Let n be some fixed integer. Note that, on [67,8™ 4 S,), the processes X are greater than the X1,
For m large enough, it holds that:

§ < 8 4+ 5y <8+ S,

Thus, for large m,the sequences X[ (63° + Sy,) increase. Since M°(65° + S,,) is finite, the X (63° + Sn)
reach a finite limit X°(6° + §,,) in finite (random) time mq. This implies in fact that, after mg, the
sequence 8™ is constant and equal to §°: indeed, if after mg there was an m such that 67+! < 6™, the
customers attended in system m during [67°+1,67) would not have been served in system m + 1 at time
6% 4 S,, which would lead to a strictly positive difference between X™+1(6%° + S5,) and X (8 + S»)
for some ¢, a contradiction with mg’s definition. Therefore, by construction, for any integer k, the
processes {M™,X™,A™} remain constant on the interval [6;° + Sp,659, + Snyk) for m larger than
mo + k. The processes {M™,X™ A™} converge thus to limiting processes {M>, X*°, A}, and these
limits are reached in finite time on any bounded subset of R.

Let us check now that the processes (M, A%, X*°) describe a stationary regime for the polling system
presented in Section 2. Since the processes (M™, A™, X™) reach their limits in finite time on any bounded
subset of R, it is easily seen that the three limiting processes describe indeed the regime of a vacation
system with arrival processes { A;} and vacations S, occuring at times §5°, where non-preemptive service is
provided to every customer, the service being provided in FIFO order in each customer class separately.
In order that the server in this limiting system follows the expected polling policy, it is enough that
between arrival to a queue 7 and the next switch-over the server attends type ¢ customers only with the
number of type i customers served chosen according to policy f;. Let D, ¢ € {1,..., K} count departures
of type ¢ customers in the limiting system. It is then enough to check that

Vi€ {1, K}, Y € Z, DP(6 + Sny63%1) = Liv,=iy-Si( X2 (6 + S0)) (30)
This is the case indeed, as can be seen from the following computations for arbitrary n € Z

D;-’°(6§° + Sn,6,°“_’*_1] = limpoe D}"(é,"f + Sn, :f’H]
= limmoo DI*(67 + Sn, 674!
= limpoo[ (X (67 + Sn))L(v,=i)
= 1, =i)- S XP(EL + Sm))

In the above, the third equality is a consequence of the service policy in system m, m > 0, while the
limits can be taken in the first, second and fourth equalities because the processes X™, D™ and A™
reach their limits in finite time on bounded sets.

In whole riguor, one should also check that the sequence {S,,U,} of switch-over times and of routings
in the limiting system satisfy the expected statistical hypotheses, and in particular that the server’s
switch-over times and routings after an arrival of the server to some queue 7 are independent of the past
behaviour of the system. Calling R{® the point process that counts arrivals of the server to queue ¢ in
the limiting system, use of Lemma 4 and of Neveu’s exchange formula between R} and R{® provide an
easy way to check that this is the case indeed; we omit the detailed arguments here.

6 Minimality of the stationary workload M

Let us assume here that the conditions of Lemma 3 hold, i.e. there exists a couple (2, 5) such that p; ;
is non-zero and the distribution of the corresponding switch-over time W; ; is spread-out. In this section
it will be shown that for any initial configuration a of the polling system, the corresponding transient
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workload M*2(t) is, in the asymptotic ¢ — oo, stochastically larger than the stationary workload M >
in the sense that for any integer k and any t4,...,t, any sy, ..., Sy one has:

‘lti_1_1’1+i&fP(M°°"“(t +11) > Sty MOt + 1) > s) > P(M®(t1) > 81,00, MP(8) > sx)  (31)

The initial configuration @ consists of the state of each queue (number of customers, corresponding

remaining service times and order of arrival), the station where the server is or where it goes if it is
currently switching, the number of customers it will serve before switching or the remaining switch-over
time if it is currently switching.
Given this initial configuration, compute the corresponding initial workload M%2(0), and build the work-
load M%4(t) of the queueing system with initial workload M%2(0), aggregated arrival process A = 3_; A;
and with multiple server’s vacations S, = Wy, _, v.(n) begining when the server empties the system or
when it returns from a vacation to an empty queue (the value Up is the queue that the server attends
or where to it is switching at time 0). Let A%® = {624 (S,,U,)} count the vacations beginings in this
system. :

Lemma 6 . Under the assumptions of Lemma 3, the processes {M%®, A%?} couple with the stationary
processes {MO°, A%},

Proof: Construct the workload M*® of the system with initial charge M%2(0), with aggregated arrival
process A = 3 A;, and without server’s vacations. Let T* denote the smallest real ¢ such that M®(t) is
zero, and let T denote the smallest real ¢ such that the stationary workload M(t) of this system is zero.
Since p < 1, both quantities 7% and T' are almost surely finite, and it is easily seen that T° V T is a
coupling time for the processes M and M. Construct now the processes (M%%, A%®) and (M°, A®) by
"filling”the idle periods of M* and M with processes A® and A respectively (cf. 4.2). Note:

{ i(t) = fy 10 (s)=0)ds
)= J, 1{Ma(s)=0)dS

i%(t) (respectively i(¢)) is the time that the server spent idling on [0,¢) when the workload is M® (respec-
tively M). Let 8} Z denote the restriction to R of some process Z shifted ¢ time units to the left. We
have, for t > T v T4:-
ia(t

g A = $(0F M, oj(,)(A)
The processes ;a(7v7e)A* and 0;7y1a)A are both transient versions of the stationary process A, which is
regenerative with respect to those points é, with Y, = ¢, noted A; = {6,(¢)}, and, under the hypotheses
of Lemma 3, the distribution of the length of the regeneration cycles P9 (6,(¢) € .) is spread-out (see
Corollary 4 in the Appendix). It follows then from Corollary 1.4, page 141 of Asmussen [2] that one can
construct both processes ;a(7yTe)A® and ;rvre)A so that they couple in finite time 7", In that case,
(32) and the definitions of i(t), i%(¢) imply that the processes A%® and A° are coupled after any ¢ large
enough to ensure

o AOs — 0+M, ot Ac
{ t ¢( t ) ) (32)

(t)—-TVvVT)>T

and there exists such finite ¢ with probability one since i(¢) tends to +o00 as t — +00, and T” is almost
surely finite. :

Corollary 2 . For any initial configuration a of the polling system, the corresponding transient workload
process M>>* is asymptotically stochastically greater than M , i.e. (31) holds.

N
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Proof: Starting from the processes (M%®, A%®), one can apply the recursive construction of Section 4 and
build a sequence of processes (M™% A™® X™?) with the same initial configuration @ in each system m.
The processes M™? are increasing, and a closer look at the construction shows that the workloads M™¢
and M coincide on [0,621%’“); this implies that M >* dominates every process M™%, and thus, for
any integer k, any ty,...,tx, @ny Sy, ..., Sg!

P(M™2(11) > s1,00s MP(t4) > 85) > P(M™(11) > 51,00y M™(85) > 55)

Let now N be some (random) integer such that (M%2, A®?) and (M?, A®) are already coupled at 6%; by ~
construction, the processes (M™¢?, A™®, X™¢) and (M™,A™, X™) will be coupled at time &, . Then,
for all m > 0,

lim inf P(M2(¢ 4 1) > s1, 0y MO(t + 1) > 5) 2 P(M™ (1) > 81,00, M™(t) > 55)  (33)
— 00

The proof is completed by letting m tend to oo in (33).

7 Concluding Remarks

7.1 Extension of the result to random policies

Consider the following service policy: for every ¢ € {1,..., K}, upon arrival at queue 7, the server picks
up a random number £ that is uniformly distributed on (0, 1) and independent of everything else. If X;
denotes the number of customers waiting at queue ¢ at that time, the server will attend the first f;(X;,§)
type i-customers before switching to another queue, where f; is some deterministic function from Nx (0, 1)
into N. Assume that f; satisfies the following conditions for p-almost every u € (0,1)

(/) forallz €N, fi(z,u) <z
(i) forallz,y €N, z<y= filz,u) < fi(y,u)
(#i7) forallz, yeN,z<y=>2z— fi(z,u) <y— fi(y,u)

where p is the Lebesgue measure on (0,1). For every 7 € {1,..., K}, let
1
F = .1:1-1—4120 A fi(z,u)du

The reasonings of Sections 4 and 5 are easily adapted to check that a polling system with such random
policies is stable under condition (3): add to the marks (S,,U,) of the points {62} a third coordinate
&, such that the {&,} are i.i.d., uniform on (0,1) and independent of everything else. In system m, the
point 674 € (67,68™, ] is the time at which the first fi[X(8™ + Sn),&n] type i-customers present at
6" + S, are served (U, = ¢), and the mark of 6] is (Sn,Un,&). The proofs in Section 5 translate to
that framework without difficulty. A typical example of a random policy satisfying (i) — (¢2') is the
binomial-gated policy introduced by Levy (see [9]): upon arrival at queue i, if there are X customers
waiting there, the number of customers that will be served during this cycle is distributed according to
the binomial distribution with parameters p and X, where p € (0,1] is a given parameter. This policy
fits the framework just defined: indeed, let: '

y-1 . y . .
fiz, &)=y | D_CipP(1-py I €< Cip(1-p)~
1=0

i=0

and classical properties of the binomial distribution imply that f; satisfies (¢7'), (i17').
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7.2 A necessary condition for stability

Assume that the polling system described in Section 2 admits a stationary regime. Let A = {§,,,(S5,U,)}
count the server’s departures from queues: at é,, the server leaves queue U,_; and a switch-over time
Sy occurs before queue U, is reached. Let D; count the departures of type i-customers from the ticket
booth. Stability of the system implies that D; has intensity A;. Let 0:(¢) denote the service time of the
customer leaving the system at some point ¢ of D;; use the identity

K
61= 5+ /(06 o4(i)Di(dt)
i=1 3

to check that the intensity of A equals 1—;"1. The process A;:
Ai = {bn(i)} = {bn; Un =i}
is of intensity "—‘“—w_—”l; this implies that:

/\,-w

ER,Di(0,6:(1)) = l=p)

But the model is so that: :
D;(0,61(3)] = fi(Xi(S0)) < F;

And thus, if the system is stable, necessarily:
Vie (LK}, p+ 2% <1 (34)
9°°% b p W‘R —_
In view of the necessary and sufficient conditions (1) and (2), one is induced to believe that, for the model
considered, a necessary and sufficient condition for stability would be:

A;w

Vie {1,..K}, p+ -

<1 (35)

(we carefully avoid to mention the critical case p + %"7_"4‘ = 1). There might be a way to prove that (35)
is indeed sufficient for stability, using the results of Sections 4 and 5: remark first that, if only one queue
(say, queue 1) is attended according to a limited policy (i.e., F; = 400 for ¢ # 1), conditions (3) and (35)
coincide. Remark now that, to start the recursive construction in 4.2, it is only needed that, between
62 + S, and 62“, if U, = i, the number of type i-customers attended is greater than f;(X;(82 + S,.)).
One can thus try to construct a stationary regime under condition (35) by induction on the number of
queues with limited service policy, starting the recursion with the stationary regime of the polling system
where queue 1 is attended according to policy fi, and every other queue is served according to the purely
gated policy, then replacing the purely gated policy at queue 2 by policy f2, and so on.

8 Appendix

This part is devoted to the proof of Lemma 3; the result is established in a slightly more general framework,
which will in fact allow an improved clarity in the arguments.
Let {A,N,Y} be some jointly stationary processes defined on (§2,F,P), that are compatible with the
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shift {,} defined on (,F). It is assumed that P is ergodic for the shift {6,}. The marked point process
N = {T,,,0,} has finite, non null intensity A(N). The marks o, belong to R* and satisfy for all n € Z

P(Tn +on < Tn+1) =1

It is also assumed that EQ (0g) is strictly positive. The process Y is P-independent of {4, N}, and is
regenerative with respect to some stationary point process R = {r, }, that has a finite, non-zero intensity
A(R). Define under P}, the process Y by letting:

VneZ,Y°=0on [T, + 0n, Tns1) .
Vn > 0, the restriction of Y'° to [T, T, + 0v) is the restriction of Y to [3-72) 05,70 05)
Vn < 0, the restriction of Y° to [Ty, T + 0») is the restriction of Y to [- 72, 05, — ¥72,.4, 05)
The process Y0 is constructed by "filling” the intervals [T}, T, + 0,,) with the process Y, which is noted:
Y? = ¢(N,Y)

On the canonic representation of the three processes (A4, N,Y°) when the underlying probability is P,
define the operators 6;, t € R that shift jointly the three processes (4, N,Y?) t time units to the left (by
a slight abuse of notation, we shall still note (2, F,P%;) this canonic representation). One can note that
ét(A,N) = 0,(A,N) for all t € R. Remark that:

87,Y® = $(01, N,y V) forall n > 1 (36)
3=0 °J .
The same arguments as in the proof of Proposition 1 apply to show that the processes {A,N,Y°} are

fr,-stationary under P%.

Theorem 2 . If the distribution PQ(r1 € .) of the length of Y ’s regeneration cycles is spread-out, then
the probability P, is ergodic for the shift 01, when restricted to the o-field generated by {A,N,Y°}.

Proof: Let {(A,N,Y®) € C} be some f7,-invariant event. That is to say:
{w:(A4,N,Y®) e C} = {w:07,(A,N, Y% eC} foralln e N
This implies '
: P4, N, Y e Cl=PRIlJ () {0r.(4,N,Y°) eC}] (37)

m>0n>m

and:

Vk, I, m, k <1, PY[(A,N,Y°) € C] = PY[ () {67,(A,N,Y®) € C}() [ {67.(A,N,Y°) € C}] (38)

k<<l n>m
Define on (9, F) the filtration {F;} by:
Fi = o{(4,N,Y°) l[-t,44}

The families (g, h;) defined by:

{ gt = E?V[l{nkgggl or, (ANY0)ec) | Fi]

he = E(’]\’[l{ﬂnzo or, (ANy0)ec} | Fi)
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are uniformly integrable {F;}-martingales, and thus converge in L!-norm to their respective limits
l{nKK‘ oz, (AN,Y0)eC) and l{nn>o 6z, (AN,Yo)ec) (this is a standard result from Martingale Theory; see

e.g. Neveu [10]). Let € > 0 be fixed. We can then choose a K > 0 such that:

{ Ex lox =Ly o anroseoy IS (39)

BN [hi =1 on(amyogecy IS €

and gk, hic depend on the behaviour of (4, N,Y°) only on the interval [- K, K]. Noting that the random
variables gk, hx take their values in [0,1], it is easily seen that the right-hand-side of (38) equals, within
an error e; of magnitude less than 2¢:

E?V[gK(Aa N, Yo)onhK(A’ Na YO)]
that we note, making use of (36):
EQ[g'(A, N,Y) W0z, A, 67 N,bmos_ Y)] o (40)
j=0 %

By construction of Y?, the functionals ¢’ and h’ depend on the behaviour of their last argument only on
[-K,+K]. Let g be some fixed integer. The term (40) is equal to

0
Ey[¢'(A, N,Y)R (01, 4,01, N, 92;,":;1 ajy)l{_xcq}l{z;":;‘ oy 5 K+rel] (41)

within an error e; of magnitude less than

1— P9 ({K<rq}ﬂ{mz:101>K+7‘q})

=0

To evaluate the term (41), condition on A, N first; then, since Y is time stationary and independent of
A, N under P%;, apply the inversion formula (7) for the point process R = {r,}, and use the fact that
the r, are regeneration points for Y to check that (41) equals:

E(I)\I[’\(R)E(I)% {f:__:“ g’(A, Na ésy)lfk'<—s}1{z'""1 o, >K-s} (42)
E%(K(61,,A,07,, N6~ Y| A, N)ds| A N}
m zj=o o5+s
But, by hypothesis, the dlstrlbutlon P%(r1 € .) of the length of Y’s regeneration cycles is spread-out.

It follows then from Corollary 1.4, page 141 of Asmussen (2] that the law of 6,Y under P9, converges in
variation to the law of Y under P}, as ¢t — oo. The term (42) is thus equal to

E?V[E?V(g'(A,N,Y)1{K<,q}1{>:;;, oy2Ktre) [ A,N).EX (K (67, A,07, N,Y)| A, N)] (43)

within an error e3 that tends to 0 as m — oo (the ergodic theorem implies that 3°72 n ) o; tends to infinity
as m — 00). Use time stationarity of Y and its independence from A, N under P9 to replace Y, in the
argument of h’, by 02 m-1 Y; thus (43) equals:

1=0

EQ/[EX (91 (A, N, YO) Lk ry 1 LA N)ES (65, h(A,N,YO) | A,N)]  (44)

{zm—l o, >K+rq}

20



It follows from (39) that (44) equals

EX[PX( [) 07,(4,N,Y%) € C| 4, N)PY( ) 0r,(A,N,Y®) € C | A,N)] (45)
k<j<i n>m

within an error of magnitude less than
2¢+1-PY{K < rq}n{ZaJ > K +71,))
j=0
Letting successively m, then g tend to +oo, the errors es, then e3 vanish; since ¢ is arbitrary, one obtains:

PR[(4, N,Y°) € C) = EQ[PR( () {65,(4,N,Y*) e C} | A, N)PR(J () {07.(4,N,Y°) € C}| 4, N)]
k<<l m>0n>m
(46)

Let now successively [, then k£ go to infinity, to establish:

PX1(A,N,Y%) e C1 = EQ[(PY( U ) {07.(4,N,Y%) e C}| A, N))?}

m>0n>m

This equality and (37) show that the (A, N)-measurable random variable

PR ) {#7.(4,N,Y°) € C} | A,N)

m>0n>m

is almost surely {0,1}-valued; it is also fr,-invariant and is therefore almost surely constant because P,
is ergodic for the shift 7, when restricted to o(A4, N), so that:

PR[(4,N,Y%) € C] € {0,1}
Ergodicity of (4, N,Y?) is proven.
Corollary 3 . the result of Lemma 3 holds.

Proof: In order to apply Theorem 2 to the processes (4,1, A®), we only have to check that. A is regener-
ative, with spread-out cycle length distribution. Take as regeneration points those §, with Y, = ¢, noted
{6,(i)} = A;. The distribution P} (61() € .) of the regeneration cycles satisfies:

PO, (6:(0) € dt) 2 pi; PA,(Br(D) € dt | Y = 5) (47)

The distribution appearing in the right-hand-side of (47) is the convolution of W; ;’s distribution and of
some other probability distribution, and is thus spread-out when W; ;’s distribution is so; the distribution
of the cycle length dominates a spread-out distribution, and is also spread-out.
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