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Résumé:
Nous construisons dans ce travail une famille nouvelle d’aproximations paraxiales de I’équa-
tion des ondes en dimension 3 qui sont bien adaptées a une résolution numérique par une
méthode de directions alternées. Ces équations ne souffrent pas d’effets parasites dis a
I’anisotropie et le coit de leur mise en oeuvre numérique est tres faible en comparaisona-
vec les approximations paraxiales classiques.

Mots clés:
Equations des ondes 3D, approximations paraxcole, directions alternées, méthode de split-

ting, anisotropie.

Abstract:
We design a family of new 3-D paraxial equations well-adapted to numerical resolution
by alternate directions method. These equations do not suffer from bad anisotropic effects
and the cost for their numerical integration remains cheap in comparison with classical
paraxial equations.

Key words: _
3D wave equation, paraxial approximations, alternate directions, splitting methods, aniso-
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Splitting of operators, alternate directions and

paraxial approximations for the 3-D wave equation

F. Collino!, P. Joly '

ABSTRACT

We design a family of new 3-D paraxial equations well-adapted to numerical resolution by
alternate directions method. These equations do not suffer from bad anisotropic effects-and
the cost for their numerical integration remains cheap in comparison with classical paraxial
equations.

1 Introduction

Paraxial approximations of the wave equation have been introduced as an approximate but
efficient tool for the numerical computation of wave propagation in the neighborhood of a
privileged space direction. Such equations have been applied in various domains of physics
as ocean acoustics [22] or geophysics [6]. This last application is the one we have in mind
in this paper, namely the migration technique for oil propecting by seismic exploration. In
this particular case, the privileged direction is the vertical = direction. Our purpose in this
introduction is not to explain or to justify this technique which is now extensively used in
geophysical data processing [3]. Let us just mention here that it can be interpreted as a first
approach to the inverse problem [18]. The main step is the downward extrapolation in the
subground of a wavefield known at the surface. This problem can be solved with the help of
paraxial approximations and will retain our attention in this article. Let us mention that an
alternative approach to the use of paraxial approximations is the use of discrete extrapolation
operators as presented for instance in ({13]. [12], [14]). ' .

The derivation of paraxial approximations in a homogeneous niedinm. that we shall recall
in section 2.1, is rather natural. There exists a infinite hierarchy of equations ordered by
their order of approximation. According to a terminology which is classical in geophysics,
each equation can be labelled by an angle which describes the cone of propagation directions
that are correctly represented. The extension to variable coefficients rests upon physical
assumptions and criteria which can lead to different equations [2]. [1]. However, as far as one is
concerned with computational problems. the main difficulties are present in the homogeneous
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case. That is why we shall restrict ourselves to constant coefficients. The generalization to
variable coefficients will be reported to forthcoming studies.

The numerical approach to 3-D migration has been receiving considerable attention in the

past fifteen years, the increasing power of computers making it achievable although remaining
always very expensive. Claerbout was the first to introduce fifteen degree and forty-five degree
type equations for the extrapolation of 2-D seismic data. Numerically, a classical approach is
to use a Cranck Nicholson scheme in depth direction and finite differences for the derivatives
with respect to the lateral variable. It leads a linear system with a tridiagonal matrix which
.is easy to solve. For 3-D problems, all these numerical techniques can be used again. The
problem is that the linear system is now much more difficult to invert. This explains why, as
far as the computational time is concerned, there is a real gap between 2D and 3D migration.
Kern, [15], [17], has proposed to use modern iterative methods to solve it. However, these
methods seem to be efficient only for high frequency problems. Another way to overcome
the difficulty is the use of splitting or alternate directions method. It reduces the problem to
a serie of 2-D extrapolations, the ones being in the inline variable y;, the other ones in the
crossline variable y,. The weakness of this technique is that if it is efficient for fifteen degree
paraxial equation, its application to the classical forty-five degree paraxial equation actually
fails. In 1983, Brown suggests to modify the forty-five degree equation in order to obtain an
equation suitable for splitting. He obtains an equation which is of forty-five degree type in
the inline and crossline directions and of fifteen degree type in the diagonal directions, giving
rise to undesirable anisotropic effects. In 1987, Li, [19], proposes to add another term to this
equation in order to correct the anisotropy. We are here at the heart of the matter this paper
is about. We propose in fact to define new paraxial equations, well adapted to alternate
direction techniques and without anisotropic artefacts. The novelty being to allow others
directions than the usual crossline and inline directions to be candidates for the splitting
(note that Ristow, [21], used a similar idea to mild the anisotropic effect turning by forty-five
degree the y,, y» directions at each extrapolation step). We will show these new equatioas o
be forty-five or sixty degree accurate as well as numerically integrable at a cost between twn
and four times of that for the integration of a fifteen degree equation.

The paper is organized as follows. In section 2.1, we recall the definitions of the dassial
paraxial equations. In sections 2.2 and 2.3, we give the main principles soverning the wma-
merical discretization of paraxial equations and introduce the splitting techmiques apphed o
these equations. Section 3 is the most important one. We give the definition, the constructsn
and the analysis of the accuracy properties of the new paraxial equations. Each eguation is
linked to a certain number of directions for the splitting. We present equations with feur,
then three, then still more directions. In section 4. we show migration Tesults sbtained with
some of these equations. The appendix is devoted to the proof of the wellposedness of the
downward extrapolation problems associated to our new equations.
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2 The classical approach

2.1  Wave propagation with paraxial wave equations

In the sequel, t denotes time, (y;,y2,2) are space variables, z is the privileged direction,
(y1,y-) are the transverse variables. The velocity is set equal to 1.
We begin with a solution of the wave equation in the whole space,

Gv_0v_9n_0v_y (2.1)
ot dyt 0y; 027

with appropriate boundary and initial conditions. In the whole space, this solution can be

split into two waves, an upgoing wave and a downgoing wave. The terminology up and down

refers to the privileged z direction. In many applications one is interested in computing only

one of these waves. In this paper, we are interested in the upgoing wave. It is governed by

the one way wave equation

2\ %
- 12\ ¥
a0 +1w(1—IL> it =0 (2.2)
dz w?
with _
ﬁ*(kl,kg,z,w)z///v+(y1,yg,z,f.)exp’(k‘”‘“"y"“")dyldygdt _ (2.3)
and

el

2\ 3 2 .
(1—‘—@)—) =1 lkl,,—l iflﬂ>1.
w2

w? ||

2\ 3 " .
<1_.|_%> = I—I—I:|— lfl—ﬂ<l
w?
(2.4)

Formula (2.3) can be interpreted as writing the upgoing solution as the superposition of
harmonic plane waves which are evanescent for |k| > |w| and propagative for |k| < |w|. For
such wave |k|/|w| is nothing but sin @ where 6 is the angle between the propagation direction
and the vertical z-direction.

A major difficulty with this equation is that it corresponds to a non local pseudodifferential
equation and therefore is not very tractable from a computational point of view.

The idea of the paraxial wave equations is to approximate the square root with a polynomial.
or a rational fraction in (2.2} so that the new equation is a local Partial Differential Equation

(PDE) for v*,

(1-]e)} — (1-]e)}

app
K ] (2.5)
= (z1,22), |efP=2d+2d a2, =2, z,= =,

w w

If we privilege waves propagating in directions close to the z-direction. |2| = |k/w] can be

considered as a small parameter.

The parabolic or 15 degree paraxial equation is based on theapproximation

. _ \
(1-jzH¥=1- i (error : O (Jz|*)) (2.6)



which leads_ to the second order PDE

Pt ot 1, |

2t 35~ 30" = 0 (2.7)
2.+ 2,4

with Avt = 20, T (2.8)

Oyt 0y
Higher order Taylor expansions are known to give rise to ill-posed problems.
A more accurate approximation is obtained via the first Padé approximation,

Ll

I
(1-|z]?)? =~ 1—_—;—Ix—|,‘, (error : O (|z]°)). (2.9)
It corresponds to a third order PDE, known as the 45 degree paraxial wa.ve.equa.tion,
ot + 83vt _10Avt  3940*
ot3 a:o: 4 0Ot 4 Iz

Figures (2.1) and (2.2) show the accuracy of the two approximations representing the varia-
tions of the error e(x,, z;) with

= 0. (2.10)

d(z1,22) = e(z) = (1-[z)} - (1-[zP)} . (2.11)

This kind of figures will be ysed extensively in the sequel and can easily be understood as
follows: the larger the white region (error smaller than 10-3) the better the approximation.

Higher order approximat’ons, as a generalisation to (2.9), have been proposed by Bam-
berger et al., [1]. They are built on fraction expansions

I?JI2

Ny
(1-[z[) 1- Zﬂr adlz]? (2.12)
ar 20, 8, 20, 1SfSL-

The number L specifies the degree of the approximation and numbers o, and 3, are chosen
to justify to the best the proposed approximation. Padé approximations, [10], correspond to

Be = 2 sin"’( b )
T ar+1 2L + 1

COSQ( €7r )
T\2L+1/°

This choice gives an error in O (|z]*£+?) and L = 1 restores the 45° equation (2.10).

Instead of deriving from (2.12) the polynomial form that could be linked to a very high order
PDE, Bamberger et al. have proposed a formulation with auxiliary functions. They interpret
(2.12) as a system of L + 1 PDEs in the (y), 92, 2,¢) domain,

(2.13)

G

It

ovt 6* d
2 ;’ Zﬁf""=

0z T ot (2.14)
82
B:l_“tﬁwf-ﬁl”L (=1,...,L.

System (2.14) describes paraxial wave equations of high order in a homogeneous media. It
corresponds to a well posed problem for positive paranieters «; and 3¢, see [20].
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Figure 2.1: Error €{2,,22) for the 15 degree approximation
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Figure 2.2: Error ¢(z,, x) for the 15 degree approximation
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2.2 The classical numerical schemes

Numerous authors (e.g. (7], [8]) have proposed numerical schemes for computing the solutions
of paraxial equations in two dimensious (i.e., setting d,, = 0). The usual numerical schemes
are based upon the following principles.

o They work in the frequency domain, i.e. v* — 3t with

ot = /v+ exp~* dt. (2.15)

o They handle the transport term along the paraxial axis 2 exactly, using the change of
unknown function #* — u
u =9t exp™’. (2.16)

e They discretize in y, through a variational approach using a uniform mesh and a finite
elements/finite differences method.

e They use an implicit and second order accurate Crank-Nicolson scheme for the z direc-
tion because classical explicit schemes in z are unstable. = is considered as an evolution
variable, w as a parameter. It can be shown that these schemes are unconditionally
stable.

For 3D problems, the same ideas can be reused. In the case of the 15 degree paraxial
equation, the equation governing « in the frequency domain is

1 - Q—Au = 0. (2.17)

This is a Schrodinger like equation. Following the same principle than for 2D problems, a
natural scheme for the z extrapolation is

wktl — gt 1 wk+l 4 gk
—_— = —A|——m— | = 0. 218
"TTA: 2w ( 2 ) (2:26)

Then, using a discrete version of the Laplacian A, on a uniform grid- ¥ x N, one a5 to sotwe
the system (I is identity matrix)

A Nz '
(1 + %Ah) Wt = (1 - I4—w—A,,> ot (239)

Because of the bad properties (complex, non hermitian, ¢f Kern [15] and [17]) of the operater
I+ %Ah this system can be difficult to invert, specially for large N.
In the case of higher order paraxial equations, we encounter the same difficulties: the corre-
sponding equation for u is

du & -
t=— + Au =10
K ?:‘: : (2.20)

-
<

Ae = Bwl—aeA — 0*)7H A,

Indeed, to justify rigorously (2.20), we should give a precise meaning to the operator
(—o¢A — w*)~'. This can be done with the help of the limiting absorption principle (see for
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instance [9]) which is equivalent to use appropriate conditions at infinity. From now on, all
the operators of that form will have to be understood in this sense.

Splitting of operators (that we shall describe later) allows us to reduce our presentation
to L = 1. The system to invert is now (the bar stands for complex conjugate)

(I + )+ = (1= A)0) o

5 (2.21)
e S o Lot
dw) = o2 +1 5
Once again, we come across the same kind of linear system than (2.19).
2.3 Splitting of operators
The splitting of operators [23] is a.pp]i'ed to evolution problems like
7@ - A:(L =0
dz (2.22)
w(0) = ug
where we assume that :
A=A+ A, (2.23)
The exact solution satisfies
u(z+ Az) = exp - (1AAZ) - u(2) (2.24)

If A is a bounded operator in a given Hilbert space H, the exponential is defined via the
usual series. When A is not bounded but closed with dense domain D(A) and real, that is

(Au,u)y isreal VY u € D(A) (2.25)

the definition of the exponential follows from the semi-group of operators theory (cf. Kato
[16], chapter 9),

-~

exp(—1Az) = ll_n’L (1 - z*:) in L (H) (2.26)

Moreover, exp(—tAz) is an isometry when A is selfadjoint.
If A; and A, commute, (A, - A; = A, - A,), one has

exp — (tAAz) = exp — (24, Az) - exp - (1A.Az). (2.27)
otherwise,
exp — (1AAz) = exp — (14,Az) - exp — (142Az2) + O (AZ?). (2.28)
This suggests the approximation
ub*t! = exp — (24,A2) -exp — (2d,Az) -t (2.29)

or, equivalently,
exp — (14.Az) - u*

(2.30)
u*t! = exp—(14,Az)-ubt3



which leads to the scheme

zu"”“1 — ykti 1 (u"’“’g + u")

Az 9
uk+l — k3 4 uk+d 4ok (2.31)
— = AT )

The resolution of these two systems necessitates to invert successively the two operators
I+ 42 52 A; and [ 442 >-Az. This will be efficient if the inversion of each of these operators is
much snmpler than the one of I + z%A

Remarks

¢ From the accuracy point of view, splitting methods can be seen as second order accurate,
thanks to :,

exp — (1AQz) = exp — (1tA1Az/2) - exp — (1A2Az)-exp — (14, Az/2)+0( 2%). (2.32)

o In the general case (i.e., without any commutation property) this order of convergence
seems to be the limit accuracy.

¢ Of course, splitting methods are generalizable to more than two operators. If A is given
by '

I
=> A (2.33)
{(=!

the corresponding splitting algorithm will use L intermediate steps. This is the method
we use to approximate system (2.20) by L analogous problems having a unique operator.

In the case of the 15 degree equation (2.17), the splitting

{ 1
A = —A
2w
A = —— A4, = ——
! wdyi 2w dy2
provides
A T 2 _
ukHl — gkl 02 [ uFtt 4 it (2.35)
" a: T oy <———-2 -

This algorithm corresponds to the so-called alternate directions method. In terms of com-
putational cost, let us consider a finite difference method on a N x N uniform grid. Using
the splitting procedure, one has replaced the resolution of a large but sparse linear system of
dimension N? with bandwith N (2.19) by 2 families of A" independent tridiagonal systems of
size N. If we think of direct methods, the cost decreases from QO(N?) to O(N?). Therefore,
the splitting method will be less expensive for large N unless one finds an efficient iterative
solver for the large system.



Now, with regard to the 45 degree paraxial equation, the evolution equation to be solved

is p
=2 = Au
dz _
A Loyt (2.36)
wA [,
= —{w +-A .
A 5 (w + y )
The splitting of A is linked to the decomposition of
- _1;2'-*- 1?, .
Az, 2q) = ———3— (2.37)
o) = TR )
First we note that the decomposition
. 22 22
Alzy,z0) = - — + 2 S 2.38
(1 ) - iai+2d) 11— 4(af+a3) (2:38)
has no interest since each term of the sum involves the same operator to be inverted.
Secondly, note that replacing A(z,, 22} by
a3 2
; — 2.39
l—iw;’+l—%r£§ (2.39)

(as suggested by Brown [4] and used in [11]) provides a nice solution for the splitting of
operators but is unfortunatly inconsistant with the 45 degree paraxial equation except for
the y; = 0 and y, = 0 directions. In the other directions, the approximation is of the same
order than for the 15 degree approximation. Figure (2.3) shows the error induced by the
corresponding approximation,

1 2} 1 2

2
(1= e)? 2 1= 57—~ 57
21—%.1‘; 21—4l

(error : O (z323)) . (2.40)

One will note the anisotropy of the result and the loss of accuracy due to the the loss of one
order in the approximation for the directions which are not parallel to the axes.
The problem is that there is no exact decomposition of the form

/i(’.tl._.'l,"_)) = /‘il(l'l ) + ;‘ig(.’l‘g) (2.41)

and the conclusion of this brief analysis is that no alternate directions method by splitting
exists for the 45 degree paraxial equation.

The challenge is then to find a method which gives results whose accuracy is equal to the
one given by the 45 degree equation and which cost is comparable to that of the 15 degree
equation with splitting. There are at least two ways to do so : ’

¢ work on the solver or
¢ find a new equation.

The first way is studied by Kern ([15], [17]). Kern uses a biconjugate gradient method to
solve the large linear system. His hope (that is not reached vet) is that this algorithm will

converge in very few iterations with cost Nbj,., x O(N?), thus becoming competitive with
splitting method. We will investigate the second way in the following section.
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Figure 2.3: Error €(2;, 2,) for Brown’s approximation

3 Construction of new high order paraxial approximations
compatible with splitting methods

3.1 A family of 45 degree approximation with 4 directions

The basic idea is to consider more than two directions for the splitting. The most natural
idea is to allow to split the equations along the diagonal directions. As a first step, one has
to build new 45 degree type equations which are well adapted to this splitting. We propose
to use the following type of approximations, where I, G are rational functions,

(1-(z3+ a,g))% ~ 11— R(z),29)
(3.1)

R(xy,%2) = F(z,)+ Fz2) + Glay + 22) 4+ G2y — xa).

so that one gets an error in O(|z]®). More precisely and taking into account the symmetries
of the problem, we look for an approximation in the {orm

R(m):b( o, % )

1 —axi  1-a23

. o (3.2)
po (At st ),
Because R(z) satisfies
R{ay,2:) = Rlx,.—2.) = R(;xl,arg)
(3.3)

R(“I’-lvl.'.’) = R("L’?’Il)
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one necessarily has
R(z) = A\(a] + 23) + As(2} + 23) + Bajei + O (f2]°). (34)

Ay, A, and B are (non linear) functions of a, b, a, 3

A =b+28, As=ab+2aB, B =12ap. (3.5)
As we have,
1, , " 1
Vi-lz|2=1- 5(9;; +23) - g(rf + 22,25 + 22) + O (J2/°) (3.6)
we thus obtain . | !
28 == : == = — T
b+28=5, abt2af=5 af= (3.7)
or »
b—f—?ﬂ—1 (lb—i n"j—-l— (3.8)
T2 T 12 7T a8 '

This defines a family of 45 degree paraxial approximations depending on one parameter.
From this approximation, we get a new paraxial approximation of (2.2), namely
dot ky k.
A m(l _3(4,:))a+ = 0, (3.9)
dz w w
which can be written as
dot 4 - « . R
v + wdt —wbd, — wbp, — wpY, - wpY_. = 0

. k?
¢; = .

. 3.10
(kl :t k2)2 i~)+ ( )

~ 4 .= 2 - — .
=12 v w? — a(k; £ k,)?

w? — ak?
This corresponds in the (y,, y2, 2,¢) domain to the system of 4L+1 PDEs,

( Jvt  Ovt 0 0
Ft_+—87_b5(¢’+¢3)‘ﬂf_}?(w++w')_0

32¢1 aazd)] _ 0""1)*’ ()HC')_: a(')?aﬁg _ 02U+
ot dy; — 9y}’ or dyi 0y

0y (i 0)2 «<0 0)?+
az dy. ~ 0w Ve = ay:’iayl o

The equation for u (frequency domain) is given as

(3.11)

2\ g (3.12)
Ajzwb(——w?—a-,(-)—> —(-)—- 71=1,2

a2\ —!
2 d 9y 0 oy
"‘*“‘"3(“" ‘“(ay,*zm)) ()

11
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Figure 3.1: Schematic representation of the four steps splitting algorlthm At every step, a
tridiagonal system along each lines must be solved.

This paraxial equation can be obviously split into four steps. After standard discretization
of the four second derivative operators, one obtains four series of tridiagonal systems as
illustrated in figure (3.1). The computational cost is about twice the one of the 15 degree
paraxial equation.

In Appendix A, we demonstrate the well-posedness of the new paraxial equation (3.11)
with appropriate initial and boundary conditions for positive coefficients «, b, @ and 8. This
result means that the coefficients must be chosen among the positive solutions of system (3.8).

Among the possible choices, one distinguishes

¢ The maxi isotropic choice :
The 4 space directions play the same role if « = 2« and b = 2/3. In this case, we obtain
1
a4 = = ;} = (313)
and one observes that

,
Vi-l|z]*=1~R(2)+ _-3—6:|:c|6+0(|x|8). (3.14)

The error is therefore isotropic to the order 8.

e The Padé approximation in the y,, y. directions :
One obtains the usual 45 degree approximation in both directions y, and y» if ¢« = a =

12
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Figure 3.3: Error ¢(z,, 2+) for the maxi isotropic -13° approximation
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1/4,b+4 28 = 1/2. One obtains

1

, B= T (3.15)

1
o= -
4
Figure (3.3) and (3.2) show the error (2.11) for these two approximations. We observe an
improvement of the results with respect to the 15 degree case. The maxi isotropic choice
gives a very similar result than for the classical 45 degree approximation. The second choice

curiously gives better accuracy in the diagonal directions.

3.2 45 degree approximation with three directions

In the previous section, we have used four directions to obtain an accuracy analogous to those
of the usual 45 degree approximation. Here, we propose to obtain the same accuracy but with
only three directions. Let us consider the three unit vectors

Figure 3.4: The three directions in the (y;.y+) plane

1 _1
1 2 2 {316)
ny, = No = Ng = .
Lo IV N R
2 2
Now, define
. )
D = n -V = L)
0
10 V3 9
Dg = MN» Ay 25[/—1 +T()1, (3-17)
1d V30
= ny-V A
Ds " 2 dy 2 Jye
and set
3 (.7:-n~)2
I=R(z)=1-b) ————L— . (3.18)

14



A Taylor expansion provides

R(z)=1-b03(z-n)* —abd (x-m;)* + 0 (=] (3.19)

i=1 j=1

Further calculation yields

3
2 3,
Z(a:-nj)“ = E|1|“
=1 ¢
= 4 - (3.20)
(x-n;) |

1l
1
©

so that the choice )

1
== b== 3.21
¢=3 3 (3.21)
gives an approximate square root to the sixth order.
Proceeding as in the previous section, we get the new paraxial equation as
gvt  dvt 10
.Wﬁ-—a—:—ib—{((ﬁx + 02+ ¢3) =0
- ‘ (3.22)
324’;’ 1 2 24 9
572 ——§Dj¢j=Djv j=12,3
and the corresponding equation for u is now
du
la;+(A1+A2+A3)U=0
w 1N (3.23)
Aj=§Dj (—w“—-jD;) 7 =1223.

Figure 3.5: Schematic representation of the three steps splitting algorithm. At every step,
a tridiagonal system along each lines must be solved.

For the numerical exploitation of this equé.tion, it is natural to use a uniform spatial mesh
made of equilateral triangles. Then. using a three steps splitting algorithm and a discrete
three points version of the operators D; allows to compute the solution with a computational
cost 1.5 times the one needed for the 15 degree equation.



3.3 Improved approximations with 4 directions

The question we address now is to look if it is possible to get better than 45 degree approxi-
mations with 4 directions. We shall see that the answer is yes... up to a certain limit.
We consider the family of approximations

(\/l—lwlz ~ 1- R(z),
L 0 22
] R = Eb'(l—am 1—a¢x§)+ 3.9
L Y
Ty +1')) (xl —_ xz)-' >
\ ¥ ;ﬂt(l_al(zl'f'fl?')) +1—a¢(:1:1—;1;2)'~’

Using the series expansions

Rz) = Z(Zb,a,) (@2 + 23°*) +

n Ay L \In42 —Ta 2n42
< +'§<§ﬁz“1) ((zy + 22) +(z) — z4) ) (3.25)

.

Lifn=1
$e a\n4+1 -
VI-lal = 1-3 1 (@i+2)™ . 1= 1.3.5..(2n — 3) ’
L - n=0 _—— i n 2 2
_ 2rn!
the identification of the terms of degree 2n + 2 gives
- n 2n+2 2n+2 x 25 '.’ +2-2j5 "J "n+'_’ =25
Z beay | (zi"*° + 23 Zﬂla[ Z C"n+" ( T Ta + 23 )
=1
7 n+l 24 2 '7' hed he ] (3'26)
3 ch+1 ( HE AR T -])
L L
(2 b,ag) +2 (Z ﬂcﬂ‘?) = .
(3.27)

2n+" (2 ﬁ£01> =1.C n+ls 1<j<n

. L fn+1
We see that n > 3 since Zﬂta? takes a priori [ +

values (note that C7 is invariant if

J — n—J), which means that that (3.27) is impossible if two of these values are different. In
particular we can not obtain better than a O (|2®) approximation, (i.e., 60° type accuracy)

since : ) .
2n+2=8 & nu=3 (3.28)
and choco1r 3 i
5}:%:;#3,——: (3.29)
8 ‘8 ! ) Cy

However for n = 2 we have,
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-~
1}
—

L

L L L 1
sz+22ﬂ¢=% D beac+2) Poxe = g
=1 =1 t=1 = "
L 1 - 2, - 2 _ |
;ﬂ‘atzﬁ ;?c“c+2§ﬁ'““ﬁ,
L oz L

Z, ey = 160"

(3.30)

We have 5 equations. Case L = 1 with its four unknowns «;, by, «; and 3, has no solution.
Case L = 2 is associated to eight unknows and gives a family depending on three parameters.

One will distinguish:

¢ The maxi isotropic equations

They correspond to a; = 2a, and b, = 23, { = |,2. The set of equations becomes

()] + 1)'3

bia, + baas

9 o
bia} + boal

which gives a family of equations depending on

It

1
4

12
\
20

one parameter. The choice

512 13 V21705 b,
bl = —— (3] = Ao ) ) /31 = -
4341 + 74/21705 32 480 2
2293 + 7v/21705 -93 + V21705 3 by
= , My = ————— [, = =, (9
17364 + 2821705 ) 105 + 321705 . 2 -

ives a O(|z]'%) error in both z,. 2. directions.
1.2

¢ The Padé approximations in privileged directions
There is a possible choice for the coefficients such that our approximation fits the usual
60 degree expansion in direction y; = 0 and y» = 0. i.e., the Padé approximation (2.13)

with L=2. We obtain

15+ V5 34+ V5

b= —15 Qo=
; ~25+49v5  _ 3-V5
2 225+ 755 © 8

¢ The cheap equations

;oo 8- 17V5 o
4t - ()00 3 1
25 + 35
900 — 3005

2

They consist in picking £» = 0, which also eliminates a.. We obtain

3
10

y =

We then get the set of equations

;’31 -

5

72

(3.31)

(3.32)

a)

Q3

(3.33)

(3.34)



( 13

b bo = -—

VO 36

1 .
blal + bg(l,v_) = 1—2 (3.35)
2 2 1
{ blal + bgaz = :2—0.
This, once again, defines a family of equations with one parameter. The choice
( S 1310720 0 = 989 4+ V717001
' 9321013 + 5177/717001 : 2560
5 ' 3
ﬂl = Sa « = -=
J 72 - b0 (3.36)
b = 73987249 + 67301717001 A —-1641 + 3717001
’ 335556468 + 186372717001 © 5177 + 13y/717001
\ ﬂ? = 09 ] Q, = 0
gives a O(|z|*®) error in both z,,z, directions while the choice
(W = 50176 __ 15 3/
' T 313200 — 909/13385° T 2247 1120
5 3
| /= T (3.37)
b . 251709+ BI3VITH 207 + 3133
? T 1252836+ 3636v/13385  © —505 + 13/133%5
\ ﬂ? = 0, (_1‘:_, = 0

gives an isotropic approximation in this family in the sense that the errors in the directions
z, = 0 and z, = z, are equal up to order 10.

Figures (3.6)-(3.9) compare the error for different choices of approximations. Clearly,
the maxi isotropic choice gives nicer global results than the isotropic equation with privileged
directions. Finally the cheap equation (one saves one auxiliary function) appears as an optimal
compromise. '

Remark : Most of the coefficients given in this section have been obtained using MAPLE, [5].

3.4 Higher order approximations

To get a better accuracy than O ([z[3), the above analysis shows that it appears necessary to
use more than four directions. This means troubles for the space discretization. Indeed, there
is no way of filling the space with a uniform mesh with more than four directions reasonably
represented. A possible strategy resorts to

(i) one given reference mesh
(ii) one rotating mesh

(i11) interpolations procedures



ABOVE 0.100
0.010- 0.100
0.001- 0.010 -

BELOW 0.001

i

-1.0 -0.5 0.0 0.5 1.0

Figure 3.6: Error ¢(z,, z,) for a 60° approximation restoring Padé in the z,, 2, directions

B 4ABOVE  0.100
BBl oo0w0- o100
BEd o0001- 0010
{1 BELOW  0.001

Figure 3.7: Error €(2,, x+) for the maxi isotropic 60° approximation
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Bl ssoveE 010

Bl oo10- 0100

] o0001- 0010
] setow  o.001

Figure 3.8: Error €(z,, z,) for a cheap 60° approximation with O(z'?) precision in the y;, ¥,
directions

Bl ABOVE 0100

Bl ooto- 0100

0.001-  0.010
[] BeELow  o0.001

Figure 3.9: Error ¢(z,, ) for the isotropic cheap 60° approximation
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The algorithm, schematized in figure (3.10), amounts to integrate each step of the splitting
and then interpolate the result as many times as necessary. .

We construct below a complete family of high order paraxial approximations, which will
be in some sense isotropic. Let us consider ./ angles,

0<8, <m j=1,..J : (3.38)

equally distributed, for instance
(J—Nr
6; = ——J——— : (3.39)
Set n; = (cosf;,sinb;) and D; = x-n;, j = 1,..,J. We look for an approximation in the form
L J (z-ny)? '
- Rz)y=1- —_—t ], 3.40
1-R(z)=1 gﬁ‘ gl—at(m‘71j)2 (340)

The problem is to choose J and (L.a,./3¢) in such a way that (3.40) approximates /1 — |z[?
up to a given order N. We define polar coordinates

Ty =rcosh, 1, =rsiné, (3.41)

and performing series expansion, we obtain

4o J L
1-R(x)=1-)_ A, (Z(x.nj )'-’"+'-') . An =) Beal. (3.42)

n=0 j=t1
Using z - n; = rcos(f — 6;), we have
+co J
1= R(z)=1-) A7 > cos™ (0 - 6;). (3.43)
n=0 1=1

By linearization, we get

J n+1

i=1 ; g="0 (3'44)
pg= exp ™. 0<g<n+!
j=1
(62 denote non zero numbers and 83 = 1).
If we want to identify error in O(r*V**), we need that
J
Vg 1<q<N+1, p,=) exp ™ =0 (3.45)
j=1
For the choice (3.39), we have
1 — ex —Diyr
pp= ——L 0, it lgnN
| —exp™ "7 J (3.46)

Py = J, if‘—;eN.
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Figure 3.10: Schematic representation of the algorithm




Therefore (3.39) is o.k. for N + 1 < J. This means that in order to get O(r*V+*), we
need N+2 directions. This result is compatible with those previously obtained: we need 3
directions to get O(r®) and 4 directions to get O(r®). Choosing L = .J + 2 and (3.39), we thus

obtain
N

1-R(z)=1- Z(n + 2)A, 2| + O (|2PV ) (3.47)

n=0

to be compared with

N .
VI=[2 =13 palem** +0 (l2[*M*). (3.48)

n=0

We get the equations

L
n_ _In
gﬁtaz L 0<n<N. ' (3.49)

Let a; and g, solutions of (3.49) be given, the corresponding paraxial equation is

P (3.50)
o= —ERY e iy e=1oL
w? — a(k.n;)?
Defining the differential operators
D;=n;V = cos'('0~)i + ein(()-)j— (3.51)
AR A By, :
and performing inverse Fourier transform, we obtain
At Gt & dee
=t S b5t =0 :
- ot 0z == at (3.52)
0? o
art —eDiee; = Divt. j=1.) €= 1L
and the equation for u is
Ou izj:
3 whehe; =0 <
0z oo ’ (3.53)
—Ww ’1/15']' — angz/:Lj = D;?l.. _] =1, ...,-], = 1, ,L
' . - . . N?
As we have 2L unknowns, weneed N +1 < 2L. The splitting will have (N +2)L ~ 5 (N —

+00) intermediate steps.This means that asymptotically the computational cost will increase
proportionally to the square of the order of approximation N, while for classical paraxial
approximations it is proportional to N. This means that in practise one must not choose N
too large if we want our method to be really efficient.
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4 Migration of a filtered ponctual source

To compare the different versions of the paraxial equation, we examine the following migration

test problem :

Find M(y:,¥y2,2) such that

1 [® . :
M(y1,92,2) = ;/0 Re (w(y1, y2, 2,w)) dw
with, .
{ w satisfies a one-way wave equation for =z > 0
W = w on z =20,

Wo, the initial condition at z = 0, is a filtered point source, given as

(

e — _l ~'
@ =F;}, (1{,:?“;5“,}) Glw)
! Fy.y, denotes the Fourier transform with respect to variables yi, y»
2
-~ w -—
G(w) = — exp 43 exp vt
\ Wo

(we have removed the wave numbers associated to evanescent waves).
The reference solution is computed with the exact one-way wave equation

0w -1 24 k2\? .
5;+WFy1,yz (1— 1w2 2) Fyx,y:w = 0.
It gives
i 3402\ 3
we l—mri
w(z) = F;llmexp ( . ) Fy, v, Wo-

(4.1)

(4.2)

(4.3)

(4.4)

(4.5)

In figure (5.1), we have represented two slices of the migrated section corresponding to the

exact process (4.5). This solution is computed with the following parameters,

(L = lenght in tranverse directions y,, y»

Z = depth = L/2

to = time for the explosion = 0.87
w L
Fy = — = characteristic frequency = —.
\ 27 to

(4.6)

The space steps Az in z and h have been chosen equal and such that one has a discretization
of 9 points per wavelength in any space direction. This gives 100 points in the directions y,

and y, and 50 points in the direction z.

The first slice is the solution in the plane y, = 0, whereas the second one depicts the so-
lution in a plane z = z, = 2Z/3. This depth corresponds to an azimuthal angle 8 with

cos() = (22/3) /(82/10) = 20/21 = 6 = 33.55°
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When using a paraxial equation, the one way wave equation is now

Juw _ ky ko .

s + 1wa‘1,y2 (1 - R <w—l, :}-)) Fy g0 = 0, (4.8)
where R characterizes the approximation.

The solution is o
wos(1-R( 4, 5))

) "yx.yalbo (49)

In figure (5.2) and (5.3) we compare the reference solution with classical approximate
solutions, computed respectively with the 15 and 45 degree Padé approximations and the
Brown approximation. Clea:ly, the 15 degree approximation is not accurate enough to give
a satisfactory result. Brown approximation makes appear a lot of anisotropy in the constant
depth plane. 45 degree approximation is the only one to give good results. But, as mentionned
before, it results to a linear system difficult to invert in the case of heterogeneous media.

In figure (5.4) and (5.5) we compare our reference solution with three approximated solu-
tions corresponding to new paraxial equations. We have picked 45 degree type approximation
(3.13) and 60 degree type approximations (3.32) and (3.36). We note that each of the three
approximated solutions appears isotropic and is comparable to the solution provided by the
classical 45 degree approximation. In other words, we obtain analogous results with equations
which can be treated numericaly with alternate directions methods and that are thus much
cheaper to solve.

W(z) = F;l,, exp

5 Conclusion

We have introduced in this paper new paraxial approximations to the wave equations leading
to cheap numerical methods thanks to the help of splitting techniques. The gain with respect
to more classical approaches is so important that we may think we could. treat with such
equations the 3D multishot migration, which was considered up to now as unreachable. We
have shown that the the anisotropy which is by nature present present in these new equations
can be controlled and reduced by an appropriate choice of coefficients. The first numerical
experiments we have made seem to confirm all these good properties. However, the extension
to heterogeneous media, as well as a deeper mathematical analysis of the properties of the
equations remain to be done. Also, numerical schemes (fourth order schemes for instance, see
(15]) have to be investigated and there real efficiency has to be checked. These will be the
subjects of our future work in this area.
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A Well-posedness of the new paraxial equations

The question we address here concerns the mathematical setting of our new paraxial equations.
We want the new equations to have a unique solution and we want to have some ideas about
their regularity. For this, we will follow the demonstrations for the classical 2D high order
paraxial equation in Bamberger et al., 1988.

The more general form of the appIO\lmant for the square root we have investigated in this

paper is
= J (z-n;)*
—lzl2x1-=- Y= — —_—d
V1 || 1-R(z)=1 ezzlﬁl J=Zl 1~ ae(z-1)° (A]-)
where .
n; = (cos(6;),sin(6;)), 6; € (0,2~ (A2)
The paraxial equation associated with (Al) is
=+ :
i”—+zw(1-R(ﬂ 5)){#:0 (A3)
dz wWw

or, equivalently,

di* R
Tt wit =3 B Y whipe; = 0.
- ‘ (A4)
km;)?
‘;DLJ‘.:—-L&—.).—{?‘* 7=1 J, (=1,..,L
w? — a¢(k.n;)?
Defining the differential operators
D; = nj.ﬁ = cos(d -)—0()—1 + sin(8; )()—z; ' (A5)
and performing inverse Fourier transform. we obtain
dv* L, 0
at ZZﬂe 99:] = (a)
» t=1j=1 ' (A6)
a(,;;l] a,D ©e; = D 'U _] =1l....J. = L...,L. (b)
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Figure 5.1: Slices y,

Slice y; =0

= 0 (top) and z = z5 (bottom) for the reference

N N
e
S

N
N

solution




.

Figure 5.2: Slices at y, = 0 for the reference solution (top left) and the classical 15 degree
(top right), 45 degree (bottom right) and Brown (bottom left) approximations




Figure 5.3: Slices at z = zo for the reference solution (top left) and the classical 15 degree
(top right), 45 degree (bottom right) and Brown (bottom left) approximations




Figure 5.4: Slices at y1 = 0 for the reference solution (top left) and for a new 45 degree {top
right) and two new 60 degree (bottom right and left) approximations
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Figure 5.5: Slices at y; = 0 for the reference solution (top left) and for a new 45 degree (top
right) and two new 60 degree (bottom right and left) approximations
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We define the initial boundary value problem for (A6) in the half space
Q= {(yx,ye,:) eR’ > 0}

Find (vt, ;) : @ x[0,T] — R solution of (A6)

with initial data v+, 05 dupe;) (1= 0) = (0000 o ) (A7)
and a boundary value v*(y,,y2.0,1) = g(y,.ya.1) on [0.T].
We establish the following result :
Theorem A.1 Let a,, 3¢ bc such that,
d[>0, Be>0¢=1,..,L (A8)
and assume the data to have the reqularity
e WY, ;;)([’,j, wij D (vo + a'cu??,j) e LN
vgc H (O.T;L?(Q)),
then. initial boundary value problem (A7) has a unique weak solution with the regularity
o otopy € WRR (0TS L)) 0 W (0.7 H ()

. ()_a‘i e 1™ (0.7: ()

o D, (v* +aepe,) € L% (0.7: ()

Moreover, the following energy identity holds :

o3 [

2 L J () -
p i)
O’cﬂt/
- Q

|
+§Z‘1 ol

(=17

(4. ,s) dy,dy-ds (A9)

with E(t) given by

=2 L5

Proof : We begin to establish the energy identity in three steps. We assume the existence
of a solution of problem (A6) in the spaces described above.

Ou+

2 1 J ”
£33 Z/3,/|D * 4 o). (A10)

=1 ;=1

i) We differentiate equation (A6.a) with respect to f. multiply by the time derivative of
vt and integrate over € to obtain

Dot Jut ot gt L ()39” ort

L 9i0: 9t T )y o ot 25,2/) o o =0

or, equivalently,

1d v\’ 1 I\ & ! Q@ Ovt ,
3%(/(7))‘5/Q<“a?> ‘Z"'Z/n oF or -0 A

]
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i1) We multiply equation (A6.b) by 9,(v* + arp, ;). integrate over 2 and use an integration
by part to obtain

(vt + O(Qt,j)

ot =0

iy vt Ppus D
T et ‘9"+/D * +acees) D

0 o1z ot "%, Tae

d |1 , 099(_]' 2 (')zk,’)[lj det _ i
;rt{a“f/n< 2a) a3 (0,0 rac)) |+ oo o o AR

uz) We multiply by B, equation (A12), sum up the results over { = 1,..L and j = 1,..,.J
and finally add equation (A11), we obtain

dE [ dg ?
v —/an (;7{) . : (A13)

Integrating once in time, we finally get identity (A9).

le.,

Once the energy estimate is obtained, the well:posedness is proved via classical techniques
of functional analysis : at first, we rewrite problem (A7) as a variational evolution problem,
then we introduce a sequence of standard finite dimensionnal approximation spaces to define
approximate problems. These problems reduce to ordinary differential equations for which
it is easy to prove existence, uniqueness and regularity of the solutions. Moreover, these
approximate solutions satisfy an energy identity analogous to identitv A9. If coefidents o,
and f3, are positive, each term occuring in the expression of the energyv is bounded. Gue an
then extract converging subsequences of approximate solutions and passing to the hmit, ene
proves the claimed result.
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