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Simulation d’Ecoulements de Fluides Compressibles
Visqueux
sur Calculateurs Massivement Paralleles:
Algorithmes de Calcul
sur des Maillages Dynamiques Non-Structurés et
Résultats de Performance

Résumé : Nous rapportons ici les résultats de nos travaux sur la simulation numérique
d’écoulements de fluides compressibles visqueux en régimes stationnaire et instationnaire, sur
I'iPSC-860, la CM-5 et la KSR-1. Nous utilisons un algorithme de résolution en maillages non-
structurés statiques ou dynamiques reposant sur une formulation mixte volumes/éléments
finis de type M.U.S.C.L. (Monotonic Upwind Scheme for Conservation Laws). La stratégie de
parallélisation adoptée combine 'utilisation de techniques de partitionnement de maillage et
une programmation dans un modele par transfert de message. Nous présentons et comparons
plusieurs résultats de performance obtenus sur chacun des calculateurs testés, en termes
de couts de communication inter processeurs, scalabilité de 1’algorithme de résolution et
performance absolue.

Mots-clé : Mécanique des Fluides Numérique, Ecoulements bidimensionnels, Equations
d’Euler, Equations de Navier-Stokes, Maillages non-structurés, Maillages mobiles, Calculs
aéroélastiques, Calcul parallele.
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1 INTRODUCTION 1

1 Introduction

In this paper, we detail our approach to the simulation of large scale, steady and unsteady,
compressible viscous flows on massively parallel processors. We consider the numerical so-
lution of the two-dimensional Navier-Stokes equations using a mixed finite element/finite
volume formulation based on unstructured triangular meshes. The spatial approximation
method combines a Galerkin centered approximation for the viscous terms, and a Roe up-
wind scheme for the computation of the convective fluxes. Higher order accuracy is achieved
through the use of a piecewise linear interpolation method that follows the principle of the
MUSCL (Monotonic Upwind Scheme for Conservative Laws) procedure. The temporal solu-
tion is carried out via a 3-step variant of the explicit Runge-Kutta method which lends itself
to parallel processing. An ALE (Arbitrary Lagrangian Eulerian) formulation is incorporated
in the fluid solver to allow the grid points to displace in Lagrangian fashion, or be held fixed
in Eulerian manner, or be moved in some specified way to give a continuous and automatic
re-zoning capability, depending on the needs of the physical problem to be solved.

Explicit solvers are naturally amenable to parallel processing because they essentially
involve local computations on vertices, and/or edges, and/or triangles of a mesh. Howe-
ver, unstructured meshes induce indirect addressing memory operations that are costly on
many hardware architectures. In particular, the present mixed finite element/finite volume
solver incurs multiple gather/scatter operations between vertex and triangle based arrays.
Therefore, in this paper we highlight the impact of irregular data access patterns on the
computational scalability of a parallel unstructured solver, and emphasize the importance
of data locality in achieving high level performances. These concerns and our thrive for de-
veloping a portable code have lead us to adopt mesh partitioning with message-passing as a
paradigm for parallel processing.

The remainder of this paper is organized as follows. Section 2 describes the mathematical
model of the problem and the approximation methods involved in the numerical solution
algorithm. Section 3 identifies the main computational kernels, and motivates the selected
parallelization strategy. Overlapping and non-overlapping mesh partitions are presented,
discussed, and contrasted. Finally, Sections 4 and 5 report and analyze the performance
results obtained on the iPSC-860, the KSR-1, and the CM-5 parallel processors for various
external and internal viscous flow simulations, with fixed and moving meshes.

2 Simulation of compressible viscous flows

We are interested in the numerical simulation of two-dimensional compressible viscous flows
around or within, fixed, or moving and deforming bodies. Here, we overview the spatial and
temporal discretization methods that have been previously detailed in Farhat, Fezoui and
Lanteri [3] for fixed meshes, and outline the mesh updating procedure adopted for aeroelastic
computations.
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2.1 Governing equations

Let © C IR? be the flow domain of interest and I' be its boundary. The conservative law
form of the equations describing two-dimensional Navier-Stokes flows is given by:

a = = 1 - =
5 W+ VFW) = 2 V.R(W) (1)

where 7 and ¢ denote the spatial and temporal variables, and
. (9 9\
= , v . Y - (2L £
W (p7pu7pv7 ) 2 v (axJay)

and

> B F(W)) = B (R(W))

Fn=(am) - R0 = (G
F(W) and G(W) denote the convective fluxes and are given by:

pu pu
2
pu’ +p puv
F(W) = G(W) =
( ) puv 7 ( ) pvQ _I_p
u(E + p) v(E + p)

while R(W) and S(W) denote the diffusive fluxes and are given by:

0 0
T, T
R(W) = w . S(W) = -
Ta:y vy
. . Yk e . . vk Oe
UTer + VToy + 5,35, UTpy + UTyy + Pr oy

—

In the above expressions, p is the density, U = (u,v) is the velocity vector, E is the total
energy per unit of volume, p is the pressure, ¢ is the specific internal energy, 7., 7., and
T,y are the components of the two-dimensional Cauchy stress tensor, k is the normalized

. UoL .
thermal conductivity, Re = POTOT0  Ghere po, Uo, Lo and po denote the characteristic
Ho
1oC
density, velocity, length, and diffusivity is the Reynolds number, and Pr = HO¥p s the

Prandt]l number. ’

The velocity, energy, and pressure are related by the equation of state for a perfect gas:

p=(r—1(E ol T I

where 7 is the ratio of specific heats (v = 1.4 for air), and the specific internal energy is
related to the temperature via:
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EF 1 -
e=CT=—-Z|U]|’
p 2

The components of the Cauchy stress tensor are related to the velocities via:
2 28u Jv 2 28'0 Ju Jdu N Jv
Toe = —p | 2=— — — | , T =< —— |, Ty = — 4 —
37\ "oz Jy w = 3l dy Oz v = dy Oz
where p denotes the normalized viscosity.

In order to account for a potential motion or deformation of the computational grid (in
that case we have 0 = Q(t)) , the following coordinate transformation is introduced:

£ =&t .
{ t( ) (2)

Throughout this paper, it is assumed that the Jacobian of the above transformation defined

as:
J = det (a—x_» |t)
9¢

does not vanish at any point and any time. Introducing the grid velocity:

ox

ot

and using Egs. (2), Eq. (1) can be transformed into the following ALE (Arbitrary Lagrangian
Eulerian) formulation (see, for example, Donea [2]):

=
W =

a(JW)
a1

L. 1 - -
|£‘|' JV.F(W)=—=—V.R(W) (3)
Re

where:

7on=( &) )

and F.(W) and G.(W) are the convected convective fluxes given by:

pu pu
o puuU + p o puv
Fu+ pu Ev + pv
and:
U =u— w,
{ V=0 —wy (4)
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2.2 Boundary conditions

The boundary I'(¢) of the flow domain is partitioned into a wall boundary I',(¢) and an
infinity boundary T'o.(¢): I'(¢) = I'y(f) U I (). Let 7i(t) denote the outward unit normal at
any point of I'(¢), and U, and T, denote the wall velocity and temperature.

On the wall boundary I',(¢), a no-slip condition and a Dirichlet condition on the tempe-
rature are imposed:
U=0, , T=T, (5)

No boundary condition is specified for the density. Hence, the total energy per unit of
volume and the pressure on the wall are given by:

1 =
P = (7 - 1)/00va , B =pC,T,+ 5/) H Uy H2 (6)

For external flows around airfoils, the viscous effects are assumed to be negligible at
infinity, so that a uniform free-stream state vector W, is imposed on I'o,(2):

= 1
po=1, U= (00) ) p= (7

sin « YM?2
where « is the angle of attack, and M, is the free-stream Mach number.

For internal flows, I's, () is partitioned into upstream and downstream boundaries which
are in general in contact with the wall boundary: I'y,(t) = T''"(¢) U T'9¥!(¢). In that case, the
previous definition of W, is improved using a parabolic profile for the free-stream velocity.
For example, for the horizontal flow between two plates shown in Figure 1, one can specify:

U = (0, ves(y)” (8)

L3

Figure 1: Horizontal velocity profile for internal flows

2.3 Spatial discretization

The flow domain (¢) is assumed to be a polygonal bounded region of IR?. Let 7;, be a
standard triangulation of Q(¢), and h the maximal length of the edges of 7;. A vertex of a
triangle 7' is denoted by S;, and the set of its neighboring vertices by K (). At each vertex
Si, a cell Cy(t) is constructed as the union of the subtriangles resulting from the subdivision
by means of the medians of each triangle of 7j, that is connected to S; (see Figure 2). The
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boundary of C;(t) is denoted by dC;(t), and the unit vector of the outward normal to 9C;(t)
by 7;(t) = (viz(t), viy(t)). The union of all these control volumes constitutes a discretization

of domain Q(t) :

Q, = U C; , Ny :number of vertices of 7},

Figure 2: Control volume in an unstructured grid

The spatial discretization method adopted here combines the following features (see [3]
for details):

e a finite volume upwind approximation method for the convective fluxes. Second order
spatial accuracy is achieved using an extension of Van Leer’s MUSCL technique [14]
to unstructured meshes;

e a classical Galerkin finite element centered approximation for the diffusive fluxes.

Let C% and C’g denote the two representatlons of C;(t) in the coordinate systems defi-
ned by 7 and f, respectlvely By definition, C’g is a fixed reference representation of C;(t).
Integrating Eq. (3) over Cf yields:

/ //J )dfz/ééﬁﬁ(mdg (9)

Given that the time derivative is computed for a constant f and that C’g does not depend
on the time ¢, the mapping f f(r t) and the identity di = de can be used to transform
Eq. (9) into:
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4 [ [ was [ [V Ema= [ L ¢ Rwdz (10)

%// wdi + 3 FW).ht)de  <1>
i €K Dacz (1)
+ Fo(W).it:(t)do <2>
ACE (H)NTw(?) ) (11)
+ F.(W).ii;(t)do <3>
CE ()N oo (1)
1

- //ﬁ(W)ﬁNZ»Tdf <4
T

where 8C£(t) = 9CE(t) N 8Cf(t), and NI = NI(z,y) is the P1 shape function defined at
the vertex S; and associated with the triangle 7'
A first order finite volume discretization of < 1 > goes as follows:

<1>= AW - ATWE AL YD Ox (W W, ;) (12)
JEK(7)
where A? denotes the area of the control volume CF measured at time ", 7;;(t) denotes a
spatial mean value of the normal to @Cf;(t), the tilde superscript designates a temporal mean
value between ¢" and ¢"™!, and ®x denotes a numerical flux function that approximates the
following quantity:

¢ttt
Atcpfc(m,wj,zij)z/ / FAW).7(1)do (13)
™ 80T (1)

Upwinding is introduced by extending Roe’s approximate Riemann solver [12] to dynamic
meshes and computing ® £ as follows:

(I)TC(VVh Wj7 177”) =

(14)
= R W, — W,
- | AR(VVia ij Vij) — (LUZ/”)] | %
IF (W)
= oW
and the dot product @.7;; is computed as suggested recently by N’Konga and Guillard [11]:

where Ap is Roe’s mean value of the flux Jacobian matrix , I is the identity matrix,
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. tn tn—}—l
where Pj;; and Py;; are the end points of the bi-segment @CZ(L) (see Figure 3).

¢

Figure 3: Computation of @.7;;

The control volume area A"*! is updated using the following finite volume scheme:

AT = AT L AL Y By (16)

JEK ()

Following the MUSCL technique, second order accuracy is achieved in expression (13) via
a piecewise linear interpolation of the states W;; and Wj; at the interface between cells C;
and C;. This requires the evaluation of the gradient of the solution at each vertex as follows:

1 — —
) (1"
Wr =Wr— E(VW)]
where W*=(p, u, v, p)T — in other words, the interpolation is performed on the physical
variables instead of the conservative variables. The approximate nodal gradients (VW)ZQJ are
obtained using a #-combination of centered and fully upwind gradients:

(V)] = (1= B)(VW)E + B(VIV)]™ (18)

1
The half-upwind scheme (5 = 5) is simply obtained by means of a linear interpolation

of the Galerkin gradients computed on each triangle of C;:
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[[ viwiyaz

(V) f:% = C—H
g

1 area(T) 3 -
= _ _ WiV N
area(CY) Tgc:f 3 k:%J k k

H

and the centered gradient (V_W)Z»Cem (8 = 0) is given by any vector that verifies:

(VIW)E S5 = W; — W, (20)

The second term < 2 > and the third term < 3 > of Eq. (11) include the contributions
of the boundary conditions and are evaluated as follows:

Wall boundary : the no-slip condition is enforced with a strong formulation and therefore
the corresponding boundary integral in < 2 > is not explicitly computed.

Inflow and outflow boundaries : at these boundaries, a precise set of compatible exterior
data that depend on the flow regime and the velocity direction must be specified. Here, a plus-
minus flux splitting is applied between exterior data and interior values. More specifically,
the boundary integral < 3 > is evaluated using a non-reflective version of the flux-splitting
of Steger and Warming [13]:

/ FAW)is(t)do = AH (Wi, o (1)) Wi + AZ (Wi, i (1)) Wes (21)

9CE(t)NT oo (t)

Finally, the viscous integral < 4 > is evaluated using a classical Galerkin finite element
P1 method. The components of the stress tensor and those of V! are constant in each
triangle. The velocity vector in a triangle is computed as follows:

and the viscous fluxes are approximated as follows:

- - ONT ONF
. = T r = i i
Ri(T) = /T/ R(W).VN; dZ = area(T) (RT 52 + St 3y )

where Ry and Sy are the constant values of R(W) and S(W) in the triangle 7'

2.4 Time integration

The resulting semi-discrete fluid flow equations can be written as:
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dW
W‘Hb(w) =0

Because it lends itself to massive parallelism, the following 3-step variant of the explicit
Runge-Kutta algorithm is selected for time integrating the above equations:

WO =Wn" = W(t=nAt)

we = Ao L At k=123 (22)
AT At ) -

w® = wrtt

This scheme is often referred to as a low-storage Runge-Kutta algorithm because only
the solution at substep k£ — 1 is needed to compute the one at substep k. The coefficients oy
are the standard Runge-Kutta coefficients and are given by:

1
R
The above time integration algorithm is third order accurate in the linear case, and second
order accurate in the general non-linear case.

2.5 Dynamic meshes

In this work, an unstructured dynamic fluid mesh is represented by a pseudo structural
model (see, for example, Batina [1]) where a fictitious linear spring is associated with each
edge connecting two fluid grid points S; and S; and is attributed the following stiffness:

1
V0w — 22 + (y; — yi)?

The grid points located on the downstream and upstream boundaries are held fixed. The
motion of those points located on the wall boundary is determined from the wall motion

ki = (23)

and/or deformation. At each time step ¢"*!, the new position of the interior grid points is
determined from the solution of a displacement driven pseudo structural problem via a two-
step iterative procedure. First, the displacements of the interior grid points are predicted by
extrapolating the previous displacements at time steps t™ and ¢! in the following manner:

5.1?2' = 2(5n$2 — (Sn_lxi
(24)
5‘}/2' = 25nyZ — 5n_1y2'

with 6"z = 2™*! — 2™, Next, the above predictions are corrected with a few explicit Jacobi
relaxations on the static equilibrium equations as follows:
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Z kijgl’]‘
JEK(3)
> ki
JEK(3) i (25)
E kijoy;
JEK(3)

> ki

JEK(7)

(Sn-HIZ' =

5n—l—1y2_ —

Finally, the new positions are computed as:

(26)
yitt =yl 8y

3 Computational and parallel implementation issues

3.1 Identification of the computational kernels

From Egs. (11-22), it follows that our fluid solver contains essentially two kernels of elemen-
tary computations, one for the convective fluxes, and the other for the diffusive ones. Both
type of computations can be described as three-step sequences of the form Gather/Compute/-
Scatter.

3.1.1 The convective flux kernel

The evaluation of the second term of < 1 > in Eq. (11) using the numerical flux function
O, (14) with the second order approximation outlined in Eq. (17) can be summarized as
follows:

Hy = 0r (W W, oi(0) ~ [ F(W).5i(1)do
8C%, (1) (27)
Hji = —Hij

where:

7ii(t) = / Pido = (1) + 7(t) (28)
aoij(t)

Essentially, one-dimensional elementary convective fluxes are computed at the intersec-
tion between the control volumes C;(t) and C;(t) (see Figure 4). Each elementary flux
contributes to a flux balance at the boundary of the control volume C;(t). This balance
involves the accumulation over the set of neighboring vertices K(¢) of all computed fluxes.
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GQ 1
—
)
]..

Si ® Y OS]'

—
Vi

Gij

Figure 4: Evaluation of a convective flux along an edge {5;,5;}

From the second of Eqs. (27), it follows that only H;; needs to be computed in order to up-
date the flux balances at the two end-point nodal values of edge E;; = {S;,5;} . Therefore,
the most efficient way for evaluating the convective fluxes is to loop over the list of the mesh
edges and compute as follows:

For each edge E;; = {95;,5;} of 7}, Do

Gather W, = W(SZ) , W; = W(SZ)
Gather VW; = VW (S;) , VW; = VW (S;)
Compute H;;

Scatter ¢, = ¢, + Hij

Scatter (I)]' = @j — Hij

End Do

3.1.2 The diffusive flux and nodal gradient kernel

In the last term < 4 > of Eq. (11), the elementary diffusive flux ﬁZ(T) is constant in each
triangle 7T'. Its evaluation requires accessing the values of the physical state W at the three
vertices S; , §; and Sy :

R(T) = / / R(W).VNTdz
! (29)
+ St

T T
= area(T) (RTaNi ON; )

oz dy

The values of Ry and St contribute to the diffusive fluxes at all three vertices of triangle
T'. The sum symbol in < 4 > is a clear indication of a gather operation. Clearly, the most
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efficient way for evaluating the convective fluxes is to loop over the list of the mesh triangles
and compute as follows:

For each element Tj;; = {5;,5;,5%} of 7 Do

Gather W, = W(Sz) , W; = W(S]‘) , Wi = W(Sk)
Compute Ry, St

Scatter V;, =V, + ﬁZ(T)

Scatter V; = V; + R;(T)

Scatter Vi, =V, + ﬁk(T)

End Do

The evaluation of the half-upwind nodal gradient (19) follows the same computational
pattern described above.

3.2 The mesh partitioning with message-passing parallel paradi-
gm

In addition to efficiency and parallel scalability, portability should be a major concern. With
the proliferation of computer architectures, it is essential to adopt a programming model
that does not require rewriting thousands of lines of code — or even worse, altering the
architectural foundations of a code — every time a new parallel processor emerges. Here,
we are neither referring to differences between programming languages, nor to differences
between the multitude of parallel extensions to a specific programming language. We are
more concerned about the impact of a given parallel hardware architecture on the software
design, and sometimes, on the solution algorithm itself. For example, a data parallel code
written for the CM-2 or CM-5 machines could require major rehauling before it can be
adapted to an iPSC computer. A parallel-do-loop based code can be easily ported across
different true shared memory multiprocessors, but may require substantial modifications
before it can run successfully on some distributed memory systems.

Based on our “hands on” experience with a dozen of different parallel processors, we
believe that the mesh partitioning and message-passing lead to portable software designs for
parallel computational mechanics. Essentially, the underlying mesh is assumed to be parti-
tioned into several submeshes, each defining a subdomain. The same “old” serial code can
be executed within every subdomain. The assembly of the subdomain results can be imple-
mented in a separate software module and optimized for a given machine. This approach
enforces data locality, and therefore is suitable for all parallel hardware architectures. For
example, we have shown in [9] that for unstructured meshes, this approach produces substan-
tially better performance results on the KSR-1 than the acclaimed virtual shared memory
programming model. Note that in this context, message-passing refers to the assembly phase
of the subdomain results. However, it does not imply that messages have to be explicitly
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exchanged between the subdomains. For example, message-passing can be implemented on
a shared memory multiprocessor as a simple access to a shared buffer, or as a duplication of
one buffer into another one.

In this work, we use essentially the same code on the iPSC-860, the KSR-1, and the CM-5
parallel processors. This code also runs on a workstation. We consider mesh partitions with
and without overlapping for reasons that are discussed next.

3.2.1 Overlapping mesh partitions

‘ First order interface for D1 and D2

0 Second order interface for D1
‘ Second order interface for D2

Figure 5: Overlapping mesh partition

o

The reader can verify that for the computations described herein, mesh partitions with
overlapping simplify the programming of the subdomain interfacing module. Only one com-
munication step is required, after the local physical states have been updated. Depending on
the order of the spatial approximation, the overlapping region can be one or three triangles
wide (see Figure 5 below). For a first order spatial approximation, we have by definition:

Wy =W
(30)
Wz =Wr
which shows that the overlapping region needs in that case to be only one triangle wide.
However, mesh partitions with overlapping also have a drawback: they incur redundant
floating-point operations.
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For fixed meshes and overlapping partitions, the main loop of the parallel fluid solver
described herein goes as follows:

Repeat step = step+ 1

Compute the local time steps
For srk =1 to nsrk Do

Compute the nodal gradients

Compute the diffusive fluxes

Compute the convective fluxes

Update the physical states

Exchange the conservatives variables

End Do

Until step = stepas

In the above pseudo code, step,, . denotes the maximum number of time steps, and nsrk
denotes the number of steps in the Runge-Kutta integration algorithm. All overlapping mesh
partitions used in this investigation were generated by the decomposer described in [10].

3.2.2 Non-overlapping mesh partitions

Non-overlapping mesh partitions (see Figure 6 below) incur little redundant floating-point
operations but induce one additional communication step. While physical state variables
are exchanged between the subdomains in overlapping mesh partitions, partially gathered
nodal gradients and partially gathered fluxes are exchanged between subdomains in non-
overlapping ones.

For fixed meshes and non-overlapping partitions, the main loop of the parallel fluid solver
described herein goes as follows:

Repeat step = step+ 1

Compute the local time steps
For srk =1 to nsrk Do

Compute the nodal gradients
Compute the diffusive fluxes
Exchange the nodal gradients
Compute the convective fluxes
Exchange the convective fluxes
Update the physical states

End Do
Until step = stepas

All non-overlapping mesh partitions discussed in this investigation were generated by the

TOP/DOMDEC software described in [4].
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Submesh D1
Submesh D2

Figure 6: Non-overlapping mesh partition

3.2.3 To overlap or not to overlap?

To answer this question, we analyze the communication requirements of both families of
mesh partitions, and the amount of redundant computations they incur for two-dimensional
fixed problems. Because we are interested in a comparative study, it suffices to consider the
case of a single interface between two subdomains with uniform triangulations.

Let n7°” denote the number of interface vertices in an non-verlapping mesh partition (see
Figure 7). In the first communication step, 8 x n}°” words related to the nodal gradients are
exchanged between the two subdomains. In the second communication step, 4 x n’7° fluxes
are exchanged. Hence, the total communication cost per subdomain is given by:

ey =2xTs+ 12 xn7” x T, (31)

where T denotes the startup time of a message, and 7, denotes the transmit time for a
64-bit word.

In a non-overlapping mesh partition, the only redundant computations are those associa-
ted with the evaluation of the convective fluxes along the interface edges. Since an elementary
convective flux requires about 200 floating-point operations, the total time per subdomain
associated with redundant computations can be estimated as:

v — 900 x (nj” — 1) x T, (32)

red
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D1 D2

\ n’° vertices
I

(n7°? — 1) edges

Figure 7: Analysis of a non-overlapping mesh partition

where T, denotes the times it takes to perform a single floating-point operation.

From Figure 8, it follows that the total number of overlapping vertices in an overlapping
mesh partition is 4 x n}°”. In this case, only one communication step is required to exchange 4
components of the physical state at half of the overlapping vertices. Hence, the total amount
of communication per subdomain is given by:

T =T+ 8 xnp x T, (33)

com

In an overlapping mesh partition, redundant computations are performed during the
evaluation of both the convective and diffusive fluxes. Given that an elementary diffusive
flux requires about 100 floating-point operations, the total time per subdomain associated
with redudant computations is given in that case by:

o =1(200 x (4 x n7?") + 100 x (4 x (n7°” — 1)) x T, (34)
where 4 x n}° is the number of overlapping edges that generate redundant convective flux

computations, and 4 x (n}° — 1) is the number of overlapping triangles that generate re-

dundant diffusive flux computations.
From Egs. (31-33), it follows that for sufficiently large messages we have:

Tov T, + 8 xn%? x T, 2
com __ —I_ nI ~ - (35)
Trov 2 x T+ 12 xnp x T, 3

com

which shows that overlapping the mesh partitions reduces the communication costs by 33%.

However from Eqs. (31-34), it follows that for a sufficiently large n}°" we have:
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\

O vertices updated by D1 and communicated to D2

O vertices updated by D2 and communicated to D1

Figure 8: Analysis of an overlapping mesh partition

(T + T55) = (1252 + T250) % 1000 x 0 x (1 = o0 77 (36)
which suggests that overlapping the mesh partitions will incur a greater total parallel ove-
rhead than not overlapping them, because of the resulting redundant computations. For
example on the iPSC-860, 7, = 0.2 x 107° seconds (sustained 5 Mflops per processor),
T, = 3.184 x 107° seconds (sustained 2.5 Mbytes/second), and (722, +T2°%) — (T7" +T™F) ~
0.18 x 1072 x n%¥ > 0. Nevertheless, this specific result also suggest that for two-dimensional
problems, similar performance results will be obtained for mesh partitions with or without
overlapping.

Finally, we caution the reader than different conclusions may be drawn for three-dimensio-
nal problems where overlapping can also require significantly more storage.

4 Performance results on a variety of MPPs

In this section, we discuss the parallel performance results obtained on various configurations

of the iPSC-860, the KSR-1, and the CM-5 parallel processors.
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4.1 Focus problem

We consider the numerical simulation of the unsteady viscous flow around a fixed NACAQ0012
airfoil, starting impulsively from a uniform flow. The angle of attack is set to 30°, and the
free stream Mach number to 0.1. Several physical solutions of this problem were previously
reported in [3] for different Reynolds numbers. All performance results reported herein are
for 100 iterations and 64-bit arithmetic. More importantly, the redundant floating-point
operations are not counted when evaluating the Mflop rate, which is a strict approach
to benchmarking.

A partial view of an unstructured triangulation of the computational domain is given in
Figure 9. Seven meshes with increasing sizes have been generated. Their characteristics are
summarized in Table 1 below where Ny denotes the number of vertices, Ny the number of
triangles, and Ng the number of edges.

IMESH| Ny | Nr | Ng |
M1 | 8119 [ 15998 | 24117
M2 | 16116 | 30936 | 47052
M3 | 32236 | 63992 | 96228
My | 63974 | 127276 | 191250
M5 ] 131035 | 261126 | 392161
M6 | 262717 | 523914 | 786631
M7 | 523196 | 1044504 | 1567700

Table 1 : seven meshes and their characteristics

Throughout the remainder of this paper, the following nomenclature is used for the
investigated mesh partitioning algorithms:

e SCT : Sector [10]
e RIB : Recursive inertial bisection [6]
e GRD : Greedy [6]
e RGB : Recursive graph bisection [16]

e RSB : Recursive spectral bisection [16]

4.2 Parallel scalability for increasing size problems

Parallel scalability is evaluated here for problems where the subdomain size is fixed, and the
total size is increased with the number of processors. Note that because we are dealing with
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Figure 9: Partial view of a NACA0012 mesh

unstructured meshes, some slight deviations are inevitable. Overlapping mesh partitions are
generated using the RIB heuristic.

Tables 2-3 summarize the performance results obtained on the iPSC-860 and KSR-1
parallel systems. The number of processors is denoted as V,,. The parallel CPU time and the
Mflop rate are shown to remain almost constant when the problem size is increased with the
number of processors, which demonstrates the scalability of the parallel solver. The slight
degradations in efficiency are mainly attributed to overlapping since redundant operations
are not accounted for in the evaluation of the Mflop rate. The KSR-1 processor cell is a
RISC-style superscalar 64-bit unit operating at a peak of 40 Mflops. Clearly, despite a rather
large number of gather/scatter operations, 25% of this peak performance is attained.

4.3 Influence of the mesh partitioning algorithm

Next, we focus on mesh M6 with 32 processors and non-overlapping partitions, and investi-
gate the influence of the partitioning algorithm on parallel performance. Tables 4-5 report
the measured CPU time and Mflop rates. “Conv” and “Dift” designate respectively the
convective and diffusive fluxes. In all cases, the RSB algorithm yields the fastest solution
time, even when it does not produce the smallest communication time. The reason is that,
for mesh M6, the RSB algorithm does a better job than the others at generating subdomains
that are well balanced vertex-wise, element-wise, and edge-wise, simultaneously.
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Ny | N, | CPU Time | Mflop/s | Comm Time | % Comm |
8119 1 491.2 s 6 0s 0
16116 | 2 491.7 s 11 28.6 s 5.81
32236 | 4 514.7 s 22 31.3 s 6.09
63974 | 8 519.5 s 43 40.0 s 7.71
131035 | 16 536.6 s 85 40.3 s 7.52

262717 | 32 548.6 s 159 44.8 s 8.17

Table 2 : Parallel scalability for increasing size problems
Computations with overlapping mesh partitions on the iPSC-860

| Ny | N, | CPU Time | Mflop/s | Comm Time | % Comm |
8119 1 272.3 s 10 0s 0
16116 | 2 272.3 s 20 1.8s 0.67
32236 | 4 286.0 s 39 3.2s 1.18
63974 | 8 289.3 s 77 4.3 s 1.52
131035 | 16 306.7 s 149 2.9 s 1.95
262717 | 32 316.1 s 276 8.4's 2.66

Table 3 : Parallel scalability for increasing size problems
Computations with overlapped mesh partitions on the KSR-1

‘ Decomp ‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ Mflop/s ‘

GRD 550.0 s 330.4 s 163.4 s 474 s 158
RGB 356.3 s 335.1 s 157.9 s 62.7 s 158
RSB 338.0 s 326.9 s 153.7 s 53.8 s 162

Table 4 : Influence of the mesh partitioning algorithm

Computations with non-overlapping mesh partitions on an iPSC-860/32

‘ Decomp ‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ Mflop/s ‘

GRD 343.7 s 165.9 s 112.8 s 18.9 s 254
RGB 340.1 s 168.3 s 105.1 s 18.5 s 256
RSB 322.5 s 160.4 s 101.4 s 14.2' s 270

Table 5 : Influence of the mesh partitioning algorithm

Computations with non-overlapping mesh partitions on a KSR-1/32
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The reader can verify that the numbers reported in columns 3 to 5 of Tables 4-5 do not
add up to the total CPU time reported in column 2. The difference corresponds to various
parallel and sequential overheads. On the iPSC-860, these overheads represent less than 2%
of the total solution time. However on the KSR-1, they represent about 14% of the total
CPU time. Indeed, the computing mode on the iPSC-860 is parallel by default, while on the
KSR-1 it is sequential by default. Hence, many fork-join type of procedures are necessary on
the KSR-1, which explains the relatively large amount of overhead.

Also, note that using the same number of processors, the KSR-1 is twice as fast as the
iPSC-860 at computing the convective fluxes, but only 1.5 times faster at computing the
diffusive ones. This is because the evaluation of the convective fluxes requires less indirect
addressing than the evaluation of the diffusive ones.

4.4 Parallel scalability for fixed size problems

Tables 6-8 summarize the performance results obtained on the iPSC-860 and KSR-1 parallel
processors for overlapping mesh partitions generated by the RIB algorithm. For the largest
mesh M7, a Gigaflop performance level is attained using 128 processors of the KSR-1 system.
Good scalability is observed on both machines.

Finally, Tables 9-10 compare the performances of the iPSC-860 and KSR-1 parallel sys-
tems for the case of mesh M6 and non-overlapping mesh partitions generated by the GRD
algorithm. For the same number of processors, the KSR-1 machine is reported to be 1.67
times faster than the iPSC-860, even though its basic processor is supposed to be 1.5 times
slower than that of the iPSC-860.

4.5 Performance results on the CM-5

Recently, we have implemented our fluid solver on a 32 processor CM-5 system using For-
tran 77 on a node and the CMMD message passing library (this corresponds to the Sparc
model of computation on the CM-5). For mesh M6 and a 32 subdomain decomposition with
overlapping using the RIB algorithm, Table 11 reports the measured performance results
and compares them to those obtained on an iPSC-860/32 and a KSR-1/32 computers.

Clearly, the results reported in Table 11 for the CM-5 are not as impressive as those
reported, for example, in [15]. This can be attributed to several factors including the use
of the message-passing model for portability reasons, the variety of gather/scatter opera-
tions required by our specific fluid solver, and perhaps our strict approach to performance
benchmarking.
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Figure 18: Edge-wise load bal. - 32 non-overlapping sub.
RSB algorithm

‘ N, ‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ Mflop/s ‘

32 548.7 s 323.1 s 164.6 s 44.9 s 159
64 282.7 s 163.6 s 82.4 s 24.4 s 309
128 144.5 s 82.2 s 42.7 s 18.9 s 617

Table 6 : Performance results for mesh M6
Computations with overlapping mesh partitions on the iPSC-860
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‘ N, ‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ Mflop/s ‘

32 316.1 s 155.4 s 111.3 s 8.4s 276
64 169.7 s 79.0 s o8.1 s 9.8 s 014
128 93.0 s 39.7 s 31.2 s 6.4 s 938

Table 7 : Performance results for mesh M6
Computations with overlapping mesh partitions on the KSR-1

N, | CPU Time | Conv Time | Diff Time | Comm Time | Mflop/s
128 174.0 s 7.7 s 60.2 s 14.0 s 1024

Table 8 : Performance results for mesh M7
Computations with overlapping mesh partitions on the KSR-1

‘ N, ‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ Mflop/s ‘
|64 ] 287.7s | 1640s [ 798s | 423s | 303 |

Table 9 : Performance results for mesh M6
Computations with non-overlapping mesh partitions on the iPSC-860

‘ N, ‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ Mflop/s ‘

64 171.8 s 83.1 s ol.1s 14.1 s 508
128 94.8 s 40.1 s 24.3 s 15.2's 921

Table 10 : Performance results for mesh M6
Computations with non-overlapping mesh partitions on the KSR-1

‘ MPP ‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ Mflop/s ‘

CM-5 855.4 s 541.3 s 241.7 s 44.0 s 102
1PSC-860 548.6 s 323.1 s 164.6 s 44.8 s 159
KSR-1 316.1 s 155.4 s 111.3 s 8.4s 276

Table 11 : Performance results for mesh M6
Computations with overlapping mesh partitions
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Next, we report performance results on the CM-5 using a global CM Fortran approach
(this corresponds to the Vector Units model of computation on the CM-5), and the parallel
version of our solver that was previously developed for the CM-2/200 and described in
[3]. In this so called data parallel approach, all local computations are carried out on a
control volume. Therefore, all data structures are vertex based. Note that this approach
generates a substantial amount of redundant computations. The reported communication
timing corresponds to the inter and intra vector units gather/scatter operations. In Table
12, MFU is a Mflop rate that does not account for redundant arithmetic operations, while

MFR is a Mflop rate that does.

‘ CPU Time ‘ Conv Time ‘ Diff Time ‘ Comm Time ‘ MFU ‘ MFR ‘
| 3420s | 1169s | 49.0s [ 162.0s [ 107 | 238 |

Table 12 : Performance results for mesh M5
Computations with overlapping mesh partitions on the CM-5

The results reported in Table 12 for mesh M5 (that was the largest size we have been
able to test with the global data parallel aproach) show that about 50% of the elapsed time
is spent in gather/scatter operations, which is consistent with the results obtained by other
investigators for two-dimensional finite element fluid problems [7]. This percentage is higher
than those observed on the iPSC-860 and KSR-1 systems, but that is because the CM-5 has

faster processors.

5 Applications

5.1 Steady viscous flow inside a model jet engine

First, we consider the numerical simulation of a steady viscous flow inside a model jet
engine. The free stream Mach number and the Reynolds number are set respectively to
0.2 and 2000. The computational grid is illustrated in Figure 19. Its characteristics are
Ny = 12233 , Np = 22936, and Ng = 35170.

This simulation is carried out on the KSR-1 using overlapping mesh partitions generated
by the RIB algorithm. Here, the pseudo time integration is carried out at CFL=1.9 via a
four step Runge-Kutta method with a; = 0.11 , az = 0.2766 , a3 = 0.5 and ay = 1.0 (see [§]
for more details about these coefficients). A local time step strategy is introduced in order
to accelerate convergence. After 1527 iterations, the initial residual is reduced by a factor of
10*. The resulting steady mach lines are depicted in Figure 20.

Table 13 reports the performance results obtained on the KSR-1, and Table 14 summa-
rizes the characteristics of the generated mesh partitions. S(p) denotes the speed-up using
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p processors. N; denotes the total number of interface vertices, and Max N; denotes the
maximum number of interface vertices per subdomain. The jump of communication costs
between the case with V, = 2 and that with NV, = 4 can be attributed to the accidental
increase in Max Ny, which implies an increase in the maximum message length.

| N, | CPU Time | Mflop/s | Comm Time | % Comm | S(p) |

1 8946 s 9 0s 0 1.0
2 4532 s 17 28.7 s 0.63 1.9
4 2136 s 37 49.9 s 2.33 4.1
8 1168 s 68 46.3 s 3.96 7.6

Table 13 : Performance results for an internal flow simulation
Computations with overlapping mesh partitions on the KSR-1

‘ Np ‘ Min NV ‘ Max NV

Min Nr ‘ Max Nr ‘ Max Ny ‘

2 6222 6229 11568 11668 113
4 3205 3334 2942 6183 171
8 1593 1774 2964 3204 86

Table 14 : Characteristics of the mesh partitions

5.2 Airfoil flutter and control surface

Next, we consider the flutter simulation of a NACA0012 airfoil in transonic flow. The struc-
tural dynamics behavior of the airfoil is represented by a two-spring two-degree of freedom
system. The airfoil twist @ is associated with a torsional spring and monitors the angle of
attack. The lateral deflection A is associated with a lineal spring and monitors the airfoil
bending. The evolution of this system is governed by a set of differential equations that can
be written in non-dimensional form as follows (for example, see [5]):

d27l Ty d2(9 4£hthMoo dil 4(4)}2#7\430 7 QMjoCl
dt? 2 di? Viwy dt  V*w? T (37)
zgd*h  ~}d*0 N Eovi M, df ’yglwgog _2M2C,

2 dt? 4 di? V*  dt 74BN 7!

In Egs. (37) above, the bar superscript indicates a non-dimensional variable, and C; and
C,, denote respectively the lift coefficient and the torsional moment. These two quantities
are related to the generalized aerodynamics forces (), and @)y by:
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Figure 20: Mach lines :

Min =0.0, Max

0.6, AM = 0.06
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1
Qrn = =p=VL(20)C

2
(38)
1
Qo = 5/000‘/03)(26)207”
where 2b is the airfoil chord, V* = — is the normalized velocity, V., is the free stream

o

velocity, and g = is the ratio of the airfoil mass per transversal unit to the free

T Poob?
stream density.

The effect of an additional control surface such as a flap is simulated with the superpo-
sition of a controlled motion of a fraction of the airfoil trailing edge. This secondary motion
is defined by the flap angle 6(¢), which obeys the following control law:

§(t) = Grh(t)e' " + Ga0(t)e' e (39)
where G}, et Gy are gain coefficients, and ) and @y phase angles (see Figures 21-23).

Two aeroelastic simulations with and without the control surface are performed using

mesh M/ and:

W=1, m=1, & =6 =0
wp = wp, = 100 rad/s
Y9 = 1.865, pu =60, a,=-2, x4=1.8
V*=0.6, Q" =0.006, Vi =30.0m/s

The flow initial conditions are identified with the steady solution at M., = 0.8 and zero
angle of attack. After the steady state is reached, a perturbation in the angle of attack
Af = 0.01 radian is introduced, which causes the airfoil to vibrate and the flow to become
unsteady. The governing aeroelastic equations (37) are used to predict the dynamic response
of the system. The unsteady fluid flow equations are time integrated with a global time step
strategy. At each time step, the dynamic mesh is updated with 8 explicit Jacobi relaxations
as described in Section 2.5. All computations are run on both the iPSC-860 and KSR-1
parallel processors.

Figures 24 and 25 report the evolution in time of the angle of attack 6 and the lift
coefficient (;. Clearly, when the control surface is enabled with G, = Gy = 0.75 and ¢}, =
wg = 7, a stable aeroelastic response is observed. When it is disabled, a flutter instability is
reached.

For this application, the performance results obtained on the iPSC-860 and KSR-1 pa-
rallel processors are summarized in Tables 15-16. Simulation time is reported for 100 steps
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Figure 21: a =0°, 6 =0°, Gy =0.0

(mesh is coarsened for clarity)
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Figure 22: a« =12° , 6 = —6°, Gy =0.5

(mesh is coarsened for clarity)
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Figure 23: a =12°, 6 =12°, Gy =1.0

(mesh is coarsened for clarity)

and includes 1/O costs for saving the computed solutions on disk. On the KSR-1 the stuctu-
ral model (37) is solved on one processor using shared variables while on the iPSC-860, all
processors are solving for the structural displacements.

Both parallel processors are shown to deliver good speed-ups. Interprocessor communi-
cation time varies between 9% and 12.7 % on the iPSC-860, and 5.7% and 15.8% on the
KSR-1. The cost of updating the dynamic mesh is about 10% of the total cost only. Note
that for this simulation, the KSR-1 is not reported to be 1.5 times faster than the iPSC-860
for the same number of processors, unlike in all previous cases. This suggests that 1/0 on
the KSR-1 is more expensive than on the iPSC-860.
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‘ N, ‘ Simulation Time ‘ Flux Comp Time ‘ Mesh Update ‘ Comm Time ‘
16 372.0 s 243.2 s 32.4 s 33.5 s
32 208.0 s 124.0 s 17.7 s 17.1 s
64 101.0 s 64.0 s 10.1 s 12.8 s
Table 15 : 100 steps of an aeroelastic simulation with mesh M/
Computations with overlapping mesh partitions on the iPSC-860
‘ N, ‘ Simulation Time ‘ Flux Comp Time ‘ Mesh Update ‘ Comm Time
16 326.0 s 135.0 s 35.8 s 18.8 s
32 176.0 s 69.2 s 19.1 s 18.9 s
64 99.7 s 35.1 s 11.0 s 15.8 s

Table 16 : 100 steps of an aeroelastic simulation with mesh M/
Computations with overlapping mesh partitions on the KSR-1
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Figure 24: Angle of attack 6 (in °) versus physical time ¢ (in seconds)
Gh=G9=0.75,goh=gog=7r
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Figure 25: Lift coefficient C) versus physical time ¢ (in seconds)
Gh:G9:0.75, PrL =Yg =T
- - - - : Without active control surface
———— : With active control surface
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