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Controle de systemes dynamiques polynomiaux: un
exemple

Résumé : Ce rapport présente, a travers un exemple, ’application de techniques algé-
briques au controle de systémes a événements discrets. Le systéme est décrit a ’aide du
langage SIGNAL , un langage flot de données concu pour les applications temps réel et
développé a 'IRISA. A partir de cette description, un modéle équationnel polynomial est
obtenu. Des objectifs de controle sont alors définis en terme d’invariance et d’atteignabilité.
Les équations de controle sont obtenues en utilisant des outils algébriques: idéaux, variétés

et générateurs principaux.

Mots-clé : Systémes a événements discrets, Controle, Méthodes polynomiales
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Figure 1: The Cat and Mouse problem

1 Introduction

The control theory of discrete event systems (DES) introduced by Ramadge and Wonham is
based on formal languages and automata [11]. DES are modelled by languages over a finite
alphabet; each element of the alphabet representing a possible event. The basic control
problem is to supervise a DES by inhibiting certain events in order to satisfy a control
objective given by another language [10].

This paper presents an algebraic approach to similar control problems. DES are modelled
using SIGNAL, a data-flow language; from this description is derived an equational represen-
tation called a polynomial dynamic system. Controllers are then synthesized using algebraic
techniques. The method is applied to the ‘cat and mouse’ example initially introduced in
[12].

The paper is organized as follows. Section 2 briefly describes the example; section 3
presents SIGNAL and its use to model DES; section 4 introduces polynomial dynamic systems
and algebraic tools; the resolution of the control problem is presented in section 5.

2 The cat and mouse example

A cat and a mouse are placed in a maze shown in figure 1. The animals can move through
doors represented by arrows in the figure. The doors Cq, ..., C7 are exclusively for the cat
and the doors My, ..., Mg are exclusively for the mouse. Each doorway can be traversed in
only one direction, with the exception of C7. A sensor associated with each door signals the
passages and a control mechanism allows each door, except C7, to be opened or closed.
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4 Bruno Dutertre, Michel Le Borgne

Initially, the cat is in room 2 and the mouse in room 4. The problem is to control the
doors such that the two following objectives are guaranteed:

e The cat and the mouse never occupy the same room simultaneously.
e It is always possible for the animals to return to the initial position.

The control must also permit as much freedom of movement as possible.

3 SIGNAL

SIGNAL is a synchronous data-flow language dedicated to real-time applications and reactive
systems. It is based on an equational approach: programs are sets of constraints relating
different sequences of values. An extensive presentation of SIGNAL can be found in [9]. A
development environment including a graphical editor, a compiler and a verification tool is
available [2].

In this paper, SIGNAL is not used as a programming language but as a support for
describing DES. For this purpose, the language is restricted to boolean values. In general,
other data types are available and SIGNAL can be used to describe hybrid systems [1].

As in the classical language-based framework, the principle of the modelling is to specify
the sequence of events a DES can produce. However, SIGNAL relies on different notions of
events and traces and on a different composition operation.

3.1 Events, Traces, and Processes

Given a finite set A of symbols called ports and a domain of value D, let | be a new symbol
such that L& D and set D; = DU {L}. Each element of A represents a communication
channel on which a DES can receive or emit values. The symbol L denotes the absence of
value. An event ¢ is a mapping from A to Dj; it represents an observation of the value
present, or the absence of value, on each of the system’s ports. If a value # € D is present
on a port a then e(a) = x else e(a) =L.

For example, the movements of the mouse in the maze can be represented by events over
the set of ports M = {My,..., Mg} (the sensors associated with the mouse’s doors) with
domain D = {T}'. When the mouse passes door M; an event ¢; is observed, defined by

€Z'(MZ')IT, and €Z'(M]')IJ_ lfl;é_]

The successive moves of the mouse produce a sequence of such events. Note that, if there is
no movement, nothing is observed. The sequence never contains the event 13 such that

Vi, Ly (M) =1 .

n this particular case, any singleton domain can be chosen; only the presence/absence of value is
meaningful.

Inria



Control of Polynomial Dynamic Systems: an Example 5

This is a general property in SIGNAL. Given a set of ports A, the event 1 4 defined by
Va € A, La (a) =1

is tnwvisible; it never appears in the sequence of events one can observe.

An evolution of a system is then represented by a sequence of visible events called a trace
and a system is modelled by a set of traces called a process.

In the sequel, only processes with boolean domain D = {T, F'} will be considered. B4 will
denote the set of all possible boolean traces over a set of ports A. For a trace T = (gf)teN
in B4 and a port a € A, the notation a(t) will be used instead of €;(a).

The sequence (a(t)),¢N is called a signal; signals are given the same name as their port.

3.2 Primitive operators

In S1GNAL, elementary processes are constructed using a set of primitive operators — syn-
chronization, functions, delay, undersampling, and merging — which are presented in this
section.

3.2.1 Synchronization

Given ports {a1,...,a,}, the synchronization process denoted
synchro{ai, ..., a,}

is the process which admits any events where a value is present on all the ports. Its traces
are defined by:
VieN, a1(t) #L,aqa(t) #L, ..., an(t) #L .

All the ports carry values simultaneously; the signals are said to be synchronous.

3.2.2 Functions
Any boolean function f can be extended to a function on boolean traces. The equation
b := f(ay,...,a,)

represents the process over the ports {ai,...,a,,b} whose traces are defined by:

ar(t) #L,...,an(t) £L
vt €N, { b(t) = fai(t), ..., an(t)).

The first equation means that all the input ports carry values simultaneously and the second
specifies the relation between the value over port b and the values over input ports.

RR n"2193



6 Bruno Dutertre, Michel Le Borgne

3.2.3 Delay
The delay operator allows past values of a signal to be accessed. It is noted
b := a $1 init z
where z is a boolean initialization value. The traces of this process are defined by
b(0) =2 and VteN, b(t+1)=a(t).

This process behaves like a shift register. Initially, the port & holds the value z and subse-
quently each value on b is equal to the previous value on a. As in the case of functions and
synchronizations, the signals are synchronous.

The initialization is optional. If no initial value is specified, b(0) can be either true or
false; the constraint b(0) = 2 is replaced by b(0) #L.

3.2.4 Undersampling

Given two ports a and b, the undersampling operator selects some values of a depending on
the values of the boolean port b. The traces of the process

¢ := a when b

are defined by:
Y a(t) #L or b(t) #L
vVt € N, ety =a(t) if b(t)=T
e(t) =L if b(t)#£T.

The value observed on ¢ is equal to the value on a if, simultaneously, T" is present on b.
If a carries no value or if b is either absent or false, no value is present on ¢. Contrarily to
the preceding operators, there is no synchronization constraint on a and b. For any event, a
value can be present on a alone, on b alone, or simultaneously on both ports.

3.2.5 Merging

The last operator, default, merges two sequences of values. Given three ports a, b and ¢,
the traces of the process

¢ := a default b

are defined b
g a(t) #L or b(t)#L
vVt €N, ety =a(t) if a(t)#L
c(ty=»56(t) if a(t)=L.

The value observed on ¢ is the same as on a if one is present else it is equal to the value
on b. Like the undersampling, this operator does not impose any synchronization constraint
between a and b.

Inria



Control of Polynomial Dynamic Systems: an Example 7

3.3 Composition

The primitive operators are used to specify elementary processes in an equational manner.
More complex systems can be constructed by composing these processes.

Consider two processes with disjoint set of ports A and B. For example, A and B can
be the sensors recording respectively the movements of the cat and the movements of the
mouse. There is no necessity that both systems evolve synchronously (that the cat and the
mouse always move together). One can observe on AU B, events of the form (¢4, Lp), where
¢4 is a visible event on A and L g the invisible event on B (only the cat is moving), or events
of the form (L 4,ep) (only the mouse is moving). But there is no reason either that events
(e4,ep) must be forbidden; it may happen that both animals move simultaneously.

According to this principle, if a trace Ty = (Et)tEN is observed on A and a trace Tg =
(/‘f)tel\l is observed on B, a possible global observation might be:

A: g1 &9 La La e3
B: 1p m p2 p3 1B

The projection of this trace on A is equal to T4 with invisible events | 4 freely inserted
between each pair (e¢,e441). In the same way, the projection on B is equal to Tp with
invisible events 1 g inserted. Any trace over A U B which satisfies these two properties can
be a global observation.

This principle of composition can be generalized to processes with non-disjoint set of
ports. Such systems communicate and interact with each other through their common ports.
The traces produced by each process must be identical when projected on the common
ports. For example, if A = {a, b} and B = {b, ¢}, the two following traces T'x and T can be
observed on A and B as the global system evolves:

po.oa T T L F LT
A“p. L LT L F T
g b T F LT L1
B%¢e. T L T F F F

For these two traces, the sequences of visible values on b are identical. The behaviour of the
global system can be determined from the two observations:

As previously, the projection of this trace on A (resp. B) is equal to the trace T4 (resp. Tg)

with invisible events inserted.

RR n"2193



8 Bruno Dutertre, Michel Le Borgne

More formally, given two sets of ports A and B, and a domain D, an event over AU B
is a mapping
e: AUB —TDy;

the restrictions of ¢ to A and B are denoted ¢,4 and ¢;p respectively. This notation is
extended to traces. Let T = (af)teN be a trace over AUB; T)4 and T p denote the sequences
of events,

T/A = (5i/A)teN and T/B = (5i/3)teN'

In general, Ty 4 and T)p are not traces because they can contain invisible events, but two
traces noted Ty4 | and Typ | can be extracted from 7y4 and T;p by simply deleting the
invisible events.

The composition of two processes can now be formally defined. Given a set of traces H 4
on ports A and a set of traces Hp on ports B, the composition of H 4 and Hp is the process
over ports AU B defined by

Have = {T €Baup [ Tjal€H4and Tygpl€e Hp}.

Syntactically, the composition of two SIGNAL processes P; and P, is written (|Py|Ps]).

3.4 The Maze Example
3.4.1 Modelling the rooms

To illustrate the preceding notions, let us consider the possible movements of the mouse
into or out of room 1. The mouse can come into this room through the door M5 and go out
through the door Mz (cf. figure 1).

The two sensors associated with these doors are represented by two ports M2 and M3. Each
time a door is traversed a boolean value true is assumed to be emitted on the associated
sensor. The signals M2 and M3 can then be either true or absent, never false.

To model the occupation of the room, two supplementary boolean signals are needed:
ZEM1 carries the current status of the room and EM1 carries the future status. At a given
instant, ZEM1 holds the value #rue if the mouse is in room 1, else it holds the value false;
EM1 is true if the room will be occupied at the next instant, false otherwise.

The signals ZEM1 and EM1 are then related by:

ZEM1 := EM1 $1 init false;

the value of ZEM1 is initially false (the mouse is not in room 1) and then it is equal to the
previous value of EM1.

EM1 evolves according to the signals M2 and M3, and to the current status of the room:
EM1 becomes true when the mouse enters through the door Ms, false when it leaves through
the door M3. If none of the sensor signals a passage, EM1 is equal to the current status ZEM1.
This is described by the process:

EM1 := M2 default (not M3) default ZEM1.

Inria



Control of Polynomial Dynamic Systems: an Example 9

An additional constraint
synchro { M3, M3 when ZEM1 }

specifies that door M3 can be passed only when room 1 is occupied by the mouse. In the
same way,

synchro { M2, M2 when not ZEM1 }

specifies that door M5 can be passed only when the mouse is not in room 1.

The global process modelling this room is

(I ZEM1 := EM1 $1 init false

| EM1 := M2 default (not M3) default ZEM1
| synchro { M3, M3 when ZEM1 }

| synchro { M2, M2 when not ZEM1 }

1)

A possible trace of this process is the following:

M2: L 77 1L 1L L 1 T 1
M3: L 1L 1 1L T 1 1 T
EM1: T T T F F T F
ZEM1: F F T T T F F T

Two processes similar to the previous one are associated with each room. One describes
the movement of the cat, the other the movement of the mouse. The global system is modelled
as the composition of all these processes. Simultaneous movement of both animals is allowed.

3.4.2 Modelling the control mechanism

To complete the description, it is necessary to model the control mechanism. For this pur-
pose, new boolean ports are introduced. Each of them controls the opening and closing of a
particular door. For each door, the specification is a copy of the following process:

(| OPEN := OPENCMD $1
| synchro { SENSOR, SENSOR when OPEN }
1)

OPEN represents the current position of the door. When it is true, the door is open; when
it is false, the door is closed. The door is controlled by the port OPENCMD. Sending the value
true on OPENCMD will open the door at the next instant, sending false will close it.

SENSOR is the signal emitted by the sensor associated with the door. The second relation
states that the doorway can be traversed, and the sensor signal emitted, only when the door
is open.

The control of the system is achieved by sending suitable values on the command port
OPENCMD in order to open or close the doors. Note that OPEN is not initialized, it will be the
role of the controller to choose the initial position of each door.

RR n"2193



10 Bruno Dutertre, Michel Le Borgne

4 Polynomial Dynamic Systems

4.1 SIGNAL coding
4.1.1 Principle

SIGNAL processes can be translated into systems of polynomial equations over F3, the field
of integers modulo 3. The principle is to code the three possible status of a boolean port by:

1l — 0
T — 1
F — 1.

Using this coding, events are represented by vectors in F3", where n is the number of ports,
and traces by sequences of vectors.

Consider the elementary process C := A when B whose traces are defined by, for all
teN,
A(t) #L or B(t) #L
Ct)=A@r) if B@l)=T
C(t) =1L if B(t)#T.

Let aq, by and ¢; denote respectively the coding in F3 of A(t), B(t) and C(t). The two last
relations become:
if by =1 then ¢; = a; else ¢; =0,

which can be rewritten
ct = at(—bt — b?) (1)

The constraint A(t) #L or B(t) #L could also be translated to a polynomial equation,
but unlike processes, we do not want to discard the null vector representing the invisible
event. The processs C := A when B is then represented by equation (1) alone. The sequences
(az, by, cf)teN satisfying this equation encode not only traces of the process but also all the
sequences of events 7' such that T'| is a trace of the process. This allows us to obtain the
coding of the composition of two processes by simply juxtaposing their respective polynomial
representations.

For example, the process synchro{C, D} is translated into the equation

¢f =di,
which states that ¢; and d; can either be both null (C and D are absent together) or both
non-null (C and D are present together). The pair (0,0) is a solution of this equation.

The composition of this process with the previous one

(I € := A when B
| synchro{C, D}
1)

Inria



Control of Polynomial Dynamic Systems: an Example 11

is represented by the two following equations:
ct = at(—bt — th)
th = dtz.

Since the composed process admits events where neither C nor D carry a value, the system
of equations must have solutions where ¢; = 0 and d; = 0.

4.1.2 Delay

The default operator and the boolean functions are transformed into polynomial equations
in the same manner as the when and synchro operators. The translation of the delay operator
is more complex because of its dynamic behaviour.

To represent the process

B := A $1 init =z,

an auxiliary sequence (‘ff)tel\l is necessary. This sequence memorizes the non-null values of
(az); it is defined by the equations:

o = =
&1 = at+(1_a?)€t~

The first equation reflects the initialization; the second describes the evolution of &. If a; is
different from 0 then &;41 is equal to a; else ;41 stays equal to &. The value of & is then
equal to the initialization until the first non-null value of a; and then &; is equal to the most
recent non-null value of a;. The new variable £ which memorizes the value of a is called a
state variable.

The value of b; is related to a; and & by the equation

bt = &af.
b; is equal to the current state of the memory &; when a; is non null (4 is present). Note
that, as required by the composition mechanism, a; = 0,b; = 0 is a solution of the equation.
4.1.3 Polynomial Dynamic Systems

By putting together the equations representing the elementary processes, any SIGNAL spe-
cification is translated to a set of equations called a polynomial dynamic system.

For example, the coding yields, for the model of room 1, a polynomial dynamic system
with variables m2, m3, eml, and zeml corresponding to the ports M2, M3, EM1 and ZEM1,
and a state variable ¢ introduced by the delay. The system consists of

e an initialization equation

RR n"2193



12 Bruno Dutertre, Michel Le Borgne

e an evolution equation
&y1 = emly + (1 —eml})éy,

e and a system of constraint equations

eml; = m2;+ (1 —m22)[-m3; + (1 — m3?)zem1,]
zeml, = eml?¢,

m3? = m3i(—zeml, — zeml?)

m22 = m2i(zeml, — zeml?).

The state variable £ represents the occupancy of the room; if the mouse is in room 1 at
time ¢ then & = 1 else & = —1. The constraint equations define the possible event vec-
tors (m2;, m3;, emly, zeml;) which can occur depending on the value of &. The evolution
equation gives the new state resulting from such an event.

This example shows the general structure of the polynomial representation of a process.
It consists of three systems of equations — initialization, evolution and constraint equations
— relating state variables and event variables.

4.2 Definitions
4.2.1 Notations

From now on, in order to simplify the notations, the index ¢ appearing in polynomial dynamic
system will be suppressed, and the notation ¢ will be used instead of £;41.

X, Y, Z denote finite sets of variables; F3[X], F3[X,Y], F3[Z], are rings of polynomials
over these variables with coefficients in F3; Q(X,Y) = 0, Qo(X) = 0, etc. are systems of
polynomial equations.

4.2.2 Polynomial Dynamic Systems

Definition 1 A polynomial dynamic system is a triple of systems of polynomial equations

of the form

QULY) = 0
X' = PX)Y)
QO(X) = 0

where
o X s a set of variables called state variables,
e Y is a set of variables called event variables,

e Q(X,Y) =0 is the constraint equation,

Inria



Control of Polynomial Dynamic Systems: an Example 13

o X' = P(X,Y) the evolution equation, and
e Qo(X) =0 the initialization equation of the system.

Let n and m be the number of variables in, respectively, X and Y. P can be considered as
a function from F3"1t™ to F3", and Q and Qg as vectorial functions. A polynomial dynamic
system implicitly defines a finite transition system with set of states F3" and set of events
F3™. The initial states of this automaton are the solutions of the equation Qg(z) = 0. When
the system is in a state z € F3", any event y € F3™ such that Q(z,y) = 0 can be produced;
such an event is said to be admissible in z. The system then evolves to the state 2’ = P(xz,y).
The notation z——a’ will be used as an abbreviation for

Q(z,y) =0 and z’ = P(z,y).
A finite or infinite sequence of pairs (z;, ;) such that
Yo Y1
ro——L1——Lg ...

is a trajectory initiated in xg.

4.2.3 Basic properties

The study of polynomial dynamic systems is based on properties such as liveness, invariance,
reachability, recurrence [7]. In the sequel, the following notions will be useful.

Definition 2 A set of states E is invariant for a polynomial dynamic system if, for any
state  of E and any event y admissible in x, the successor state P(x,y) also belongs to E.

Definition 3 A state ' is reachable from a state x if there exists a trajectory

Yo Y1 Yr—1
rTop—L1—>xL2 ... —— T
such that xo =z and z, = z'.
A set of states F' is reachable from a state x if all the elements of F' are reachable from
x.
A set of states F' is reachable from a set of states F if it is reachable from every state in

E.

Definition 4 The orbit of a polynomial dynamic system is the set of all states reachable
from one of the initial states.

If a set of states F is invariant, any trajectory initiated in E visits only elements of F.
The orbit of a system 1s an example of invariant set.

The translation of processes to polynomial dynamical systems was initially introduced
as a tool for verifying properties of SIGNAL programs [8, 6]. Reachability and invariance of
desirable sets of states are examples of such properties.

RR n"2193



14 Bruno Dutertre, Michel Le Borgne

4.3 Algebraic tools
4.3.1 Ideals and Varieties

In order to reason about polynomial dynamic systems, elementary algebraic notions are
used. The idea is to convert geometric properties expressed in terms of set of states or set of
events to equivalent equational properties. The core of this approach is the representation
of sets by polynomial ideals.

Let Z ={Z1,...,Z,} be a set of variables, F3[Z] the ring of polynomials with variables
7 and F a subset of F3P. The following set of polynomials

I(E) = {g€F3Z] /Vz€ E g(z) =0}

is an ideal of F3[Z].
Reciprocally, to any set of polynomials G C F3[Z] (not necessarily an ideal) is associated
a subset V(G) of F3P, called a variety, defined by

V(G) = {z€F" /Vge G, g(z) =0}
The following theorem is fundamental.

Theorem 1 For any ideal a C F3[Z] and any set E C F3?,

V(IZ(E)) = E, (2)
IV(a) = a+<Z}—21,...,25 — Zp>. (3)
The first relation means that any subset of Fs is a variety and that Z(E) is characteristic
of E. If E1 ;é E2 then I(El) ;é I(Ez)

The second relation allows a set of generators of Z( E) to be easily obtained from equations
defining E. If E is the set of solutions of a system of equations

gi(z) = 0

gk(z) = 0:
it is clear that £ = V(<gi, ..., gx>) and then, by relation (3),
I(E) = <g1,...,gk,Zf’—Zl,...,ZS—Zp>.

In the sequel, the ideal spanned by the polynomials Z3 — 7, ..., Z;’ — 7, is denoted
<Z3 — Z>. This notation is used for any set of variables.

The following elementary relations transform basic geometric properties of varieties to
equivalent properties of their characteristic ideals.

Inria



Control of Polynomial Dynamic Systems: an Example 15

Property 1 Given two subsets £y and E5 of F5?,

E1C By & I(E:) CI(E),
I(E1NEy) = ZI(E1)+Z(Es),
I(EyUEy) = TI(E))NI(E,).

Given a subset E of F5" and a new set of variables Z' = {Z,..., Z,,},

I(ExF') = I(E)Fs[%,71,
where Z(E)Fs|Z, Z'] is the ideal spanned by I(E) in the ring Fs[Z, Z'].

4.3.2 Comorphism

The evolution equation of a polynomial dynamic system also enjoys an algebraic counterpart.
The equation X' = P(X,Y) is of the form

X, = P(X)Y)

X! = P,(X,Y)

where P1(X,Y),..., P,(X,Y) are polynomials in F3[X,Y]. P can then be considered as a
function from F3"T™ to F3". From P is derived a function P* from F3[X] to F3[X,Y],
called a comorphism, defined by

P*(g(X1,...,Xn)) = g(P(X,Y),...,P(X,Y)).

The image of a polynomial g € F3[X] by P* is obtained by subsituting P;(X,Y) for each
variable X;. P* is a ring homorphism and its effect on ideals is described by the following
theorem.

Theorem 2 Given a set E C F3"T™ and an ideal a C F3[X],

I(P(E) = PHI(E)), (4)
V(P*(a) = PHa) ()

In general, P*(a) is not an ideal. However relations (5) and (3) yield
I(PYE)) = <PI(E)>+<X?-X,Y3-Y>. (6)

As a consequence, given a set of polynomials g1,..., g5 such that Z(E) = <g1,..., 91>,
generators of Z(P~1(E)) are obtained by

Z(PYE)) = <Pg1),..., P (gr), X3 = X1,..., Y3 =Y1,.. > (7

RR n"2193



16 Bruno Dutertre, Michel Le Borgne

4.3.3 Example: verification of invariance

All the previous algebraic tools can be used to verify properties of polynomial dynamic
systems. For example, suppose one wants to verify whether or not a given set of states E is
invariant.

By definition 2, E' is invariant if and only if

Vo e E,Vye F3™, Q(z,y)=0 = P(z,y) € E.

Let <Q> be the ideal spanned by the constraint equations and polynomials X3 — X;, V> —Y;;
the variety V(<@>) is the set of all pairs (z,y) such that y is admissible in 2. The previous
relation is equivalent to

ExF™ ny(<Q>) < PYE).
By property (1) and relation (6) the following property can be deduced.
Property 2 A set of states E is invariant if and only if

<PXI(E))> C ZI(E)Fs[X,Y]+<Q>.

4.4 Principal generators

The previous transformations result in relations between ideals which can be verified using
formal calculus. Grobner bases [5] is a classical tool of effective algebra capable of solving
problems of this kind. It relies on particular canonical sets of generators of the ideals. Grob-
ner bases are general and can be used in any polynomial ring, but the computation of the
canonical generators can be extremely expensive when more than a few variables are invol-
ved. For this reason, a different implementation which makes use of the peculiarities of our
applications has been devised.

As a consequence of theorem 1, it is possible to work in the quotient ring
F3Z) |<Z3 - Z>.

This ring is isomorphic to the ring of functions from F3? to F3. In this new ring, any ideal
a is characteristic of a variety, i.e. Z(V(a)) = a, and we still have V(Z(E)) = E.

Working in the quotient ring offers two simplifications. First, any element of this ring
can be represented by a polynomial of degree at most two in every variable. Second, any
ideal can be spanned by a single element, called a principal generator. This results from the

property:

Property 3 Let a be an ideal in F3[Z) /<Z3 — Z> and {g1,...,91} be a set of generators
of a, then the polynomial function

k

fo=1=-TJa-g)

i=1

s a principal generator of a.
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Proof: Let b be the ideal generated by f.

e The development of Hle(l — ¢7) yields an expression of the form 1+ h where h
is a combination of the polynomial fuctions g1, ..., gx. h 1s then an element of a;
f=1—=(14 h) = —h also belongs to a and then b C a.

e Reciprocally, for any g;, we have

k k
foo = gi—alljo(1—9}) = gi—(9:— ) [1j=1 ;. (1 —93).
In F3[Z] /<Z® — Z>, gi — g2 = 0 then fg; = g;. This shows that g; € b and so
aCb O

The link between principal generators and varieties is the following:

Property 4 Given a subset E of F3P, a polynomial function f is a principal generator of
the ideal T(E) if and only if, for any element x in FsP,

zeF = f(x)=0

By using principal generators, the ideal computations reduce to simple polynomial opera-
tions.

Property 5 Let F1 and E5 be two subsets of FsP and f1 and fo be principal generators of,
respectively, T(E1) and T(E3), then
e 1 — fZ is a principal generator of T(Fs* — E1),
e fifa is a principal generator of T(E1) NI(E2) =1I(E1 U E,),
Ey) =I(Ey N Ey),

e I(E1) CI(Ey) & E1D Ey if and only if f1(1— f3) = 0.

o fZ+ f2 is a principal generator of T(E1) + 7T

)
)
(
(

The projection is another useful operation on varieties. Suppose F is a set of pairs
state/event; F is a subset of F3"+™. We write Projx(E) for the projection of E on the
state components:

Projx(E) = {xeF" [IyeF™, (v,y) € E}.
The characteristic ideal of Projx (F) is obtained by:
I(Projx(E)) = Z(E)nFs[X],

and a principal generator of this ideal can be computed from a principal generator of Z(FE)
by repeated applications of the rule:

Az € F3, flz1,...,20) =0 & f(l,z9,...,2p)F(—=1,22,...,2p) f(0,22,...,2,) = 0.

To implement the operations on principal generators, a powerful symbolic calculus system
is needed. We use the representation of functions by ternary decision diagrams, a slight
extension of BDDs [3] which are very efficient in boolean algebra and other areas [4].
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5 Control Problems

5.1 Controlled Polynomial Dynamic Systems

After immediate simplifications, the polynomial dynamic system obtained from the cat and
mouse example can be written

QX,Y,U) = 0
S : X' = PX,Y,U)
QO(X) = 0.

The state variables X represent the occupation of the rooms and the position of the doors.
The initial state is only partially defined; the initial occupation of the rooms is determined
but the position of the doors is free.

The event variables are of two different natures. The variables Y represent the signals
received from the sensors, the variables U are the commands signals to control the doors.

A system of this form is called a controlled polynomial dynamic system; Y and U are
the set of, respectively, uncontrolled and controlled event variables.

Let n, m, and p be the respective dimension of X, Y, and U. The trajectories of a
controlled system are sequences (z,ys, us) in F3™ X F3™ X F3P such that Qo(z¢) = 0 and,
for all ¢,

Q(x4,ys, ur) 0
riy1 = Plre,yr,u).

The events (y;,u:) include an uncontrolled component y; and a controlled one u;. We
have no direct influence on the y; part which depends only on the state z;. On the contrary,
we have full control on u;, we can choose any value of u; which is admissible, i.e. such that
Q(z1, yr,ur) = 0. The chosen value determines the next state 441 and indirectly influences
the possible values for y;41.

To distinguish the two components, a vector y € F3™ is called an event and a vector
u € F3P a command. This leads to a new notion of admissibility: an event y is admissible in
a state z if there exists a command u such that Q(z,y,u) = 0; such a command is said to
be compatible with y in z.

5.2 Controllers

A dynamic system of the same form as S can be controlled by first selecting a particular
initial state g and then by chosing suitable values for w1, us, us, ... For example, in the cat
and mouse case, the choice of g corresponds to the initial positioning of the doors and each
u; 1s a command to open or close the doors.

There are different ways to determine the possible command values. A simple case is
where u; can be determined from z; and y; uniquely. In this case, the controller does not
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need any memory of the values preceding z; and y;; such a controller is called a static
controller.

Definition 5 A static controller is a system of two equations:
C(X,v,U) = 0
Co(X) = 0.
The equation Cy(X) = 0 determines the initial states the controller can select. The other

equation describes the possible commands which can be chosen; when the controlled system
is in state x,and an event y occur, any command u such that

Q(z,y,u) =0 and C(z,y,u)=0

can be selected.
The control is not necessarily deterministic. Several initial states may be chosen and at
each instant several commands may be suitable.

The behaviour of a system S under the supervision of a static controller (C, Cy) is
modelled by the composed system

QX,Y,U) = 0
C(X,Y,U) = 0

S, : X' = P(X,Y,U)
Qo(X) = 0
Co(X) = 0.

To control the physical system modelized by S (the maze) it suffices to connect it to
S, as in figure 2. S, receives the signals Y, its internal state X is the same as the actual
state of the controlled system?, and S. controls the maze through the signals U. Since the
state of the maze is not directly available, it must be reconstructed; both S and the control
equations (C, Cp) are necessary.

maze Sc

U

Figure 2: Feedback control

Not any pair (C,Cp) can constitute an acceptable controller. On the one hand, it is
necessary that S, can be initialized; the equations Co(X) = 0 and Qo(X) = 0 must have
common solutions. On the other hand, due to the uncontrollability of Y, any event that the
system S can produce must also be admissible by S..

2There is no observability issue here. The initial state is known and S is a perfect model.
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Definition 6 A static controller (C,Cy) is acceptable for a system S if the two following
conditions are satisfied:

1. The initial constraints Co(X) = 0 and Qo(X) = 0 have common roots.

2. For any state x of the orbit of S., any event y admissible in x for S is also admissible
m x for S..

5.3 Synthesis of Controllers

Given a polynomial dynamic system

QX,Y,U) = 0
S X' = P(X,Y,U)
Qo(X) = 0.
and a control objective. The problem is to calculate two constraints Co(X) = 0 and

C(X,Y,U) = 0 such that (C, Cp) is an acceptable controller for S and the system

QX,Y,U) = 0
C(X,Y,U) = 0

S, : X' = P(X,Y,U)
Qo(X) = 0
Co(X) = 0

satisfies the given control objective.
For the cat and mouse example, the objective is twofold:

e The cat and the mouse must never occupy the same room.
e It is always possible for the animals to return to the initial position.

This objective is a combination of an invariance and a reachability property. Let G be the
set of states such that the cat and the mouse do not occupy the same room and G, be the
set of states such that the mouse is in room 4 and the cat in room 2. In both sets, the
position of the doors is unspecified. The control problem is to find C' and Cy such that, for
the system S,

(al) the orbit is included in Gy,
(a2) Gy is reachable from the orbit.

The condition (al) states that any accessible state z of S, belongs to G;. The condition
(a2) states that from any state x accessible by S., there exists a trajectory initiated in z
which reaches G5. The first objective will be called ensuring the invariance of G1, the second
ensuring the reachability of Go.
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5.3.1 Ensuring invariance

Consider first, the simpler case of an acceptable controller which guarantee only objective
(al). Suppose there exists a solution (C, Cp) and let O be the orbit of S,.
From definition 4, it is clear that O is invariant for S.:

Ve € OVy € Fs™ Yu € Fs?, Q(z,y,u) =0 and C(z,y,u) =0 = P(x,y,u) € O.

Now let # be an element of O and y an event admissible in z by the system S. Since the
controller is acceptable, y is also admissible in x for S.; there exists a command u such that

Q(z,y,u) =0 and C(z,y,u) =0,

and, for this command, P(z,y, u) belongs to O. For the system S, O possesses a property
similar to invariance. We say that O is control-invariant.

Definition 7 A set of states E is control-invariant for a system

QX,Y,U) = 0
S X’ = P(X,Y,U)
Qo(X) = 0.

if, for every state x in E and every event y admissible in x, there exists a command u such
that
Q(z,y,u) =0 and P(z,y,u) € E.

As previously, let <@> be the ideal spanned by the constraint equations and V(<Q@>)
the associated variety. The projection of V(<@>) on components X,V is the set of all pairs
(z,y) such that y is admissible in « for S:

Projxy(V(<Q>)) = {(x,9) / 3ue€ Fs¥,Q(x,y,u) = 0}.
The characteristic ideal of this set is

I(Projxy(V(<@>))) = <@>nNF3[X,Y].
Let E be a control-invariant set of states, by definition, we have

Ve € E,Vy € 737, (z,y) € Projxy(V(<@Q>)) =
Ju € F3P, Q(z,y,u) =0 and P(x,y,u) € E,

or, equivalently,
(E x F3™)N Projx,y(V(<@>)) C Projxy(V(<@Q>)NP~YE)).

This inclusion is easily translated into the following property.
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Property 6 A set of states E is control-invariant if and only if

(<Q> + <P*(Z(E))>)NFs[X,Y] C TI(E)Fs[X,Y]+ (<Q>n Fs[X,Y)).

If there exists an acceptable controller which guarantees the invariance of Gy, the orbit
O of S, is included in G and is control-invariant for S. We also have O N V(<Qo>) # 0.
The essential result is that these three properties are sufficient.

Theorem 3 Given a controlled system S and a set G of states of S, there exists an accep-
table, static controller which guarantees the invariance of G if and only if there exists a set
of states O such that:

(b1) O C G,

(62) ONV(<Qu>) #0,

(63) O is control-invariant for S.

Proof: We have already shown that the conditions are necessary. Conversely, suppose there

exists a set O which satisfies the three properties. Let Cy be a principal generator of
Z(0) and C = P*(Cy). By construction, we have

e Ch(z)=0 & z€O,

e C(z,y,u)=0 & P(zx,y,u)€0.
It follows that the orbit of S, is included in O and hence in G; the controller (C, Cy)
ensures the invariance of G.

Now, let z be a state in the orbit of S, and y an event admissible in x for S. z is also
an element of O and since O is control-invariant, there exists a command u such that

Q(z,y,u) =0 and P(z,y,u) € O.

This is equivalent to
Q(z,y,u) =0 and C(z,y,u)=0.
y is then also admissible in z for S,. Since the condition O N V(<Q¢>) # 0 means

that Co(X) = 0 and Qo(X) = 0 have common solutions, the controller (C,Cy) is
acceptable. O

The proof gives an algorithm to obtain a controller ensuring the invariance of Gp. It
suffices to find a control-invariant subset of G; which satisfies the initialization condition
(b2).

(1 contains at least one control-invariant subset, the empty set. It is easy to see that the
union of two control-invariant sets is also control-invariant. As a consequence, there exists
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a greatest control-invariant subset of G1. Let O be this subset; if O satisfies the condition
(b2) then control equations can be obtained from generators of Z(O) else no subset of O can
satisfy condition (b2) and the problem has no solution.

Let Q' be a principal generator of <@> N F3[X,Y]; for any pair (2, y), we have:

Q(z,y)=0 < Jue FP, Qz,y,u)=0.
The computation of O uses the operator é defined by, for any set of states F,
§(E) = {z/Vy, Q(z,y)=0 = Fu,Q(z,y,u)=0and P(z,y,u) € E}.

From definition 7, it is clear that F is control-invariant if and only if £ C §(F).
The greatest control-invariant subset of G is obtained by constructing the sequence

(Ei);eN defined by:

Ey = Gy
Ei+1 = Ezﬁé(EZ)

The sequence is decreasing. Since all sets E; are finite, there exists an index j such that
E;41 = Ej. The set Ej; is the greatest control-invariant subset of G1; O is equal to £j;.

In practice, we transform this computation to an equivalent sequence of principal gene-
rators (g;);cN and g; is a principal generator of Z(0).

5.3.2 Ensuring reachability

Now, we consider controllers ensuring both control objectives, the invariance of G; and the
reachability of G.

Suppose there exists such a controller and let O’ be the orbit of S, for this controller. O’
satisfies the same three conditions as previously and a supplementary one: any state x € O’
is the origin of a trajectory in S, which reaches G5. But any trajectory

Yo Y1 Yr—1
rog—r1— ... — T}

of S, is also a trajectory of S where all the visited states belongs to O’.
For a set of states E, let Pre(FE) be the set of predecessors of F;

Pre(E) = {x /3y, Ju, Q(z,y,u) =0 and P(z,y,u) € £}
Projx(V(<Q>)Nn P~ E)).

The sequence of sets (D; ), N defined by

Dy = ENG,
Di+1 = DiU(EﬂPT’e(Di)),
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converges whatever the set F. The fixed point is the set of states  which are origin of a tra-
jectory of S leading to G and containing only states of E. This set is denoted Reach(E, G3).
The supplementary property of the orbit O’ can now be rewritten

O' C Reach(0’,G5).
The following theorem is similar to theorem 3.

Theorem 4 Given a controlled system S, and two set of states G1 and Gs, there exists an
acceptable, static controller which guarantees the invartance of G1 and the reachability of
G if and only if there exists a set of states O' such that:

(c1) O' C Gy,
(c2) O'NV(<Qo>) #0,
(¢3) O is control-invariant for S,

(¢4) O' C Reach(O',G).

Proof: The demonstration is similar to that of theorem 3. If such an O’ exists, let Cy be a
principal generator of Z(O') and C = P*(Cy). From theorem 3, the pair (C, Cy) is an
acceptable controller ensuring the invariance of Gy.

Let z be an element of O', since z belongs to Reach(O’, Gs), there exists a trajectory

of S
Yo,Uo ~ Yi1,U1 Yk—1,Uk—1
rog——L1 —> ... — Tk

with g = 2, 2 € Gy and Vi,0 < i < k,z; € O'. For all the indices i € [0...k — 1], we
have
Q(xi,yi,ui) =0 and P(x,y;,u;) € O

This is equivalent to
Q(zi,yi,ui) =0 and C(z;,yi,ui) =0

and shows that the trajectory is also a trajectory of S, initiated in « and reaching Gs.
Hence (C, Cp) ensures the reachability condition. O

The computation of a controller follows the same principle as in the invariance case.
It consists in finding the greatest control-invariant subset O’ of G which also satisfies
O’ C Reach(O', Gs).

This is obtained by constructing the sequence (Ei)ieN as follows:

Ey = G4
Ez'-(-l = Reach(Eiﬂé(Ei),GQ).
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From the construction of Reach, for any set E, Reach(F,G3) is included in F; this implies
that
Ei+1 c E;n 6(EZ) Cc E;.

The sequence is decreasing and then stationary; there exists j such that £; = Ej;4; and
then
Ej C© Ejné(E;) C Ej

This verifies
Ej
Ej

C 8(E;)
C  Reach(Ej;, G»).
Ej; is control-invariant, is included in G and satisfies condition (c4). It can also be shown
that £ is the greatest such set.

As previously, all these computations have equivalents in terms of ideals and principal
generators.

5.4 Minimally restrictive control

In this section, we write (C, Cy) for the controller obtained by the preceding method. This
controller guarantees the invariance of Gy and the reachability of G2. Suppose (D, Dyg) is
another acceptable controller ensuring the same objectives, and let S, and S; be the two
following systems.

QX,Y,U) = 0 QX,Y,U) = 0
C(X,Y,U) = 0 DX, Y,U) = 0

S, : X’ = P(X,Y,U) Sq: X' = P(X,Y,U)
Qo(X) = 0 Qo(X) = 0
Co(X) = 0 Dy(X) = 0.

From the construction of Cy and C, it can be shown that the orbit of S; is included in the
orbit of S.. We then have the following properties:

Qo(z) =0and Dg(z) =0 = Qo(z)=0and Cy(z) =0
Q(z,y,u) =0 and D(z,y,u) =0 = Q(z,y,u)=0and C(z,y,u)=0.

This means that S. can simulate S;. Any initial state which can be chosen by Sy can also
be selected by S.. Any state z accessible by Sy is also accessible by S, and, in this state,
any command u that S; can emit in response to an event y can also be emitted by S..

For the cat and mouse example, a controller (D, Dg) which closes all the doors is accep-
table and guarantees the objectives. Since S, can simulate this controller, it can also close all
the doors in the initial position. In order to allow the animals to move as freely as possible,
we have to discard such restrictive behaviours of S,.
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Suppose the system S, is in a state x and receives an event y. The controller can choose
any command u such that

Q(z,y,u) =0 and C(z,y,u)=0.

Let u; and us be two of the possible commands, and z; and zs the two corresponding
successor states:

Zq = P(xayaul);
za = P(z,y,uq).

A minimally restrictive control can be enforced by adopting the following strategy: Let
Admg, and Admg, be the set of events admissible in, respectively, 1 and z3. Three cases
are possible.

o If Admyg, is a strict subset of Admg,, there are more movements possible in z» than
in 1. The controller must choose the command us rather than u;.

e On the contrary, if Admg, C Admg,, it must choose u;.

e If none of the previous conditions is satisfied, u; and us are incomparable, both can
be chosen.

The choice between different initial positions is based on the same principle.

Formally, the above strategy is based on a strict order relation between different states.
It is possible to define this strict order in terms of ideals and principal generators. The result
is a polynomial function R such that, for any pair of states (21, z3),

R(z1,22) =0 <&  Admg, C Admyg,.

A new controller can be computed using the function R. The possible initial states are the
maximal states (for the relation R) amongst all the solutions of the equation

Qo(X) =0 and Co(X) = 0.

Similarly, the choice of commands for a pair (z, y) is reduced such that the successor states
are maximal for R.

This control strategy reduces the possible initial states and the possible transitions of
the system. Although it preserves the invariance of Gy, it could affect the reachability of
(5. However, in the case of the cat and mouse problem, the new controller still ensure both
objectives. A state x is composed of two elements, one is the occupation of the room, the
other is the position of the doors, and the control strategy does not reduce the reachability
of the rooms.
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6 Conclusion

An application of algebraic techniques to the control of discrete event systems has been
presented. The approach is based on the model of dynamical systems over a finite field. A
high-level language — SIGNAL — facilitates the description of such systems. Control objectives
are expressed in terms of geometric properties of sets of states, algebraic manipulations based
on ideals and principal generators allow us to synthesize control equations.

Several advantages arise from the use of a high-level language, especially when the sys-
tems to model are complex. The structuring facilities of SIGNAL permits a modular descrip-
tions of DES and, with a little effort, the systems can be simulated. Another interesting
point would be to translate back controllers to SIGNAL processes, thus allowing easy imple-
mentation and simulation.

A major problem of the classical approach to modelling DES, based on formal languages
and automata, is the combinatorial explosion experienced when composing automata. By
using equational modelling, we hope to overcome, to a certain extent, this problem. The
example showed that another limitation of the language models, due to the interleaving of
events (the animals cannot move simultaneoulsy), could also be overcome.

The controllers presented in this paper are static. More general control systems — poly-
nomial dynamic systems which possess their own state variables — are currently being inves-
tigated. They are necessary when control objectives are more complex than in the example.
Other control aspects such as observability or decentralized control are also a subject for
future studies.
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