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Analyse Variationnelle d’une Méthode Mixte
Eléments Finis/ Volumes Finis sur des
Triangulations Générales

Résumé : Ce travail présente une analyse variationnelle de la précision d’une méthode
mixte FEM/FVM pour I’équation de convection-diffusion linéaire stationnaire sur des
maillages triangulaires non structurés. Le schéma étudié est composé d’une formulation
centrée éléments finis/ volumes finis et d’un terme de viscosité artificielle d’ordre quatre
sous forme différences finies pour la stabilisation des termes de convection.



Introduction

With a centered collocated scheme that approaches first derivatives, one can use a sta-
bilization model consisting of an artificial viscosity finite-difference term (cf. Jameson
[18, 17, 26], Sweby [35], Tadmor [37] and Swanson and Turkel [34]) or a variational
artificial viscosity term [21]. Otherwise, stabilization by upwinding techniques leads for
example to the Baba-Tabata scheme in the scalar case [3], to Godunov-type methods
for systems (cf. Godunov [13], Roe [32], Osher [29]) and their extension to second-order
accuracy by M.U.S.C.L techniques due to Van Leer [23] (cf. also [2, 11, 4]). In the liter-
ature, one can also find Petrov-Galerkin methods like the streamline diffusion method,
which has been introduced by Hughes and Brooks [16] and analyzed by Johnson and
others [20, 27]. When stabilization by adding numerical dissipation terms is used, one
should tune their coefficients to obtain satisfactory stability and accuracy properties
(for practical examples, cf. [26, 34]). Conversely, the amount of diffusion that is in-
troduced by upwinding techniques is fixed and not necessarily optimum, which may
impose afterwards additional manipulations of the schemes. Upwind schemes have a
good behavior near flow discontinuities, while centered schemes with additional dissi-
pative terms are cost-effective.

We should distinguish two different types of stabilization: the monotone-like methods
and the “anti-Gibbs” methods. The former are used to prevent over or undershoots
near discontinuities while the latter provide global damping of oscillatory modes.

In this paper, we focus our study on a damping stabilization (anti-Gibbs) realized
by adding artificial dissipation terms. These ones are of fourth-order and should not
degrade the accuracy of the centered scheme. In this context, we will study, for the
advection-diffusion equation, the influence on the accuracy of a fourth-difference dissi-
pation term that we add to the Galerkin formulation. To obtain error estimates by a
variational analysis, the scheme considered is interpreted in a finite-element framework.
However, for a better guidance in the choice of the stabilization term, the scheme can
also be interpreted as of finite-volume type.

Among the recent related works dealing with the convergence and accuracy properties
of finite-volume schemes, we can mention the error estimates obtained by a variational
approach; in such a context both discrete (e.g. [5, 22]) and continuous (e.g. [33]) error
estimates are known. Concerning the finite-volume analysis for hyperbolic conservation
laws in the unstructured case, we can refer to Vila [39] for an error estimate in L'(12)
and to Champier, Gallouét [7] and Cockburn et al. [10] for convergence results.

The main question considered in this paper is the following: does the Galerkin formula-
tion stabilized by a fourth-difference artificial dissipation term enjoys the advantageous
properties of the Galerkin scheme, which is high order accurate even for unstructured
triangulations with highly varying element sizes. The answer is given for a Jameson-
type dissipation term, that relies on a non consistent discretization of the Laplacian
in the two dimensional computational space (cf. [26]). The numerical studies of this
scheme for the Euler and Navier-Stokes equations show the importance of the value of
the numerical dissipation coefficient: this one should be sufficiently small for a good



accuracy and sufficiently high for good stability properties. The analysis made in
this paper determines how should the coefficients of the artificial dissipation term be
adapted to the mesh size in order to maintain the accuracy of the Lagrange-Galerkin
scheme.

The paper is organized as follows:

In Section 1, the continuous model problem and the Finite Element discretization un-
der study are presented. We introduce the usual Lagrange-Galerkin scheme for this
problem. A perturbation term is added to the Galerkin formulation by using the
finite-difference variational method, for which a discrete second order operator A” is
considered.

In Section 2, an error estimates analysis is performed with some assumptions on the
second order discrete operator. The main result of the analysis states that the accuracy
of the Galerkin scheme is maintained, i.e : first-order accuracy in H*(Q2) and second-
order accuracy in L*(2), and first-order accuracy in L*(Q) in the convection-dominated
case.

In Section 3, a finite-volume scheme composed of a vertex-centered formulation with
barycentric cells and a fourth-difference dissipation term [26], is presented in the two
dimensional unstructured-simplicial-mesh case. We then show that the above two for-
mulations are equivalent, if some quadrature formulas are used and for a particular
choice of the discrete operator A*. The properties of this last one, required to obtain
the error estimates results of Section 2, are then established.

1 A Finite Element discretisation using a Finite
Difference variational method

1.1 Continuous model problems

We consider a bounded polygonal domain 2 in /R", with boundary I'. The function
spaces which are used in this paper are the usual Sobolev spaces W”?({) where m is
a non-negative integer and p is a real number such that 1 < p < +o00. We shall use
the following notations: The norm on W™?(Q) is denoted by || ||m p.q- For p=2, || ||m.0
holds for the norm of H™(Q) and | |,.q its semi-norm. The norm of L*(£2) is denoted
by | |o,e and we denote by (, ) its inner product.

Let V be a given smooth velocity vector field, f a given function in L?(Q) and u
a positive constant. We consider the following convection-diffusion boundary value
problem:

(1)

u=0 onl

{ —pAu + div (Vu) =f inQ



The weak form of the equation (1) with strong imposed boundary conditions, writes:

find v € H}(Q) such that

_ ; (2)
a(u,v) = 1(v), for all v € Hj(9),

where the bilinear form a is defined by

a(u,v) =p //Q vusvd? + //Q div (Vu) vdT, (3)

and the linear form

I(v) = / /Q fodz (4)

We make the following assumptions on the velocity vector field:

() Ve (=) 5

1) divV > ap > 0 a.e. in ), for some positive integer ag
) p g

Then a(u,v) is a continuous H3()—elliptic bilinear form, and we then obtain the
existence and uniqueness of the solution of (2) by the Lax-Milgram lemma.

Let suppose that the polygonal domain € has convex corners, then the problem (1) is
regular in the sense ( cf. Grisvard [14] ):

u € H*(9),
{ ull2.0 < Clflog (6)

The solution of the adjoint problem is also regular.

In the case of a small diffusion coefficient, the solution u is in general not globally
smooth because it may change rapidly in a thin layer. Local error estimates can then
be investigated ( see for example [20] [27] ). However, in the present paper, we present
only global error estimates.

If we consider that the diffusion coefficient is small compared to |‘7|, we shall note
it € instead of pu.
We are also interested by the reduced problem with € = 0:

{ div (Vu) =f inQ

u=0 onl_

(7)

—

where I'_ is the inflow boundary defined by I'_ = {x eln(x).V(iz) < 0}, i being the
outward unit normal to I". The solution in this case may be discontinuous across the
characteristic curves.



1.2 The Lagrange-Galerkin formulation

Let (73), be a family of triangulations of € by n-simplices T}, k& = 1,.., N., which
are open sets. The vertices of the n-simplices are called nodal points and are noted
P, 1 =1,..,N+ M where N is the number of interior points and M the number
of points located on the boundary I'; we note ¥, = {P;, :=1,.., N+ M}. For any
T € Ty, let hy be the diameter of the smallest ball containing T', and pr the diameter
of the largest ball contained in 7'. We define h and p by:

h =max{hr, k=1,.N.}
p =min{pr,, k=1,..N.}

The family of triangulations is supposed to be regular ([9], p.132), and then there exists
a real positive number o such that:

h
L <o, VI eJT.
prT 5

The following obvious relation ([9],p.124) will be useful in §3.4:
onpp <mes(T) <o, b, YI' €T,

where o, denotes the dz-measure of the unit sphere in IR".
We make also the following assumption, which is called the inverse assumption with a

view to the obtaining of inverse estimates : There exists a real positive number v such
that

h
—§1/,VT€U']}L.
hr -

Provided that the regular family of triangulations verifies the above assumption, the
inverse estimates writes, in the particular case of P;-finite elements ([9],p.140):

|’U|17T S Ch_1|’U|07T \V/’U € Pl(T) (8)

where C'= C(o,v) and T € Tj,.

Let note A; = {Py; Py and P; are the vertices of the same n-simplex 7'} and N; =
card(A;). The elements of A; are said to be the neighbors of P,. The minimal and
maximal order of the family of triangulations are noted respectively N,,;, and N, q.:

NminSNiSNmazv Vi:lrwN? Vi >0

Let note V = H'Y(Q) and V;, = H}(Q). We consider the following finite element
approximation V* C V of the space V:

Vi = {vh € C°(Q); vy, is a linear polynomial in each T' € Th}



We note Voh = {vh € Vv, =0o0n F}. The usual basis functions of Voh are noted ¢;;,

and verify: ¢;;, is linear on each n-simplex and ¢;(P;) = 6;; for ¢,57 = 1,..N.

For a given function v defined on ¥, let note m,v the VJ*-interpolant of v. Since
7, leaves invariant all polynomials of one degree on each n-simplex of 7}, we have the
following interpolation error estimates [8]

lv = mrollma < BT o]k 00 (9)
where k£ <1 for a P;-interpolation.
Using the interpolation inequality, we have also

v — 70| < R0 g (10)

The most natural finite element formulation for equation (1) is the Galerkin formula-
tion. It writes:

find uj, € V§* such that
a(up,vp) = l(vg), for all v, € V!

By assumptions (5), the above problem has a unique solution since V' is a finite-
dimensional subspace of V. Using Cea’s lemma and the Aubin-Nitsche lemma, one can
prove that the Galerkin scheme for equation (1) is first order accurate in H'(£) and
second order accurate in L*(Q) if the exact solution u is in H*(£2). Since we are also
interested by the case € << |‘7| and the limit case ¢ = 0, for which the above error
estimates are no more valid, we can only prove that the Galerkin method is of order

one in L*(Q) ( cf. §2.1.2 )( for super-convergence results, see for example Dupont [12]
or Lesaint [24] ).

We shall in the next part present a modified scheme constructed by adding to the
Galerkin formulation an artificial viscosity.

1.3 Finite Difference variational method on a singular per-
turbation problem

Our purpose here is to add a fourth-order artificial viscosity term in the variational
form, to the classical Galerkin formulation. Since the space of discretization V" is not
included in {v e H'(Q)/ Av € L*(Q)}, we shall use the finite-difference variational
method; this method consists in replacing the operators of a variational form by dis-
crete operators.

We consider a discrete linear continuous operator A" : C%(Q1) — L%(Q2). The
operator A" is associated with the triangulation 7”: A’v is entirely defined by the



geometry of 7" and the values v; of v at the nodal points of 7% In particular, for
all function v defined on ¥;, A*v will be a step function, constant on each element
C! around the point P;, of a dual mesh ( cf. §3.1 ). The value of A"v on C will be
defined by the values of v on the more or less neighboring nodal points of P;. A’
sounds like a finite-difference approximation of second derivatives of v, but it is not
necessarily consistent (cf. §3.3(B)).

We now introduce a symmetrical bilinear form b;, defined on V" x V" by :

bh(uh, ‘Uh) = h~ // Ahuh Ah‘l}h df,
Q

where « is a real positive constant.

To obtain the numerical scheme that we shall analyze, we add to the Galerkin for-
mulation the bilinear form b;. The resulting method is inspired by the finite-difference
variational method and the singular perturbation problem which can be found both in
[6]. It reads:

find wj, € VJ* such that

(11)

ap(up,vr) = l(vh), for all v, € V',

where ay, is defined by :

an(un, vr) = a(up, vn) + bn(un, vp) (12)

Lemma 1 Let define the following norm on V":

1/2 _
ta) (13)

V" is an Hilbert space for this norm and sz satisfies (5), then the bilinear form ay,
verifies, for all uy, and vy in VJ:

lollve = (llvl}q + 1AM

lan(wn, vn)| < (maz(p, |Viloswa:t=1,..,n) + h%)||ur|lvr [|on|lvn,

ap(vr,vn) = min(p C(Q),h%) H'UhH%fh-

Proof V" is an Hilbert space for the norm (13) since A" is linear continuous on
C°(Q2). The bilinear form ay, is continuous since we have

lbn (un, o) = A | / / Ay Al d3|
Q
< B Al o.q |AMor]0q

< B flunflyn onllyn



¢

Furthermore, the relation (di'v(‘?'vh),'vh) =
that ay, is V- elliptic:

((di'v‘?)'vh,'vh) for all v, € V{* implies

DO | =

an(on,vn) = (div(Vor),on) + ulvonlda + hoAMw, 2,

2

> |onldq + R® | A"y, 0,0

> p C(Q) flonlli g + A A"wAlf g

> min (12 C(Q), k%) [[oa]l§n-

By the Lax-Milgram lemma, we obtain the existence and uniqueness of a solution
up, € V of problem (11-12).

2 Finite Element analysis

2.1 Global error estimates

We shall in this section obtain error estimates for the scheme presented above. We con-
sider two cases, which are the convection-diffusion case and the convection-dominated
convection-diffusion case. The first analysis follows the usual progression of the finite-
element error analysis for elliptic problems: extending Céa’s lemma, we obtain error
estimates in H'(2); next, error estimates in L?*(Q) are obtained by an extension of the
Aubin-Nitsche lemma. For the convection-dominated case and the limit case where the
diffusion coefficient € = 0, we obtain error estimates in L*(f2); we are here inspired by
the techniques of demonstration of Johnson et al. [20] ( see also [27] ).

2.1.1 The convection-diffusion case

We shall prove here global error estimates, first in the H'(£)—norm and after in the
L*(Q))-norm, under some assumptions on the finite-difference operator A", which are:

AP0 < C1R7Y |opha, for all vy, € V! (14)
A" 0loa < Coh™™ ||pllaq , for all p € H*(Q) (15)

These assumptions are used to estimate consistency errors of the form |by(un,vy)|. The
first assumption is inspired by the inverse estimate (8); then we shall call it a discrete

inverse estimate. In the general case, inequality (15) is easily obtained with m = 2,
but depending on the “quality” of the discrete operator A", it may be obtained with
m =1 or m = 0, the case m = 0 being an optimal case. For a better understanding of
this assertion, we refer to Section 3.4 where the above assumptions are demonstrated
for a particular choice of the discrete operator A*, in the two dimensional case.

(A) Global error estimates in H'(f2). We have the following result:



Theorem 1 Suppose the assumptions (5) and (14) are verified. Let u be the exact
solution of (1) and uy, be the solution of the approzimate problem (11-12). Suppose
that w € H*(Q) and n < 3. If a > 3 then

Hu — uhHLQ f C h

Proof Let up, be the solution of the approximation problem (11-12). Then:
an(un, un) = l(un) = (f, un) (16)
Estimating each term of the equality, we obtain:

Bllun

i 0 < |floalunlog < | floallunlle,
where 3 = pC(9). Finally, we have:

|/ lo.0
p

lurlro < C, where C =

. (17)

Furthermore, the following stability result holds:

- 2V2
0,0+ \/E|V'Uh|0,ﬂ < ﬁ”hﬂ (18)

Qo
g

These estimates will be useful in the sequel.

We suppose that the exact solution w is in H*(Q) ( cf. §1.1 ) and that the space
dimension n < 3, so that we can define the Vj*—interpolation of u, 7ju.

By substracting equations of problems (2) and (11-12), we have:

a(u — up,vy) = bp(up,vy), Yo, € Vi
which gives:
a(u—up,u—up) = alu —up,u—wpu) + bp(up, Tpu — up)

We have:

Bllu —unlli g < Mllu— urlrllu — wrullie + [ba(un, Tru — ug)]
Using assumption (14), we estimate the term |by,(up, 7pu — up)|:

b (up, mau — up)| < B [Alug oo AP (7hu — un)og

< C%ha_Q Huh

vellmiu — urllie
< C'he—2 H’/Thu — U}LHLQ

10



< CRT? | mpu = ulle + C'AOT? |Ju — urllig

Using Young’s inequality, we have finally:

Bllu — up,

1
ta SMGlu—wlla + Mo~ llu=mulig + €A lmu = ulo

1
F O u— g + O R
2 ’ 272
where v; and ~, are arbitrary positive constants.

We conclude by choosing appropriate values of 41 and =, and using the interpolation
error estimates (9).

(B) Global error estimates in L*({). The process to obtain error estimates
in L?(Q) will be inspired by the proof of the Aubin-Nitsche lemma. The main point is
an argument of duality [9].

We have the following theorem:

Theorem 2 Suppose the assumptions (5), (14) and (15) are verified. Let u be the exact
solution of (1) and uy, be the solution of the approximate problem (11-12). Suppose that
the polygonal domain ) has convex corners, and n < 3. If a« > 3 4+ m then

|u — uh|07g § Ch2

Proof Let note H = L*(Q2) and Vi = Hy(2). The definition of the L*(£2)-norm of an

element v is

joloq = sup 102! (19)
g€L2(Q) |9|o,Q

Let define the adjoint variational problem associated to a function g € H:

find ¢, € Vo such that
a(v,0,) = (g,v), for all v € Vg,

Since we have V' C H with continuous injection and density, we can write:
Vg€ H, YveV, (g,v)=g(v)

Using the Lax-Milgram lemma, we obtain that this problem has a unique solution,
thanks to assumptions (5). Furthermore, thanks to the assumption on the domain ,
the solution ¢, is in H*(Q) ( cf. §1.1. ) and we have

legllz.e < Clglogq-

For a given g € H, we have

a(u — U, 9‘99) = (gv U — ’LLh)

11



furthermore, for all ¢, € V;,

a(u — up, on) = bp(un, pn)

then
(.g7 U — ‘Uh) = a(u — Up, S‘Qg) - Cl(’LL — Up, S‘Qh) + bh(ufu Q‘Qh)

= a(u — un, Py — ¢n) + ba(un, 1)
Let choose ¢, = mp,, which is defined since n < 3, then

(g, v —up)| < M|lu—urllialle, — Tregllia + |br(un, Trey)

where M = max (g, |Vilowa 2 =1,..,n).
Using the definition (19) of the L*(€2)-norm, we obtain

1
u—tnlog < Mlju—usllig sup {—Hsog—wwg!h,n}Jr up { |bh<uh,wg>|}

gerz(@) 190 ger2(@) | |9]og

Using interpolation error and the regularity of ¢,, we have
1
ju—unlog < MChllu—unllro+ sup §——|bu(ur, Taiy)]
geL2(Q) |9|0,Q

By the two assumptions (14) and (15) and the regularity arguments, we have
[br (ur, Tripg )| < CTROTI |y 2.0
S cvllhoc—l—m|g|07Q

We conclude by using the result of theorem 1. We have obtained in this section that
our modified scheme has the same error estimate as the Galerkin scheme.

2.1.2 The convection-dominated case

An error analysis independent of the diffusion coefficient is interesting when this one
is small compared to |‘7|, so that the usual condition on the mesh size is difficult to
recover. We will therefore give a result in the case where the diffusion coefficient e
verifies € < 1 ( the constant 1 could be replaced by any other constant ).

Theorem 3 Suppose that the assumption (14) is verified. Let u be the exact solution
of (1) with p replaced by e(e < 1), or the solution of (7). Let uy be the solution of the
approzimate problem (11-12). Suppose that V verifies (5), w e H*(Q) and n < 3. If
a > 5, then

lu — uplog < Ch

where C' is a constant independent of €.

12



Proof We have the equality:
a(u — up,vy) = bp(up,vy), Yo, € Voh

Remark : For the Galerkin formulation, one has a(u — us,v;) = 0, for all v, € V.
For this reason we will obtain the same error estimate than the one of the Galerkin
method in this case.

Let define € = v — uy, and 1, = v — 7pu. We have then
ale,e) = ale,ny) + bp(wn, Thu — up) (20)

Since the difference e is equal to zero on the boundary I' ( because we have strongly
imposed boundary conditions ), we obtain a coercivity relation for the error e:

ale, ) > [[le]|], (21)

where we have defined the following norm on H*'(f2)

1/2
(7)) I
HMHZ(EW%Q+4VM&J

The right member of expression (20) is estimated as follows: Using the Young’s in-

equality, we have
ale,ny) = (div (‘76) 777h) +e (66, 67%)

= (e.V.9m) + ¢ (Ve, V)

| |OQ‘|‘CI |V77h|09‘}'6 |V€|OQ‘|‘6 |V77h|0§2

Using the assumption (14) and an inverse estimate (8), followed by the L*-stability
(18), we have also

|bh(uh,ﬂ'hu - uh)| < Che™ 4|7rhu - uh|09 < Che™ 4|T]h|09 —|— | |OQ + 02 //hQa_S

Using the two last estimates with appropriate coefficients v, v’ and 4", and again the
interpolation error estimates, we obtain

[ell]* < € ((1+ e)h* + >~ 4 h2)

It & > 5, we have then
llell]* < CR,

13



which provides the announced error estimate in L*({)). For the limit case ¢ = 0, we
define the spaces Vy = {v e Vivr_ = 0} and V' = {’Uh € Vh;'Uh/F_ = 0}. We have
the coercivity relation (21) with

o 5 1 - 1/2
il = (Gl +5 [ Vv

where I'y =T\ T'_.

Since we have now
ale,my) < Crolefig+ Clilﬁhl?m + 7—// V.ieldy + L/ V.iinidy,
- 2 ' 2y ' 2 Jr, 29" Jry

the same error estimate is obtained in this case using the estimates (9) (10) .

3 Presentation of a Finite Volume scheme

We present in this section a finite volume scheme for the convection-diffusion equation
in the two dimensional case. It consists in a centered part obtained by a vertex-centered
finite volume method with barycentric cells called the “Finite Volume Galerkin” scheme
[2] [1], to which we add a fourth-difference artificial dissipative term which has been
previously constructed by Jameson and others [19, 26, 25]. This scheme is then shown
to be equivalent to the finite element scheme (11-12) studied in Sections 1,2, for which
a numerical quadrature and a specific finite difference operator A" are used. The
properties of this operator used for the finite element analysis are then demonstrated
in Section 3.4.

3.1 Finite Volume discretization

Given a triangulation 7} as described in chapter 1, we define a dual grid Cp, of 7,. We
note C*, 7 = 1,.., N the open elements of C;,. For the construction of C;, the following
properties are required:

N JES—
M Utr=0,
=1
(1) CFNCE=0 forallj#i,
(122) C! is closely connected ,

(iv) P.eCl,i=1,.N.

In the finite element framework, C! is called a “lumped region” associated to P;, and
it is called a “control volume” in the finite volume framework.

14



