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Sur I'agrégation faible des chaines de M ar kov discr étes

Résumé : Nous nous intéressons a la propriété d’ agrégation faible de chaines de Markov
a espace d’ état denombrable en temps discret ou continu. Tout d’ abord, nous considérons
les chaines irréductibles récurrentes positives et R-positives évoluant en temps discret.
Nous étudions|es propriétés de |’ ensembl e de toutes | es distributionsinitia es permettant de
conserver lapropriété markoviennelorsd’ une agrégation de I’ espace d' état d’ une chaine de
Markov. En particulier, I’ interprétation asymptotique d’ une distribution quasi-stationnaire
est mise en évidence et est utilisée pour |'agrégation faible de chaines de Markov R-
positives. Nous présentons également une exemple trés simple qui montre qu’ une chaine
de Markov a espace d’état dénombrable peut ére (faiblement) agrégée en une chaine
markovienne a espace d' état fini. Finalement, il est montré que la proriété d' agrégation
faible pour toute chaine de Markov atemps continu possédant un semi-groupe de transition
uniforme peut &tre traitée dans un contexte temps discret. Les conséguences de ce résultat
général sont également signal ées pour les chaines de Markov a temps continu récurrentes
positives et A-positives.

Mots-clé: Agrégation faible, Récurrence positive, R-positivité, Distribution quasi-station-
naire, Semi-groupe de transition uniforme



On Weak Lumpability of Denumerable Markov Chains 3

1 Introduction

Let us consider a homogeneous Markov chain X, in discrete or continuous time, on a
countably infinite state space denoted by F, which without loss of generality we assumeto
be a subset of the natural numbersIN (i.e. £ C IN.) Let B = {B(0), B(1),...} be afixed
partition of F. We associate with the given chain X the aggregated chain Y, over the state
space F' = {0,1, ...}, defined by:

Yi=1 < X, € B(l), foranyt.

We are interested in the set of all initia distributions of X which give an aggregated ho-
mogeneous Markov chain Y. If this set is not empty, we say that the family of Markov
chains sharing the same transition semi-group is weakly lumpable. Most of the literature
on lumpability has been concerned with the strong lumpability situation, that is, when any
initial distribution leads to an aggregated homogeneous Markov chain. To the best of my
knowledge, the weak lumpability problem with countably infinite state space has been ad-
dressed only recently in Ball and Yeo [1] for (irreducible positive-recurrent) continuoustime
Markov chains. The purpose of thisnoteisto propose someresultsin discrete or continuous
time, prolonging the studies reported in Rubino and Sericola [14],[15],[16] and Ledoux
and a. [9] for afinite state space. Section 2 deals with discrete time Markov chains and
mainly concerns weak lumpability for irreducible positive-recurrent or R-positive chains.
In particular, we discuss the ergodic interpretation of the quasi-stationary distribution. The
third section shows that lumpability for any denumerable continuous time Markov chains
with an uniform transition semi-group can aways be replaced in the discrete time context.
The sequel of this result are aso discussed for irreducible positive-recurrent or A-positive
continuous time Markov chains.

By convention, vectors are row vectors. Column vectors are indicated by means of the
transpose operator (.)*. The vector with all its components equal to 1 (resp. 0) is denoted
merely by 1 (resp. 0). The set of al probability distributionson £ will be denoted by A.
For any subset B of I and a € A, therestriction of a to B, i.e. the vector (a(i),i € B),
is denoted by ap; if apl* # 0, a” isthe vector defined by o (i) = a(i)/ Yjep a(j) if
i€ BandbyOif: ¢ B.

2 Weak lumpability in discretetime

Let X = (X,,),>0 beahomogeneous Markov chain over state space £, given by its tran-
sition probability matrix P = (P(¢, 7)) jer and itsinitia distribution o; when necessary
we denoteit by (a, P). Let P(7, B) denote the transition probability of movingin one step
from state: tothesubset B of E, thatis P(i, B) = 3~ ;g P(, j). We denotethe aggregated
chain constructed from (., P) with respect to the partition B by agg(«a, P, B).

RR n°2221



4 James Ledoux

Definition 2.1 A sequence ( By, B1,..., B;) of classes of B is called possible for the ini-
tial distribution « iff IP,(Xo € Bo, X1 € Bi,...,X; € B;) > 0. Given any distribu-
tion o € A and a possible sequence (B, By, ..., B;) for a, we can define the vector
f(a,Bo, B1,...,B;) € Arecursively by:

fla,By) = aPo
f(a7B07Bl7"'7Bk) = (f(a7B07Bl7"'7Bk—l)P)Bk-

For any B € B, A(«, B) denotes the subset of all distributionsof the form
f(a,Bi,...,B;, B).

By definition, the aggregated chain Y = agg(a, P, B) isahomogeneous Markov chain
if andonly if Vi, m € F',Vn > 0andV(By, B1, ..., B,_1, B(l)) possiblefor «a,

IP.(X,41 € B(m) | X,, € B(), Xn_1 € Bn_1,..., X0 € Bo) 1)
= IP,(X,41 € B(m) | X, € B(l))

and the probability in the right-hand side does not depend on »; in that case, it describesthe
probability of going from state! to state in onestep for theaggregated chainagg(a, P, B).
The approach developed in Kemeny and Snell (1976) and in [14] consistsin rewriting the
above conditional expression as

IPs(X1 € B(m)) with 3 = f(e, Bo, ..., B(l)),

thatis, inincluding thepast into theinitial distribution. Therefore, it becomesstraightforward
to state the following necessary and sufficient condition for Y to be ahomogeneous Markov
chain without any particular assumption on X .

Theorem 2.2 ThechainY = agg(a, P, B) isa homogeneous Markov chainiff Vi, m € F,
the probability IP;(X1 € B(m)) isthesamefor every 3 € A(a, B(!)). Thiscommon value
isthe transition probability for the chain Y to move from state!/ to state m.

The aim of this sectionisto study the properties of the set of distributions

Am ={a € Alagg(a, P, B) isahomogeneous Markov chain }.

2.1 Weak lumpability for positive-recurrent Markov chains

Throughout this subsection, we assume that the considered Markov chain is irreducible
positive-recurrent. Therefore, there existsan unique probability vector, denoted by 7, which
satisfies 7P = 7. Let g be areal function on £ and m a probability measure on £; g is
m-integrableif
m(lg)) £ Y- m(D)lg(D)] = Enllg]] < oo.
=)
For such aMarkov chain, we have the following standard corollary of the ergodic theorem.

Inria



On Weak Lumpability of Denumerable Markov Chains 5

Result 2.3 For any bounded real function g on F, we have for all o € A

lim = EIE [g(Xp)] = 7(g).

n—oon,

We only need the following lemmato derive Theorem 2.5 from Theorem 2.2 with similar
arguments as for [14, Th. 3.5].

Lemma24 Let 3, bethevector (1/n) S F_, aP*. For anyl,m € I, we have
lim f(B,, B() = f(x, BQ)),
n”_)rQon(ﬁmB(l))(Xl € B(m)) = IPf(qr,B(l))(Xl € B(m))

Proof. To obtainthefirst limit, it sufficestolet respectively Vi € E: g;(i) = 1¢;,(7) with
any j € B(1) and g(i) = 1p((i) in Result 2.3. Since /(f,., B(1))(7) = Lf—q IPa( Xy =
1)/ >-F-1P.(Xy € B(1)), thenumerator and the denominator tend respectively tor(g;) =
m(j)andton(g) = Tl

The second limit is derived from the previous considerations and from Result 2.3 letting
9(1) = 1g()(1)P(i, B(m)),for i € E. Indeed, we can write

EzEB S D) ZEZB:)ﬁn (i, B(m)), (2)

and the two factorsin the right-hand side of formula(2) tend respectively to 1/7 ;)1 and
Yien@ ™(0) P(i, B(m)). =

Finally, we have

Theorem 25 If Ay # 0, then 7 € Ax and the transition probability matrix of the
homogeneous MaLkov chain agg(a, P, B), denoted by P, isthe samefor all a« € Axs. The
entries of matrix P are given by

P(l,m)= Y #P0() P(i, B(m)) l,me F.
ieB(l)

With the previous result, Theorem 3.7 from [14] can be extended to our denumerable
context. Consequently, the set A, is the (a priori) infinite intersection of a decreasing
sequence of convex sets, denoted by A’ (j > 1), which are the solutions to the linear
systems defined as follows.

e Foreach! € F, et us compute the matrix
131 = (P(ivB(k)))ieB(l),keF

and let us denote by P; the Ith row of the transition probability matrix P. We can
define, for each ! € F’, the matrix

H =P —1*P,.

RR n°2221



6 James Ledoux

e For each ! € F, let us denote by P; the submatrix P constituted by the transition
probabilities from the states of B(!) to the statesof £, i.e.

P = (PB(I)B(O) - PeuyBr) - ) -
¢ Let usdefine the block diagona matrices

aY = diag(H)),
gl+l diag( P, H[J’])7 j> 1.

and the convex sets, for all 7 > 1,

Al={aecA] aHM =0, for1<k<j}.

Summarily, Theorem 2.2 says that agg(a, P, B) is a homogeneous Markov chain if and
only if for any possible past of the chain, with alast transition between two classes B(l),
B(m) of B, the conditional probability of type (1) associated with depends only on / and
m. The set A’ has to be interpreted as regrouping all theinitial distributions o for which,
apossible past of sizelessthan j > 1 (i.e. a most j classes are invoked in the conditional
part of expression (1)) gives conditional probahilities of type (1) which depend only on the
identity of the classes B(!), B(m). Consequently, the following representation of the set
A appearsto be anatural one (see[10] for details.)

Theorem 2.6

Av={ac A/ adll =0, j>1} = [ A.
izl

Consequently, if we construct the convex envelope of the family of vectors {75,
L€ F}, Ay = Yiep i 7B (with A, > 0and 3, A = 1) and the convex set Ay is
non empty, then we have

A, C Apm.

It can be noted, asin [15], that the property of P-stability of A7 (i.e. A’ P C A7) alows
us to identify A4 as the set A’. The example of Subsection 2.4 shows that the infinite
intersection of .A7’s can be finite and explicitly computed.

Finally, let us address the usual lumpability situation considered in the literature when
any o € A leads to an aggregated homogeneous Markov chain Y = agg(a, P, B), i.e.
when X is strongly lumpable with respect to the partition B. We can characterize such a
property of X by:

Theorem 2.7 X is strongly lumpable with respect to the partition 5 iff for any couple of
classes B(l), B(m) € B, P(i, B(m)) has the same value for all ¢ € B(l). This common
value represents thetransition probability of going fromstate!/ to statem for the aggregated
chain.

Inria



On Weak Lumpability of Denumerable Markov Chains 7

2.2 Weak lumpability of R-positive Markov chains

We are now concerned with denumerable Markov chains with absorbing states which are
assumed to be collapsed in only one class (state labeled by 0 for the aggregated process
Y’) of the partition B. The other classes constitute a partition of the set of transient states,
denoted by 7', of X. It iseasy to convince ourself that weak lumpability for such aMarkov
chain reduces to weak lumpability for the Markov chain with only one absorbing state and
absorption probabilities equal to P(7, B(0)) for i € E. Consequently, we consider only
one absorbing state denoted by « (and B(0) = {a}.) Let us denote by A7 the subset of
A composed of the distributions o with support 7', i.e. >~y a(i) = 1. If we define the
following subset of A

AL 2 {a € AT [ agg(a, P, B) isahomogeneous Markov chain}
then we have
A I(l—/\T) 1{a}+/\TATM where 1> Ay > 0.

Therefore, we restrict the analysisto the set A%,
In discrete time, the transition probability matrix P can be decomposed as follows:

B 1 o
v~ (e te)

wherematrix ¢ isassumed to beirreducible. Inthissubsection, werecall (e.g. see Seneta[17,
Chapter V1]) thedefinitionsand the main properties of the R-classification of anon-negative
irreducible matrix. It can be shown that all the power series Q;;(z) = .72, Q% (i, 5)z%,
1,7 € T have a common convergence radius, denoted by R, which is usualy caled the
convergence parameter of matrix @. If T isafinite set, then R istheinverse of the spectral
radius of Q).

To address the asymptotic behaviour of matrices Q*, we introduce in a similar way as
inthe usual stochastic case, thefollowing “taboo” probabilities: ;; O _ f( ) = 0and for any
kE>115€T,

{ 19 = QGi.J) { )
ll(]k—}—l) = Er;éz lz(f)Q(rL]) fZ]k-I—l = Zr;é] Q(T,, r)f;f)

3)

We recognize l(]-“) as the transition probability of going from state ¢ to state j in k steps

without revisiting state < in the meantime. In the same way, f;; (*) isthe transition probability
of going from state ¢ to state j in & steps without visiting state J. We can define the power

series: 0,
k
Zz and Fy( Ef”
Smcef R < Q*(i, ])andl < Q(i, ), these series are convergent at least for || < R.

RR n°2221



8 James Ledoux

Definition 2.8 Let @ be anirreducible sub-stochastic matrixand : € 7
1. state: issaidto be R-transientif /;;(R—) < 1;
2. state: issaidto be R-recurrentif F;(R—) = 1;

3. a R-récurrent state is R-positive or R-null according as

wi(R) & R Fi(R-) = Y k[ R < soor = o,
k

All the states share property 1, 2 or 3 as soon as one of them has the property.

For an R-recurrent matrix ¢, there exists an unique (up to a constant) positive R-
invariant measure, (resp. positive R-invariant vector) denoted by v (resp. w), that is

RvQ =v (resp. R Quw™ = w™*).
We can now define the stochastic matrix P whose entries are given by

w(y) .. . .
R—w(z) Qi,7), t,j€eT.
Denoting the diagonal matrix with generic diagonal entry w(z) by W, the previousrelation
becomes

P(i,j)

>

P=rwloQw. (4)

Denoting the sequence of “taboo” probabilities (3) associated with stochastic matrix P by
(fgf))i,jeT, it is straightforward to see that for any 4,5 € T

(k) _ o W) (k)
J i R mfij .
From this last relation, we deduce the equality 75; 2 5, k7 = R(w(5)/w(i))ui R).
Therefore, it is easy to show that matrix P is positive-recurrent if and only if matrix Q
is R-positive. The stationary probability vector of P ist = (v(i)w(i));er Which gives a
second characterization of the positive recurrence of P: 3, v;w; < oc. It isimportant to
note that the R-recurrence property does not allow in any way to infer the convergence of
theseriesy ", v; or 5, w;.

It was shown in [9] that using quasi-stationary distribution can be fruitful for weak
lumpability of a finite absorbing Markov chain. We propose in this subsection to extent
some of those ideas to a R-positive Markov chain. A quasi-stationary distribution is a
probability measure which makes stationary the following conditional probabilities:

(arQ™)(4)

IPQ(Xn:Z|XnET):W ’LET,
T

Inria



On Weak Lumpability of Denumerable Markov Chains 9

that is the vector (IP,(X,, = i| X,, € T));er isindependent of n. It is easy to see that
such a property is closely related to the existence of a R-invariant measure associated with
matrix @. It can be stated that R-recurrence is nearly a“minimal” assumption on matrix
@ (up to Harrys Veech conditions, e.g. see Pruitt [12]) to consider such a measure. The
existence of a quasi-stationary distribution under milder conditions than R-recurrence is
discussed in recent papers (see e.g. Van Doorn [20], Kijima and Seneta [6],[7].) The R-
positivity property of matrix ¢ is aso the nearly “minimal” condition to have an ergodic
interpretation of such a quasi-stationary distribution with any probability vector as initia
distribution of the Markov chain X (see[10].) Moreover the results must include the finite
state space ones reported in [9]. The following theorem gives an ergodic interpretation to
the R-invariant measure » when it defines a probability distribution. Note that we don’t
make any distinction between periodic and aperiodic cases. Throughout the remainder of
this subsection, we will assumethat any initial distribution a € A”" satisfies a constraint of
the type:

oar < C,v (5)

where C, s a positive scalar. It allows to consider arW as a summable series because
0 < arWl* < C, vW1* = C, 11* = C,. Therefore the vector (arW)/(arW1*)
defines a probability distribution.

Lemma 2.9 Let g be a non-negative function on 7" assumed to be w-integrable. For any
initial distribution a € A” with ay < C,v, we have

1 —
nILTo; Z (aTWPk) (9) = arW1* n(g).
k=1

Proof. From Result 2.3, we have that forany ¢ € T,

. % 1 n aTW —=k . . * . -

Moreover, condition (5) required on « gives the following inequality for any ¢ € 7"

(wv% i?’“) (g()) < C. (1 3 WF’“) (i) 9(i) = Cu 7(i)gi).
k=1

k=1

Since ) ;e m(i)g(i) = m(g) < oo, the dominated convergence theorem allows us to write

lim 3 (aTW%XH:Fk) (D) g(i) = S arW1* n(i)g(i) = arW1* n(g).
k=1

€T €T

RR n°2221



10 James Ledoux

Theorem 2.10 Let @ be a R-positive matrix such that its R-invariant measure v satisfies
v1* < oco. Assumethat « isa probability distributionwhich verifiesrelation (5). If we define
the vector

> RFar@*
P = o, (6)
> RFarQF1r
k=1
then we have
limp, o = —

n—0c0 vl*

This result can aso be derived from Seneta and Vere-Jones (1966) but we use here
standard arguments on regular Markov chains which give insight into the considered as-
sumptions.

Proof. From definition (4) of matrix P, we have

(arW Y PHyw1
k=1
(arW Y PHyw-11r
k=1
Letg; = Wte,* > 0andg = W—11* > 0, thenwehaver(g;) = v(j)andn(g) = v1* <
oo. TheLemma2.9 dlows usto writefor all initia distribution such that ap < C,v :

(arW P Po)gy) WL (i) o(j)

Pr,a =

limp,, = lim — =
TR TR Wi POe) arWlta(g)
O

When the state space F isfinite, it is clear that relation (5) is dways satisfied and the
convergence in Theorem 2.10 holds for any initial distribution. Under the assumptions of
Theorem 2.10, we can derive an analogous result to Theorem 2.5. The proof is obtained
with similar arguments, that is, firstly establishing the lemma

Lemma 2.11 For any distribution o € A” satisfying constraint (5), let 3,, be the vector

> RFar@*
ﬁ _ k=1 ]
E RkaTle*
k=1
Then, for all / # Oand m € F’, we have
lim £((0,3,), B1)) = f((0,v), B(1)),
Jim IPs(0,6,),80)(X1 € B(m)) = Py0u),50)(X1€ B(m)).

Inria



On Weak Lumpability of Denumerable Markov Chains 11

Proof. The first limit is obtained by combining transformation (4) and Lemma 2.9
with, for i € T, g;(i) = 1;3(2)/w(j) (G € B(I) isfixed) and g(z) = 1pq)(i)/w(7).
Since /((0, 5,), BI))(j) = Sy R*arQ*(g)/ Tiey REarQ¥(g), thelimit, asn goesto
infinity, istheratio v(j)/ 3 icp(y v(i) = f((0,v), B(1))(7).

With the help of the previous limits, the second convergence derives also from trans-
formation (4) and Lemma 2.9 with function ¢ defined by:

9(i) = Lpy(i)P(i, B(m))/w(i) Vi€ T.

Therefore, the two factors in the right-hand side of relation (2) (with the new vector 3,,)
tend respectively to 1/vg(;)1" and to 3¢ gy v(4) P(4, B(m)). ]

Let us define the set
Aly(v) 2 {a € AT [ ar < Cyv and agg(a, P, B) is ahomogeneous Markov chain}.
We arein position to show the following result.

Theorem 2.12 Let X bea R-positiveMarkov chainwith a R-invariant probability measure
v (i.e. aquasi-stationary distribution.) If A%, (v) # 0 then (0,v) € A%, (). Moreover, if P
denotes the transition probability matrix of the homogeneous Markov chain agg(ca, P, B)
then this matrix is the same for all a € A%, (v). The entries of matrix P are given by

P(l,m)= Y oPOG) P(i,B(m)) 1#£0,meF (7)
ieB(l)

Proof. Let o € AT satisfying (5) such that agg(a, P, B) is a homogeneous Markov
chain with transition probability from state ! to m denoted by P(I, m). Let a;, bethe vector

ar= |0 LQ’“
k ’ aTle* '
For any k such that IP, (X € B(l)) > 0 (I # 0), we have:

P(l,m) = IPy(Xpy1 € B(m)| Xy € B(1))
= P10 (X1 € B(m))
= P, 5w (X1 € B(m)). (8)

n

Choose ¢ large enough such that Vn > no, > (R*arQ*)gy1* > 0 (T isirreducible).
k=1
Let usdenoteby v (k =1, ..., n)thescaar

(RrarQ*)p)1°
Te = & .
> (RFar@®)pp1

RR n°2221 k=1




12 James Ledoux

The transition probability P(1,m) can be rewritten

P(l,m) = > Yk P, 5y (X1 € B(m))  with (8)
1<k <n,
P.(X), € B()) >0

Pr(X1 € B(m))
where " = > i) = g, B,
k

Therefore, we obtain R

P(l,m)= IPf(ﬁmB(l))()(l € B(m)).
As n goes to infinity, we derive from Lemma 2.11 that the transition probabilities of the
aggregated chain are (independent of o and) given by formula (7). O

The convexity of the set A%, (v) follows from the unicity of the transition probability
matrix for the aggregated chain.

Corollary 2.13 If AL (v) # 0 then A%, (v) isa convex set and it necessarily includes the
convex subset A, = Ye 10y M (0,0)PO with Ay > 0and Yy oy M = 1.

By definition, the set A%, (v) is a subset of A%,. If AL, (v) # 0 we trividly have
AL, # 0. The converse is true at least in the following specific cases which respectively
ensure that (0,v) € A%,

Corollary 2.14 If the set AJT\,1 includes a distribution with finite support or if there is a
class B(l) (I # 0) within the partition B, which collapses a finite number of states, then
(0,v) € A%, and we have:

AL #0 = Al (v) £ 0.

Proof. If AJTM includes a distribution « with finite support then we deduce from
Lemme 2.11 and from the proof of Theorem 2.12 that (0, v) € .A%,.

Suppose that there exists one class B(l), I # 0, with afinite number of states and that
AL, # 0. Let a € AL, theirreducibility of transient states class 7 allows us to say that
there exists n > 1 such that (o)) 1* # 0. Consequently, the distribution (o P™)B()
belongs to AJT\,1 . The support of this distribution being finite, we deduce from the previous
discussion that (0, v) € A%, (v).

0

Despiteof restriction (5) ontheinitial distributionsconcerned with the previoustheorem,
the strong lumpability of R-positive Markov chainsis characterized by the same statement
(Theorem 2.7) as in the positive-recurrent case. The proposition is sufficient by the same
arguments as in the proof of Theorem 2.7. It is necessary from the Corollary 2.14 applied
to theinitial distribution 11 (finitly supported) for any i € E.

Inria



On Weak Lumpability of Denumerable Markov Chains 13

2.3 Quas-gtationary distribution asadistribution of reset after absor ption

In this subsection, we will show that the set A%, (v) isnon empty if and only if the set A
associated with a positive-recurrent chain is not empty too. Under the condition »1* = 1,
where v isthe R-invariant measure of the R-positivematrix ¢, we can define the following
transition probability matrix denoted by P(¥):

() _ 0 v
(oo o)

Throughout this subsection, we carry on to denote the state associated with the first row of
matrix P(*) by a in accordance with previous convention.

Lemma 2.15 The Markov chain with transition probability matrix P(*) isirreducible and
positive-recurrent. Itsinvariant probability measure is given by

7 = Ag 119} 4 (1= Ag)(0,v) with \g = (R—1)/(2R - 1). (9)

Proof. The convergence parameter of the R-positive matrix @ issuch that R > 1 (see
[17].) Let usconsider the“taboo” probability denoted by f,ﬁfj) and defined by the probability
of going from state « to state a in k steps without revisiting state « in the meantime. The
irreduciblematrix P(*) will berecurrentif andonly if 3,5, f{£) = 1. Sincev is R-invariant,
wehave Y ysy fin) = Yps1 vQF (I~ Q)17 = Ypsa(1/R)F X1~ (1/R)) = 1. Finally,
the positive recurrence follows from checking that the invariant probability measure of
matrix P(*) is given by formula (9). O

We can now show the main result of this subsection.

Theorem 2.16 If Ax(P())isthesetof all initial distributionsa such that agg(a, P(*), B)
is a homogeneous Markov chain, we have A%, (v) # 0 <= Am(P™) # 0; in that case,
we have

Afy(v) € Ap(PY) C A,

———

The transition probability matrix P(®) of agg(a, P(*), B) is given for every m € F by
PO(1,m) = P(I,m) with I # 0and by P()(0,m) = vp(,1* (matrix P is given by
relation (7).)

Proof. The above one to one correspondence between the respective entries of matrices

——

P and P() is deduced from relation (9) in the previous lemmaand from the definition of
matrix P(¥),

The inclusion of Ax(P(*)) in Ay follows in the same manner as in the finite case
(see [9]) and is not reproduced here. We have only to prove that if A (P(®)) # @ then
AL (v) # 0. Indeed if Ap(P™) £ 0 then 7(*) € Ap(P®)) C Apy from Theorem 2.5.
It easily followsthat (7(*))T = (0,v) € A%, and therefore, that A%, (v) # 0.
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14 James Ledoux

The proposition (a € A%, (v) = a € AL, (P™)) results directly from the proof of
theinclusion AL, ¢ A%, (P)) inthefinite case which can be found in [9].
O

We have aready noted that Ax = A 1{9} + (1 — X).AL, and that, in the finite case,
AL (v) = AL, Therefore, thetwo sets.A o and A ( P(*)) areidentical. We are not ableto
establish the same equality in the denumerable case. Another important fact is that the two
sets A 109} 4 (1 - M) AL, (v) and A (P)) aredistinctin general (thiswill beillustratedin
the example.) The equality will hold only in the case where any distributionin A v (P(*))
can be majorized by amultiple of the stationary distribution = (*) of P(*).

24 Example

Let us consider the following partition B = { B(0) = {0}, B(1) = {i > 1}} of the state
space £/ = IN. The transition probability matrix P is given by:

P(0,00=1 | P(0,1)=0 P(0,n) =0forn > 2
P(1,00=0 | P(1,n)=(1/6)(5/6)""1 forn>1
P(n,0)=7/8| P(n,1)=1/8 P(k,n)=0
foranyn >2 |forn > 2 fork>2,n> 2.

The submatrix ¢ of transition probabilities between transient states (here, 7' = B(1) =
{i > 1}) is clearly irreducible. We deduce that 3", f{¥) 2% = (1/6)z + (5/48)22 (with
the same notation as in the proof of Lemma 2.15.) It follows from [17, Def. 6.2] that state
1is R-positivewith R = 12/5 and therefore that all the transient states are R-positive too.
The 12/5-invariant probability measure v is given by

9\6

We can directly check that (0, v) € A%,. Indeed, we have only onetransient class B(1).
The aggregated chain is a homogeneous Markov chain if and only if the distribution of
the sojourn times in this class B(1) is geometric with parameter P(1,1) = 5/12; thisis
immediate because vector v is precisely an 12/5-invariant measure associated with matrix

Q.
We compute the transition probability matrix P associated with the aggregated chain

agg(a, P, B) fromrelation (7)
~ 1 0
r= ( 7/12 5/12 )

If we form the irreducible recurrent positive matrix P(*) as in Subsection 2.3, then
agg(a, P(), B) hastransition probability matrix P(v) (with Theorem 2.16)

STy 0 1
P()_(7/12 5/12)'

o) = 2, w(2)= %, v(n) = = <§)n_l Vn > 2.

Inria



On Weak Lumpability of Denumerable Markov Chains 15

According to Subsection 2.1, let us form matrices P{”) and P.")

P = (PU(a, B(0)) PM)(a, B(1)) = (10)

) P , 0 1
and PV = | PM(2,B(0) PU)(2, B(1)) (7/8 1/8).

Furthermore, the block diagonal matrix #4 = diag( H,) is constituted by Ho = P{”) —

———

1*P{" = 0and
o - ~7/12  7/12
Hyi= Pl(v) _ 1*P1(U) — ( 7/24 —7/24 ) .

Convex A is defined by
At={ae A/ anM = 0}.

The linear system reducesto
Al = {a € A/ aB(l)H1:0}
= {a€A/ —2a(1)+ Za(i) =0}

i>2
= {a€ A/ 3a(1)=1-a(0)}.

We check now the P(*)-stability of set AL, i.e. ATP(") C AL If a € Al then we can write

(1/4)a(0) + (7/8)(2i>2 a(i)) for k =0,
(aPW)(k) = ¢ (1/4)a(0) + (1/6)a(1) + (1/8)(Tinpa(i)) fork =1,
(1/2)"a(0) 4 (1/6)(5/6)"1a(1) fork > 2.

From relation 3a(1) = 1 — a(0), it follows that

. ] 1/4-a(2) fork = 0,
(aP)(k) = { 1/3+ (1/3)a(1) fork = 1.

Finaly 1—(aP®))(0) = 3/44+a(1) = 3(1/4+(1/3)a(1)) = 3(aP)(1) and consequently
aP®) ¢ AL, The convex set A! isstable by P(*) and we have A (P()) = A as noted
in Subsection 2.1.

We point out that A%, (v) C Ax(P™)). Indeed, choose a € AT such that

T B\

Since 3a(1) = 1 — a(0), we have a € A (P™) but theratio a(n)/v(n) x (11/10)" "
is unbounded as n goes to infinity. Therefore, vector a cannot satisfy relation (5), so a ¢
AL, (v).

n—1
a(0) = 0, a(1) = 1/3, a(n) = 2 (11) Vn > 2
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16 James Ledoux

3  Weak lumpability in continuous time

The weak lumpability property has been recently addressed in [1] for denumerable irre-
ducible positive-recurrent Markov chains evolving in continuoustime. The main result [1,
Th. 2.3] isthe counterpart of Theorem 2.5 in continuoustime. Here, we propose to briefly
discuss weak lumpability for denumerable Markov chains with the only assumption of
having an uniform transition semi-group denoted by (;);>0 (€.9. see Freedman (1983).)
Let us recall some notions associated with continuous time Markov chains. A stochas-
tic semi-group over the state space £, denoted by (P;);>o, is a family of matrices on £
satisfying:

P; isastochastic matrix on £ for any ¢ > 0;
Vt,SZO: Pt-}—s:PtPs;
Py=1.

The semi-group is said to be standard if

!ina P(i,i)=1 VieE.
We will assume that the semi-group is uniform, that is the previous limit is uniform in z.
Such a semi-group is characterized by the following theorem.

Result 3.1 ([3, Th. 5.4.29]) Let (P;):>0 be an uniform stochastic semi-group on £ then
A = (dP;/dt)i=0 existsand verifies

A(1,1) <0 Vi€ E,
A(i,5)> 0 Vi £,
sup{ i ¢ [A(i, )] } < o0, (10)

YiernAli,j)=0Vie E.

Conversely, consider amatrixon £ satisfying (10), there exists an unique uniformstochastic
semi-group (P );>o suchthat (dP;/dt);—o = A; namely

P=e vi>o0.
Matrix A iscalled the generator of the semi-group.

It clearly appears that the generator A determines the semi-group (P;);>o and that it is
uniformly bounded. In particular, any finite Markov chain has an uniform transition semi-
group. Consider aPoissonprocess N = (N;);>oWithratea, suchthata > sup(—A(4,17),¢ €
E).Let(Uy,),>0 beadiscretetimeMarkov chain, with transition probability matrix U given
by

U=1+ Afa,

Inria



On Weak Lumpability of Denumerable Markov Chains 17

which isassumed to beindependent of N. The process (U, ;>0 With transition semi-group
given by

o0

Ze_“t%U”, (11)
n=0 !

is stochastically equivalent to X = (X;);>o0. The discrete-time Markov chain (U, ), >0 is
usually called the “uniformized” chain associated with ( X;);>0. In [9], the result showing
how to reduce theweak lumpability property from conti nuoustimeto discretetimei sproved
in the finite state space context. The proof is direct, avoiding preliminary works as in [16]
(irreducible case.) Sincethe statement isonly based on the definition of the Markov property
and in the previous stochastic equivalence, this scheme still holdsin the denumerable state
space case and is given here for completeness.

Theorem 3.2 Let X bea Markov chain with an uniform transition semi-group and gene-
rator A. The chain agg(a, A, B) is a homogeneous Markov chain iff agg(a, U, B) isalso
homogeneous Markov chain. So we have

Cam 2 {a € A/ agg(a, A, B) isahomogeneous Markov chain } = A (U).

Proof. Foral k € IN, Bg,...,Br e B,0< {1 < --- <t and0 < ny < --- < ng, We
define, to simplify the notation,

Fx( )— P, ( t, € Bk,...,)(tl € B1,Xp € Bo),

FU( )_ IP ( nk EBka---vUnleBlaUOEBO),
FN(k‘) = |P(1Vtk = N, .. .,Ml = nl).

Since N isaPoisson process with rate ¢, we have (k) > 0Vk € IN and
FN(k) = FN(k‘ — 1) IP(*/Vtk—tk_l = ng — nk_l). (12)
Probability F'x (k) can be expressed in terms of the equivalent stochastic process Uy, as

Fx(k) = |Pa(UNtk € Bkv--'vUNtl € B, UNto € Bo) VE > 1

= > > Y Y. Fu(k) Fn(k) (13)
n12>0n2>n Ng_12NE_2 Mg 2NE_1
(from the independence of U and of N) .
Assumethat agg(a, U, B) is Markov homogeneous. Thisimplies
Fy(k) = Fy(k — 1) IPy(Up,—n,_, € Bi | Up € Bi_1). (14)
We have to show that

Fx(k) = Fx(k — 1) |Pa(th_tk_1 € By, | Xp € Bk—l)-
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Replacing F/(k) and F (k) in (13) by the respective relations (12) and (14), we obtain
Fx(k) = > -+ > Fy(k—=1)Ps(Un,—n,_, € Br | Uo € By_1)

n1>20  np>ng_g

XFN(k‘ - 1) IP(*/Vtk—tk_l = ng — nk_l)

= Z Z gFU(k—l)FN(k—l)

n120  ng_1>ng_2 =0

XIP,(U; € By | Up € By_1) P(Nyy—y,_, = 1) (15)

(Z--- > FU(k—l)FN(k—l))

n1>20  np_12ng_2

X > IP,(U; € By | Ug € By_1) IP(Ny,—y, , = 1)
>0
+oo
Fx(k—=1)Y_IPy(U; € By, | Ug € By_1) P(Nyy—y, , = 1),
(=0

thatis,
Fx(k)= Fx(k—1)IPy(Xy,—t,_, € Br | X0 € Bi_1). (16)

Conversely assume that agg(a, A, B) is a homogeneous Markov chain. Relation (16)
holds, so relation (15) holds too (since only formula (12) is invoked between these two
expressions.) We can write

Fx(k) = > > > Fu(k-1) Fy(k—1)

n1>0  np_1>ngp_21>0
XIP,(U; € By | Up € Bi_1) |P(1Vtk_tk_l =1)

= > -+ > Fy(k—1)Py(Up,—n,_, € Br | Uy € By_1)

n1>20  np>ngp_g

XFN(]C - 1) IP(‘[Vtk_tk—l = ng — nk_l)
= > o > Fy(k—1)Py(Uny—ny_, € By | Ug € By_1) Fn(k)

n1>20  np>ngp_1

with (12).
Using (13), we obtain the following relation:

+00 +00
Sooo Y En(k) {Fu(k) = Fu(k = )Po(Upy—n,_, € By | Up € By_1)} = 0.

n1=0 NE=Ng—1

Therefore, we deduce that foradl ny, > --- > nq > 0,
FU(]C) = FU(]C — 1) |Pa(Unk_nk_1 € By | Up € Bk—l),

and so agg(a, U, B) isahomogeneous Markov chain. O
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Corollary 3.3 If a € Caq then the Markov Chairlagg(a, A, B) has a generator, denoted
by A, whichisgivenby A = a(U — I') where U is the transition probability matrix of
agg(a, U, B).

This result allows us to derive the unicity of the generator A for all aggregated Markov
chains under the assumptionsof Theorems 2.5 or 2.12 for the (discrete time) “ uniformized”
chain (U, ),>o. Specificaly, if (U, ),,>0 is R-positivethen the continuoustimeMarkov chain
(X¢)i>0is A-positive (in the terminology proposed by Kingman [8]) with A = a(1 — 1/ R)
(see Buiculescu [2] or [10].) Finally, we obtain

Corollary 3.4 Let X be a Markov chain with an uniform transition semi-group and gene-
rator A.

1. Assumethat X isirreducible positive-recurrent with invariant probability measure
7. If agg(a, A, B) is a homogeneous Markov chain then it admits the generator A
given by

Al,m)y= Y ©POG) A4, B(m)), Vl,me F.
i€B(l)

2. Let X bea Markov chainwith anirreducible transient class 7’ and all its absorbing
states are collapsed in the class B(0) of the partition 5. The chain X is assumed to
be A-positivewith a A-invariant probability measure ». For any initial distribution o
such that ar < C,v, where C, isa positivereal, if agg(a, A, B) is a homogeneous
Markov chain, then its generator A isgiven by

A(l,m)y= " vPOi) A(i, B(m)), VI€ F\{0}, Vm € F.
ieB(l)

Finally we have

Cum(v)2 {a € A/ ar < Cyvandagg(a, A, B) isa homogeneous Markov chain}
={a €A/ ar <C,uvandagg(a, U, B)isahomogeneous Markov chain}.

Under the conditions required by the previous corollary, characterization of strong
lumpability can be deduced from their counterparts for discrete time Markov chains.

Corallary 3.5 If the continuous time chain X is positive-recurrent or A-positive with a
A-invariant probability measure, then X is strongly lumpable iff for any couple of classes
B(l), B(m) in the partition B, A(¢, B(m)) has the same value for all i € B(l). This
common valueisthetransitionrate of going fromstate! to state m for the aggregated chain
agg(a, A, B).
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We note that Corollary 2.14 may be expressed in the continuous time context. Another
remark isthat thefirst part of Corollary 3.4 is stated under milder conditionsin[1, Th. 2.5].
We end the discussion pointing out that the equivalence between discrete time and conti-
nuous time using the uniformization technique, is aso reported in Sumitaand Rieders [19]
for finite ergodic Markov chains. But it is based on an erroneous characterization given in
[19, page 66,eq. (2.5)] of the weak lumpability property for afinite ergodic discrete time
Markov chain:

the lumped ChainAagg(aA, P, B) is a homogeneous Markov chain iff there exists a
stochastic matrix P = (P(I,m)); mer suchthat Vi, m € F':

ap(
aB(l)l*

(P")B)B(m)L" = ﬁn(l, m) Vn > 1. (17)

Noting that the left hand side represents the probability IP,(X,, € B(m) | Xo € B(l)), we
seeinfact that we require the Chapman-Kolmogorov condition on the transition probability
matrix P of the aggregated chain agg(a, P, B). Thisisgenerdly false and famous counter-
examples have been exhibited. One of the earliest has been given by Levy [11]. It is
reformulated under variousformsin Hachigan [4], Rosenblatt [13], ... In particularin[4] or
[13] the non markovian chain whosetransition probabilities satisfied Chapman-K olmogorov
condition is deduced from a state aggregation of a bi-dimensional Markov chain. Let us
consider the finite aperiodic irreducible matrix P givenin [13, Chap 3, Sectionl]:

1/4 1/2‘ 0 1/4
1;4 1/4 1;4 1;4
1/4 0 [1/2 1/4
1/4 1/4‘1/4 1/4

with stationary distributiont = (1/4,1/4,1/4,1/4). The partition is composed of B(0) =
{1,2} and B(1) = {3,4} and the transition probability matrix associated with chain
agg(a, P,B) given by Theorem 2.5 is

P 5/8 3/8
-\ 3/8 5/8 /°
For all » > 1, we have

P _ ( 1/2+(1/2)(1/4)" 1/2-(1/2)(1/4)" )
1/2—(1/2)(1/4)" 1/2+ (1/2)(1/4)" )

and we can verify that

1/4 1/44 (1/4)" | 1/4— (1/4)" 1/4

o _ | _L/4 1/4 1/4 1/4
~ | A A @ A (1A 174
1/4 1/4 1/4 1/4
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The following quantities are respectively P™(0,0), P*(0,1), P*(1,0), P"*(1,1)
TB(O) ,pn « 1 n
IP-(X, € B(0) | Xo € B(0)) = - (P")BoyBol" = 5[1+(1/4)"],
ﬂ-B(O)l 2
PL(X, € B(1) | Xo € B(0) = —20 (P")pqpul’ = =[1—(1/4)].
ﬂ-B(O)l* 2
_ _™B1) pn « 1 n
IP-(X,, € B(0) | Xo € B(1)) = T P pupol” = 5[1-(1/4)7],
T 1
P-(X, € B(1) | Xo € B(1)) = — D (P")ppal™ = 5 [1+(1/4)7).
ﬂ-B(l)l 2

The condition (17) isfulfilled for theinitial distribution .
We compute now

IP,(X, € B(0), X1 € B(0), Xo € B(0)) 7rB(0)(PB(0)B(O))2 1*

1 1/4 1/2 )
= 3/16.

If agg(7, P,B) was a homogeneous Markov chain according to condition (17) then the
probability IP. (X2 € B(0), X1 € B(0), Xo € B(0)) will beequal to

2 25

(TB(0)1")(P(0,0))? = 128

Conseguently, theaggregated chain chain agg(, P, B) can not be markovian and we deduce
from Theorem 2.5 that no initial distribution can lead to an aggregated markovian chain.

References

[1] Ball F and Yeo G.F (1993), Lumpability and marginalisability for continuous-time
Markov chains. J. Appl. Prob. 19, 518-528.

[2] Buiculescu (1972), Quasi-stationary distributions on continuous Markov chains. Re-
vue Roumaine de Mathématiques Pures and Appliquées 17, 1013-1023.

[3] Freedman D. (1983), Markov chains. (Springer-Verlag).

[4] Hachigan J. (1963), Collapsed Markov chains and the Chapman-K olmogorov equa-
tion. Ann. Math. Statist. 34, 233-237.

[5] J.G. Kemeny and JL Snell (1976), Finite Markov chains. (Springer-Verlag, New
York).

RR n°2221



22

James Ledoux

6]

[7]

8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

KijimaM. and Seneta E. (1991), Some results for quasi-stationary distributions of
Birth-Death processes. J. Appl. Prob. 28, 503-511.

KijimaM. (1992), On the existence of quasi-stationary distributionsin denumerable
R-transient Markov Chains. J. Appl. Prob. 29, 21-36.

Kingman J.C. (1963), Theexponential decay of Markov transition probabilities. Proc.
London Math. Soc. 13, 337-358.

Ledoux J., Rubino G. and SericolaB. (1994), Exact aggregation of absorbing Markov
processes using quasi-stationary distribution. Forthcoming in J. Appl. Prob.

Ledoux J. (1993), Markovian models: on the characterization of weak lumpability
and on structural models for dependability of software. (in French) Ph.D. thesis,
University of Rennes |, 1993.

Levy P. (1949), Exemples de processus pseudo-markoviens. C. R. Acad. Sci. Paris
228(26), 2004—2006.

Pruitt W.E. (1964), Eigenvalues of non-negative matrices. Ann. Math. Satist. 35,
1797-1800.

Rosenblatt M. (1971), Markov Processes. Structure and Asymptotic Behavior.
(Springer-Verlag, New York).

G. Rubino and B. Sericola (1989), On weak lumpability in Markov chains. J. Appl.
Prob. 26, 446-457.

Rubino G. and SericolaB. (1991), A finite characterization of weak lumpable Markov
processes. Part |: The discrete time case. Soch. Proc. and Appl. 38, 195-204.

Rubino G. and SericolaB. (1993) A finite characterization of weak lumpable Markov
processes Part |1: The continuous time case. Stoch. Proc. and Appl. 45, 115-125.

Seneta E. (1981) Non-negative matrices and Markov chains. (Springer-Verlag, New
York).

SenetaE. and Vere-Jones D. (1966), On quasi-stationary distributionsin discrete-time
Markov chains with a denumerable infinity of states. J. Appl. Prob. 3, 403—434.

Sumita U. and Rieders M. (1989), Lumpability and time reversibility in the
aggregation-disaggregation method for large Markov chains. Comm. Satist.- Sto-
chastic Models, 5, 63-81.

E. Van Doorn (1991), Quasi-stationary distributions and Convergence to Quasi-sta-
tionarity of Birth-Death Processes. Adv. Appl. Prob., 23, 683—700.

Inria



JINRIA

Unité derecherche INRIA Lorraine, Technpole de Nancy-Brabois, Campus scientifique,
615 rue de Jardin Botanique, BP 101, 54600 VILLERS LES NANCY
Unité derechercheINRIA Rennes, IRISA, Campus universitaire de Beaulieu, 35042 RENNES Cedex
Unité derecherche INRIA Rhone-Alpes, 46 avenue Félix Viallet, 38031 GRENOBLE Cedex 1
Unité derecherche INRIA Rocquencourt, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex
Unité derecherche INRIA Sophia-Antipolis, 2004 route des Lucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex

Editeur
INRIA, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex (France)
ISSN 0249-6399



