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Analyse des Perturbations de Fonctionnelles de
Mesures Aléatoires

Résumé : Nous utilisons le fait que la mesure de Palm d’une mesure aléatoire station-
naire est invariante par rapport au changement de I’espace des phases, pour généraliser
la formule du trafic faible (qui a été obtenue initialement pour les processus ponctuels
stationnaires unidimensionnels) aux espaces généraux. Cette formule donne un dévelop-
pement du premier ordre de I'espérance d’une fonctionnelle de la mesure aléatoire quand
son intensité tend vers 0. Cette généralisation permet d’obtenir de nouveaux algorithmes
pour estimer les gradients de fonctionnelles de processus géométriques aléatoires.

Mots-clé : Mesures stationnaires aléatoires, processus ponctuels aléatoires, mesure de
Palm, mesure de Campbell, analyse de trafic faible, analyse des perturbations, estimations
de gradients en simulations, géométrie stochastique, cellule de Voronoi.
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Introduction

Various gradient formulae are known for functionals of stationary point processes on
the line. These formulae have been used to develop simulation-based low-variance gra-
dient estimators of functionals of point processes, which are very useful for optimization

purposes (see e.g. the book Ho & Cao (1991)).

The aim of the present paper is to generalize the formula obtained for such processes in
Baccelli & Brémaud (1993)) to random measures on a general space.

Formulas of this type have first been proved under specific Poisson-like assumptions, by
Reiman & Simon (1989) for Poisson point processes on the real line and by Myller &
Zuyev (1994) for general Poisson point processes.

The method that we propose here is based on the theory of stationary point processes with
respect to a general shift, and particularly the notion of Palm measure. The conditions
ensuring the validity of the formula consist of natural uniform integrability properties
which are easy to check in various applications. This approach could also be generali-
zed to obtain further terms of the Taylor expansion following the method proposed by
Blaszczyszyn (1993) for stationary point processes on the line (these further terms are
then obtained as integrals with respect to reduced high-order moment measures).

The structure of the article is the following.
In the first section, we define the objects and notations which we use in the text.

The second section concentrates on Palm calculus and effects of change of the phase space
under homomorphism transformations. We show that the Palm measure defined on the
reference probability space is preserved by these transformations.

The third section deals with the limiting behavior of functionals of a random measure
when its density vanishes. We consider several important cases, when the random measure
is diffuse or simple counting, and for various functionals of the measure.

The fourth section focuses on perturbation caused to a functional of a random measure by
a "light” noise process. Derivative with respect to intensity of this noise reflects sensitivity
of the functional and can be expressed in a closed form.

We show how the perturbation analysis formula derived in Section 4 can be used to
obtain gradient estimation algorithms generalizing the ones used for queueing systems.
Finally, some geometrical applications of these algorithms are also discussed.

RR n"2225



4 F. Baccelli, M. Klein and S. Zuyev

1 Preliminaries

Throughout the paper,

e [E, pg,+] denotes an Abelian o-group, i. e. a locally compact, complete separable
metric commutative group, with neutral element 0, and where —a denotes the
inverse of a € E. We shall assume that the metric pg in F is such that all closed
bounded sets are compact. Moreover the mapping (a1, as) — a3 — ag, a1, az € E is
assumed to be continuous, which makes £ a topological group.

e g is the Borel g-algebra of E;

e A() - is the Haar measure on Bg.
We also consider a space

e [F,pr,Br|, which is a locally compact complete separable metric space endowed
with its Borel o-algebra.

In what follows we use the first letters of the alphabet a, b, ¢,... to denote elements
of the space FE and capital ones A, B, C,... to denote elements of Bg, whereas for the
space F' we use the letters z, y, z for elements and U, V, etc. for measurable sets.

The spaces E and F' are phase spaces for measures which are the principal object of our
studies here. Let

¢ Mg, Mp be the set of locally finite measures on [E, Bg| and [F, Br] respectively;

o N3;, N3 be the set of locally finite simple counting measures on [E, Bg| and [F, Br],
i.e. the set of measures such that their value on any singleton is either 0 or 1;

e =g be o-algebra of subsets of Mg generated by the sets {m € Mg : m(B) <
¢}, B € Bg, c€ R};

o = be the same as Zg with F replaced by F
e ¢: E s F be a [Bg, Br|-continuous bijection;

e & : Mg — Mp be the mapping defined as follows: its value at m € Mg is
a measure mg = P(m) on Bp assigning to a set U € Bp the value mqg(U) =

m(¢~1(U)).

INRIA



Perturbation Analysis of Functionals of Random Measures 5

In particular, the image of the unit measure ¢, € Bg concentrated on a point a € £ is
the measure ®(6,) = dy(a) € Br.

Finally let

e M be a random measure on F, i. e. a measurable mapping from some probability

space (Q, F,P) to [Mg, Zg];

e N be a simple point process on F, i. e. a counting random measure on [E, Bg|;

Figure 1

Let [Y, G] be some measurable space. By definition, a measurable flow indexed by elements
of E is a [G,G]-measurable family of mappings k, : Y — Y satisfying the following
properties:

1. K, 0 Ky = Koy,

2. kg = itdentity mapping,;

and as a direct consequence:

3. for all @ € E there exists ;' = k_, such that x;' 0k, = K, 0 K, = K.

The additive group induces a measurable flow 7, on E indexed by elements of £ defined
by

RR n"2225



6 F. Baccelli, M. Klein and S. Zuyev

e ,B={b+a: be B}
and a flow on My related to the low on E by
e (,m)(B) =m(1,B) for all a € E and B € Ep.

In particular, 7,6, = 6._, for all a,c € E.

There is no ambiguity, when we use the same letter 7 for flows acting on different spaces:
E and Mg. The operand of 7 always allows us to distinguish between them.

The flow 7, gives rise to the flows o, indexed by elements of F' on F' and M defined by

o 0,(y) = H(Tp-1(s) ¢~ (y)) for all z,y € F;
¢ (0,m)(U) =m(o,U) for all z € F and U € Bp.

The probability space € is also endowed with a flow 6, indexed by elements of £ which
satisfies the relations

¢ M(w)(7,B) = M(0,w)(B) forallw € Q, a € E and B € Bg.

Such a relationship between shifts is called compatibility; the shifts themselves are said
to be compatible. As a consequence, we have

¢ My(w)(0,U) = Mo(04-1(5yw)(U) for all w € Q, x € F and U € Bp.
Since M(w)(7,B) = (7.M(w))(B), then also

e M(0,w)=7,M(w) and

o Ma(04-1(0)w) = B(Tym1a) M (w)).

Figure 1 illustrates the objects defined above.

Finally, we suppose that the flow 6, preserves the probability measure

e P(0,X) =P(X) for all ¥ € F and all a € E and therefore
e P(0, 1)X) =P(X) forall ¥ € Fand all z € F

Thus the random measure M in the phase space F is stationary with respect to the flow
7, that is by definition compatibility with the probability preserving flow 6, (see e. g.
Neveu (1976)). At the same time, the random measure Mg in F is also stationary with
respect to the flow o, by the same argument.

INRIA



Perturbation Analysis of Functionals of Random Measures 7

2 Palm Calculus under Change of Space

The basic notions of Palm theory, which we use in the sequel, can be found in a number
of books. We refer the reader to the classical work of Neveu (1976) or to more recent

books like Kerstan et. al. (1982) and Daley & Vere-Jones (1988).

The intensity measure | of a random measure M is defined on B € Bg by virtue of
w(B) = EM(B) = [ M(w)(B)P(dw) and is always assumed locally finite within this
text. Since M is stationary, then u is invariant with respect to 7, and thus it is necessary
equal to the Haar measure A up to a multiplicative constant. Without loss of generality
we may take A = p.

The intensity measure of the process ®(M) = My is a measure pg taking values EMg(U) =
EM (¢~ (U)) on U € Bp. Since the latter is just A(¢~1(U)) = ®(A)(U) then ug coincides
with ®(A) = Ag for short. Since Mg is stationary with respect to o,, then Ag is invariant
under the action of o,.

Theorem 1 For all stationary measures M : ) +— Mg there exists a unique positive
locally finite measure P on [Q,F| such that for all F @ Bg-measurable functions f :
OXFE+— Ry

/Q P(dw) /E M(w, da) f(6uw, a) = /Q P(dw) /E A(da) f(w, a) (1)

or equivalently
/Q P(dw) /E M(w, da) f(w, a) = /ﬂ P(dw) /E A(da) f(6_uw, a) 2)

The measure P is called the Palm measure of the stationary measure M. If the intensity
measure A is locally finite then P is a probability measure.

(cf. Mecke (1967) or Neveu (1976), Théoreme II. 4, Proposition II. 25).

The statements of the above theorem can be expressed in different forms according to
the taste of the reader. Probabilists prefer to write expressions (1) and (2) in the form:

E /E g(raM, a) M(da) = / Eo 9(M, a) A(da)

E [E 9(M, a) M(da) = / Eo g(7_o M, a) A(da)

RR n"2225



8 F. Baccelli, M. Klein and S. Zuyev

for all non-negative = ® Bg-measurable functions g : MgxFE +— IRy, where E( denotes
expectation with respect to P. The measure theoretic version is:

O (P.M)=PxA

P.M =0 }(PxA)

where P.M = P(dw)M(w,da) denotes semi-direct product of measures, X represents
direct product and © is the flow on QX E defined by O(w,a) = (0,w,a). The measure
P.M on [Qx E,F ® Bg| is called the Campbell measure.

We should note here various differences in terminology. Sometimes, the term Palm mea-
sure (respectively Campbell measure) is applied not to measure P (resp. to P.M) itself,
but to its image Py by mapping M on =g (resp. by mapping M x identityg). However
the main advantage of the measure P is that it is invariant by change of phase space as
Assertion 1 below shows.

Assertion 1 (Change of phase space formulae)

For all F ® Brp-measurable functions f : Qx F +— IRy
/ﬂ P(dw) /F Ma(w, dz) F(0y10yw, @) = /ﬂ P(dw) /F Ao(dz) f(w, )
where P is the Palm measure of M,
[ Pldw) [ Ma(w, dz) f(w, ) = [ P(dw) [ Aa(de) F(0 410, @)
= [ P(oysde) [ Aalde) f(w, 2) (3)

As a direct consequence, the Palm measures P on [Q, F] for the measures
M: Q— Mg and Mg : Q+— Mp coincide.

Proof. The proof is based on the fact, that

[, F@vida) = [ £(67w)valdy)

for all bijections ¢ : E +— F and measures vg(-) = v(¢71(+)). Since this is trivially true
for indicator functions 15(z), B € Bg, then it holds true for all measurable functions f
by standard monotone class argument. Having changed similarly variable a to z = ¢(a)
in (1) and (2), we obtain the desired formulae. The process My is stationary with respect
to the flow 6,, and thus P can be interpreted as the Palm measure of the process Mg as
well.

INRIA



Perturbation Analysis of Functionals of Random Measures 9

Remark 1 Denote the measure f’(0¢_1(w) ) appearing in (3) by P, and the correspon-
ding expectation by E,. Relation (3) now becomes

E /F 9(Ma, ) Ma(dz) = /F E. g(Ma, z) Ag(dz) (4)

for all non-negative =p @ Bp-measurable functions g: Mpx E — R,.

The measure P, can be alternatively defined for any random measure, not necessary sta-
tionary. It is the inverse image of the so called local Palm measure which is an appropriate
version of Radon-Nikodym derivative at point z of the Campbell measure with respect
to the intensity measure (see e.g. Daley & Vere-Jones (1988), Chapter 12).

Remark 2 Actually, the mapping ¢ establishes an isomorphism of groups (£, +) and
(F,+), where the group operation + is defined by virtue of z+y = ¢(¢~1(z) + ¢~ 1(y)).
The shift o, can be represented as ¢,(U) = U4z and the measure Ag is just the Haar
measure on the group (F,+).

This construction despite of its apparent banality clearly demonstrates the difference
between stationarity and homogeneity. As an example, consider a Poisson process on
IR driven by an intensity measure p not equal to Lebesgue measure. Assume that the
cad-lag function f,(x) defined by

B ((0, z]), if z > 0;
fulz) = { ﬁ_LM((g;,O]), otherwise

is strictly increasing inside the set carrying the support of p. Then given f,, it is easy
to construct a bijection ¢ between the phase space of the process and R (if x(IR) is
infinite) or a circle (if (R) is finite) in such a way, that p is the image of the Lebesgue
measure. Since the first moment measure completely determines a Poisson process, then
the original process is the image of a homogeneous stationary Poisson process on IR if it
is a.s. infinite or on a circle if it is a.s. finite. Thus the Poisson process is stationary, but
with respect to the shift o,(s) = ¢ +z. However, it is by no means homogeneous!

3 Light Traffic Analysis Formulae

In this section we consider functionals of "light” random measures and point processes,
in the sense that their intensities are close to zero. For such measures, Formula (3) can
be expanded with respect to intensity, which provides a closed form expression.

We take as probability space [§2, F| the space [Mg, Eg] itself and M as identity mapping
on Mpg. This is canonical space of the random measure M. Now there is no difference

RR n"2225



10 F. Baccelli, M. Klein and S. Zuyev

between the Palm measureAf’(dw) defined on F and the Palm measure Py (dm) on Eg,
which is just the image of P by mapping M.

In this section [F, Br,+] will be a topological group group operation +, isomorphic to
the group [E, Bg, +|. Let A be a family of isomorphisms of the groups £ and F' indexed
by a scalar p € R;. It means that each ¢, is a measurable bijection £ +— F with the
following property:

d,(a+b) = ¢,(a)+¢,(b) for all a,b € E.

In particular, ¢,(0) = 0 and ¢,(—a) = —@,(a), where 0 is the neutral element of [F, ]
and —z is the +-inverse of z € F.

Moreover, we suppose that A forms an Abelian group with group operation o isomorphic
to the multiplicative group IR, , so that

def

(B0 0 2)(8) = 60 (81 (81 (+))) = Bpapu (o)

Thus we can identify the index p with elements of the group A itself so that the inverse
of a group element ¢, is ¢,-1 and ¢, is the neutral element of A.

When the spaces E and F' coincide, the group A reduces to a subgroup of the group of
authomorphisms of £ with composition as the group operation o.

To each mapping ¢, from E to F, there corresponds a mapping ®,: Mg+ Mp by the
rule:

®,(m)(U) = m(¢,(U)) for all U € B

When applied to a counting measure m = Y, k;0,,, this gives:

(D 6a) = D kibs,ar)

In the previous section a bijective mapping was used to define a measurable flow o on
the space F'. Now the group structure of F' allows us to define it directly by:

0,(U) = Uz,

while preserving the main property of the flows 7, and o,, namely their compatibility
with respect to any isomorphism ¢,:

Go(Ty 1By (9) = Gu(@ (y) + 6, (7)) = y+a = 0.(y)

(compare with the definition of the flow o, in Section 2).

In the sequel instead of + we will simply write 4+ which we distinguish from the operation
+ in F by the operands it acts upon.

INRIA
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Lemma 1 Forallp>0, ac€ E, z € F, and m € Mg the following identities hold:

02 ®p(m) = By(7y1(ym) (5)
S, (Tam) = 04,(0)Pp(m) (6)

Proof. For all U € Br we have the following sequence of equalities:

0,8,(m)(U) = ®,(m)(0,U) = m(¢,"(0.U)) = m(¢,'(U) + ¢, (z))
= (qu;l(w)m)(ﬁf);l(U)) = Q,(7y-1(m)

that is (5). Now (6) is immediate after the substitution z = ¢,(a).

We denote by A, the intensity measure of the random measure M, = ®,(M). As it was
explained in Section 2, if the probability measure P(dm) is stationary with respect to 7,
then the random measures M, are stationary with respect to o, and hence their intensity
measures are proportional to the Haar measure on [F,+], which we may choose to be
equal to Aq(dz). Thus there exist positive constants A, such that A (dz) = A, A;(dz).

The results of this section are based on the following assertion.

Assertion 2 Given a functional g : MpxF — C, suppose that the following conditions
hold:

(A) the intensity A, vanishes as p | 0 and there exists a right derivative % Aol pmyo = A05
(B) lim, o g(®,(m),z) =0 PyxAi—a.e.;

(C) functionals f,(m,z) = g(o_,®,(m),z) : MgxF — C are uniformly Py x A;-
integrable;

(D) there exists a measurable function fo(m,z) (i.e. a C-valued random process Fy(z) =

fo(-,z) on F) such that

liﬂ)l fo(m,z) = fo(m,z) PyxAi—a.e.
p

Then there exists

d /ME P(dm)/ 9(®,(m), z) ®,(m)(dz)

dp p=t0 F

= X /F Aa(dz) /ME fo(m, ) Py(dm) (7)

RR n"2225



12 F. Baccelli, M. Klein and S. Zuyev

or equivalently

—| E/ (dz) = X! /EOFO z) Ay (dz) (8)

Remark 3 Condition (A) implies that the phase space F is non-countable. Assume the
contrary. Then the Haar measure A; of the singleton {0} is not zero, otherwise A; is
a zero measure and consequently the random measure is zero a.s. In what follows we
exclude by convention this trivial case. Then

A, ({0}) = E®,(M)({0}) = EM(4,(0)) = EM({0}) = const
and thus A, = A,({0})/A1({0}) = 1 does not vanish. As a consequence the Haar measure
Ay is always diffuse i.e. A1({z}) = 0 for any singleton {z} if condition (A) holds (cf.
Kerstan et al. (1982), Statement 6.1.2).

What is important in Condition (B) is the ezistence of the limit, not its value 0, since we
can always consider a new function having subtracted the limit value from g(®,(m), z).
That will not affect the derivative and hence the validity of Formulae (7) and (8) for this
new function.

Proof. Using standard decomposition techniques, it is sufficient to consider functions
taking values in IRy. Applying Formula (3) to the function g(®,(m),z), we obtain

/ME P(dm) /}; 9(®,(m),z) ®,(m)(dz)
= )\p/FAl(dx) /ME g((ﬁp(T_d);l(E)m),x)Po(dm),

which can be rewritten using (6) as
A, /F Av(dz) /ME 9(o_s®,(m), ) Po(dm)
= 2 [ Ai(da) /ME f,(m, z) Po(dm) (9)
Therefore by condition (B)
— E/ (M,,z) M,(dx) = hm hm/ fo(m,z) Po(dm) Aq(dzx)
pl0 p plO
and Formulae (7), (8) follow easily from conditions (A), (C'), (Dum).

We now consider particular instances of random measures, which are of interest for ap-
?
plications.

INRIA
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3.1 Absolutely Continuous Measures

Suppose that the random measure M; has a.s. continuous locally bounded density M;(z)
with respect to the measure A;(dz). Then using the representation of local Palm measures
from Daley & Vere-Jones (1988), pp.456-457, we get the following expression for any
integrable function H : Mp — C:

EoH (M) = (EM{(0)) "E{H (M) M;(0)}

Taking into account that EM](0) = 1, we obtain

Corollary 1 Assume that M; has a.s. continuous locally bounded density M{(0) at 0
with respect to its intensity measure Ay(dz) and conditions of Assertion 2 are fulfilled.
Then

5 E / M, (dz) = X, / E{Fy(z) M1(0)} Ay (dz) (10)

In particular, if FO(:E) = g(0,z), where O is the zero-measure on F, then

E/ M, (dz) = )\0/ (0, ) Ay (dz) (11)

3.2 Simple Counting Measures

Another important case is when the random measure is a counting measure. We prefer
to use the term point process instead of counting measure and to write N, rather than
M,. In addition we suppose that the point process is simple i.e. N1({x}) is either 0 or
1 almost surely for any singleton {z}. In doing so we do not loose in generality since
one can always consider the set X X IN as a new phase space for a process with multiple
points.

In the case of simple point processes, the Palm measure P is known to be concentrated
on counting measures n such that n({0}) = 1 and hence ®,(n)({0}) =1 (see e.g. Daley
& Vere-Jones (1988), pp.469-470). Therefore we may consider the so-called reduced or
modified Palm measure P}, defined for any ¥ € Zg by means of

Py(3) = (A(B))_lE'/B Ly(72(N = é,)) N(dz) (12)

for all measurable sets B € By such that 0 < A(B) < co (N is a canonical point process
on (N3, Zg,P) and A is the Haar measure on [E, +]).

RR n"2225



14 F. Baccelli, M. Klein and S. Zuyev

Assertion 3 (Light traffic analysis formula) Given a function g : NjxF — C, suppose
that conditions (A), (B), (C) of Assertion 2 and the following condition

(Dyr) there ezists a function fo(n,z) (i.e. a random process Fy(z) = fo(-,z)) such that

hfgg(a +®,(n) + &,y 7) = fo(n,z) PyxAi—ae.
p

are satisfied. Then there exists
—| E/ (dz) = X, f E| Fy(z) A (dz), (13)
where Ej, is the expectation with respect to measure P}).

Proof. By definition for any function H : ANg — € we always have

/ H(n)Py(dn) = / H(n + 60)P}(dn),

N IN

50 [aq, 9(0—2®,(m), 2) Po(dm) in the left hand side of (9) can be alternatively expressed
as

[ 90 @, (n+ 8),2) Pl(dn) = /N gloo®,(n) + &;,2) Ph(dn)

= Ei)g(a,sz + 6., )

The rest follows the lines of the proof of Assertion 2.

Since the intensity measure A,A; of the point process IV, vanishes as p | 0, one may

expect that
11{1& 9(o_z®,(n) + 65, 2) = g(ba, )
p

for almost all n € A}, the situation which is actually often observed in practice.

This is summarized in the following corollary.

Corollary 2 Suppose that conditions of Assertion 3 hold for fo(n,z) = g(6,,z). Then

d E / N,(dz) = b / 9(6,,2) Ay (dz) (14)

INRIA



Perturbation Analysis of Functionals of Random Measures 15

3.3 Functionals of the Form G(N,)

Suppose we are given some measurable function G : A3 +— C and we are interested in the
asymptotic behavior of EG(N,). Functionals of the form [ g(N,, z)N,(dz) studied before
seem to be just a particular case of functionals of a general form G(N,), but fortunately,
there exists a construction, first used in Mecke (1967), allowing one to reduce the latter
to what precedes.

For this, introduce a function A : F X A3 — R such that [ph(n,z)n(dz) = 1 for any
n € Nj. Then obviously G(N,) = [z K(N,,z)G(N,)N,(dz) and we can use our previous
results.

The simplest choice of such a function A is as follows: let z1(n) denote a point of the
support of n such that |z;| > |z1(n)| for all z; € suppn, where |z| = pp(z,0). If there
are several such points in suppn, x1(n) may be taken to be any of them. In other words,
z1(n) is the point of n which is the closest to 0. Now set

h(n, ) = Lz )} (@) (15)

Remark 4 Let n = éy + X 0,, be a simple counting measure with a point in 0. Since
O_on = 84 + Y 64,4, then h(o_,n,z) = 1 for all z such that |z| = |z — 0| < |z + ;| =
|z — (—;)| for all i. The set of those z is known as the open Voronoi cell with nucleus
0 of the point pattern —n = §y + X §_,,. By the same argument, h(c_,n,z) = 0 for all
z outside the closed Voronoi cell V(—n) defined similarly by replacing < by < above.
Thus h(o_,n,z) is bounded from above by 1y (_,)(z); in addition, it coincides with this
function with the possible exception of boundary points. Therefore, we have the following
formula, which generalizes well known formulae on the real line which seems to appear
first in Kerstan et al. (1974), p. 164:

E[G(N)] = AE, / G(o_.N)A(dz). (16)

V(-N)

Assertion 4 Given a function G : N — C, suppose that the following conditions are
satisfied:

(A') the function |¢,(a)| is monotone in p and tends to infinity for all a # 0. In addition,
there exists a right derivative % /\p|p:+0 = Ay;

(B') lim, |y G(®,(n)) =0 P — a.s.

(C') the functionals f,(n,z) = G(0_s®,(n))1v(—a,m)(z) : NgxF — C are uniformly
Py X Aq-integrable;
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16 F. Baccelli, M. Klein and S. Zuyev

(D)) there exists a measurable function fo(n,z) (i.e. a C-valued random process Fy(z) =

fo(+,z)) such that

liﬁ)l G(o_.®,(n) +6,) = fo(n,z) PyxAi—a.e.
p

Then there exists

d / !
3| EBGW,) =X /F Ey Fo(z) Ax(dz) (17)

p==+0

Proof. 1t is sufficient to show that the conditions of Assertion 3 are fulfilled for the
function h(n, z)G(n). First of all, condition (A’) implies condition (A), since for all balls
B C F centered at 0 and P-almost all n, ®,(n)(B) is monotone decreasing and equal to
zero for all p small enough. Therefore, by monotone convergence, there exists a limit of

A, = E®,(n)(B)/A1(B) equal to 0.

Condition (B') implies condition (B) for the function h(n, z)G(n) since |h(n,z)| < 1, and
(C") is just equivalent to (C).

Finally we have to show that h,f, — fo P} xA;—a.e., where h,(n,z) = h(oc_,®,(n) +
6uy2) = h(o_,®,(n + &),z). From (A4"), ®,(n)(U) = 0 P} a.s., for all p small enough.
Thus by Remark 4, h, tends to 1 P} x A;—a.e., and hence (D)) implies (Dy ). Assertion

3 can now be applied to the function g(n, z) = h(n, 2)G(n), that completes the proof.
O

Remark 5 As the considerations above show, the monotonicity in Condition (A’) can
be replaced by the uniform integrability of the random variables ®,(N)(B) = N,(B) for
some measurable B with 0 < A(B) < oo.

The usual situation is when fo(n,z) = G(8,). In this case we have:

Corollary 3 Suppose that the conditions of Assertion 4 hold for the function fy(n,z) =
G(6;). Then
d
| EG(@,(m) = X [ 6(8) u(da) (18)
dp| _ F
p=+0

INRIA



Perturbation Analysis of Functionals of Random Measures 17

3.4 Marked Point Processes

Mathematical background of the theory of marked point processes which we consider in
this section can be found e.g. in Kerstan et.al.(1982), Chapters 6 and 11, or less formally
in Stoyan(1987), Chapter 4.

Suppose that each point a of the support of a simple counting measure N can be repre-
sented as a pair a = (a*, k), where a* describes ”position” and k ”mark” of the point a*.
Thus the phase space of marked process N is given as a product £ = E*XK of a position
space E* and a mark space K. [E*,Bg«,+] is supposed to be an Abelian o-group and
[K, Bg| a Polish space with its Borel o-algebra.

A flow 7, = 7,« acts on the position space transforming a set B x L into (B + a*) X L,
B € Bg+, L € Bg.

Suppose that the image space F is also a product F*xK, where [F*, Bp., +] is an Abelian
o-group and K is the same mark space. Let ¢} be a family of isomorphisms of the groups
E* and F*. Define a bijection ¢, : E +— F as ¢* X identityg.

Consider a marked point process N, which is stationary with respect to the flow 7.
Then we can get the following representation for the intensity measure of the process
N,: Ay(dz) = A,Aj(dz*)Q(dk), where A, is some positive constant, Aj(dz*) is a Haar
measure on [F, +] and Q(dk) is the so called the Palm mark distribution (cf. Kerstan et
al. (1982), p.206). Substituting the last expression into (14) we get

Corollary 4 Suppose, that the conditions of Assertion 3 are fulfilled for the function
fo(n,z) = fo(n,z*, k) = g(6(z= ), x*, k). Then

l E/ (N, z*, k) N,(d[z*,K]) = Ag./lmg(é(z*vk),:c*,k)Q(dk)AT(d:v*)

= X [ Boglte-mya’sx) Ai(da’).  (19)

Similarly (18) gives

Corollary 5 Suppose that the conditions of Assertion 4 are fulfilled for the function
fO(n7$) = fO(n’m*ak) = G(§(2*7k))' Then

d

3| BOW,) = X [ Ol6u-u) Qak)A;(da)

p=+0

Y /F By G(6(0 ) Al(da*). (20)
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18 F. Baccelli, M. Klein and S. Zuyev

This formula first appeared in Baccelli & Brémaud (1993) for stationary processes on the
line R(= E = F) and dilations with coefficient p~! as transformations ¢,.

4 Perturbation Analysis Formulae

In this section we study the behavior of the expectation of a random process T which
is perturbed by a light "noise” process ®, independent of T. Conditioning on T, we can
write the first term of the expansion for the expectation using light traffic formulae.

Let T be a random measure on [F, M| with distribution P* which is independent of
the process M,. The probability space of the random measure T will be assumed to be
the canonical space My, and we will take Y(y) = v for all v € Mp. ET will stand for
the expectation with respect to PY. Consider a function G : Mp +— C satisfying the
following properties:

(B") there exists lim, o EY[G(y + ®,(n)) — G(7)] = 0 for P-almost all n;

(C") the functionals f,(n,z) = Ex[G(y+0_:®,(n)) — G(7)|lv(=a,m)(z) : NgxF —C
are uniformly P x A;-integrable;

(D) there exists
lim Ev[G(y +0_,®,(n) + 6,) — G(7)] = Ex[G(y + &,) — G(7)] Py x A1 —a.e.

Assertion 5 (Perturbation analysis formula) Suppose condition (A') of Assertion j and
conditions (B"), (C") and (D)) above are fulfilled. Then

d

| EXE)G(Y 4 N,) = X BT /F [G(T +6,) — G(T) Ar(dz) (21

p=+0

4.1 Applications

Recall that a family f,(z) of functions on a measurable space [Z, v/] is uniformly integrable
iff the following two conditions hold:

(I) For any ¢ > 0 there exists §6 > 0 such that for any measurable set V' we have

/ fo(2)dv < ¢ for all p provided v(V') < 6;
14
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(IT) For any ¢ > 0 there exists a measurable set K, such that v(K,) < oo and

/ fo(2)dv < ¢ for all p
Ke

(see e.g. Dunford & Schwartz (1988), p.150).

Both conditions are fulfilled if the family of functions is monotone or dominated by an
integrable function - the most frequent cases in practice. Condition (I) is obviously valid
if the functions g(m, z) of Assertions 2 and 3 or the function G(n) of Assertions 4 and 5
are bounded.

In the considered cases, the measure on the function space is the product of a probability
measure and the locally finite intensity measure Ay on Bp. Therefore condition (II) holds
whenever it is fulfilled for sets of the form (Probability space)x K., where K, € Bp such
that Ay(K;) < oo.

Example 1 Finite Range Functions

Suppose that the function G : Nz — C only depends on the configuration of the random
measure within a bounded set (possibly random). Specifically, we assume that there exists
an almost surely finite non-negative random variable r : N7 — IR, which posesses the
following properties:

1. 7(n) < r(n') for any n, n’ € A such that suppn’ C suppn;

2. r(n|pw)) = r(n), where n|p(,) denotes the restriction of n to the set B(n) — the
closed ball of radius r(n) centered at the origin (by definition n|p(U) = n(BNU)
for any U € Bp).

We call G a finite range function if
3. G(n') = G(n), whenever n|p@) = /| p@).
Note that n|pm) = n'|pw) and 2) yield 7(n) = r(n|pw)) = 7(n|pw) = 7(n’) and hence

B(n) = B(n') for such n, n'.

As it can be shown, the second property is equivalent to say that the random ball B(N)
is a stopping set, and the third property means in fact that the function GG is measurable
with respect to the stopping o-algebra.
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20 F. Baccelli, M. Klein and S. Zuyev

Assertion 6 Suppose condition (A') of Assertion 4 is fulfilled. Suppose also that the
finite range function G : Np — C is such that |G(n)| < M for some positive constant
M. If in addition ETA;(B(Y)) < oo, then

d

i (ETxE)G(T + N,) = X, ET/ [G(T +6,) — G(T)] Ay(dz)  (22)

p=+0 B(T)

Proof. We show that the conditions of Assertion 5 are satisfied. Conditions (B") and (D")
hold by bounded convergence. To show condition (C") it is sufficient to find a bound for
the function

jp(')’a n, '73) = [G(7 + J—z(bp(n)) - G(7)] 1V(f‘1),;(n))('77)

which is uniform in p and integrable with respect to PY x Py x A;.

By properties 1) and 3) of the variable 7(N) this function differs from 0 only for  such
that o_,®,(n)(B(y)) > 0. Note that if n = 3, 6,,, then 0_,®,(n) = 3, 64, (2,)+2, SO that
o_®,(n)(B(y)) > 0 iff z belongs to the set

U{B — & (z:)}

Our last step consists in proving that
ﬂU{B — ¢,(zi)} € B(7),

where V(—®,(n)) denotes the Voronoi cell of the point 0 of —®,(n) (see Remark 4).

Since we consider condition (C”) under the Palm measure Py, n and hence ®,(n) have
a point in 0, which will be denoted z. Let C; = V(—®,(n)) N{B(y) — ¢,(x;)}. Then
Cy C B(y) Py —a.s. If z € C; for some i # 0, then z belongs both to V(—®,(n)) and to
the ball of radius r(-y) and center —¢,(z;); so |z| < |z + ¢,(z;)| and |z + ¢,(z;)| < r(7).
Therefore |z| < r(y) and consequently z € B(7).

Thus we can bound |j,(v, n, )| from above by the function 2M1p(,)(z) independent of p,
which is PYxPyxA;-integrable in view of EYA;(B(T)) < oo, and consequently, condition
(C") also holds. Finally, we have used the finite range assumption on G to replace the
integral on F' in (21) by an integral on B(Y), which leads to (22).

O

Example 2 Poisson Processes.

Consider a bounded function G(m) depending only on the restriction m|x of the measure
m on some compact set K € Br independent of m.
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Let T and N be two independent homogeneous Poisson processes in IR? of intensities
and 1 respectively. Consider a process N, which is the result of a dilation of the process IV
with the center 0 and coefficient p~'/9. Then the process N, is Poisson of intensity p and
d
%‘p:—l—o
%. Having applied now Assertion 6 to the function G, the perturbation analysis formula
(22) becomes:

T+ N, is Poisson of intensity A+ p. The derivative now corresponds to derivative

é%mmn:EAmwymg—qmﬂm (23)
This formula was proved in Mpgller & Zuyev (1994) in more general settings, where ex-
pressions for higher order derivatives of Poisson process are also given. If the function G
is the indicator function of some event, then we obtain the so called Russo formula for
Poisson process, first proved in Zuyev (1992) (see also Zuyev (1993) for geometrical appli-
cations of this formula). In some sense it is similar to the formula first appeared in Russo
(1981) for Bernoulli fields on a finite set, which expresses derivatives of probabilities of
monotone events with respect to the Bernoulli measure parameter.

Formula (23) can be generalized to the class of infinitely divisible point processes, which
are known to possess a Poisson cluster representation (see e.g. Daley & Vere-Jones (1988),
chapter 8.4). Clusters here can be considered as independent marks and we can apply
formula (19) to extend the perturbation analysis formula to this case (see Myller & Zuyev

(1994)).

The following example focuses on statistical applications of the perturbation formulae to
Voronoi tesselations. Basic definitions and a comprehensive bibliography on tesselations

can be found in Okabe et al. (1992) and Mpller (1994).

In the sequel, the state spaces are E = F = R shifts 7, and o, are translations
of parameter z, ¢, are dilations with parameter p~1/4. Such a choice of the dilation
parameter gives A, = pA, where A is the Lebesgue measure in Re. Let T = Yiz1 b,
denote a simple stationary and ergodic point process on IR?, defined on the probability
space (£, F), with finite intensity A. We take for the distribution of the process T its
Palm probability measure P on Q.

For any point pattern N = N(w) = ¥,_; 6, on R% let V;(N) denote the Voronoi cell
associated with point z; and let V(IV) denote the (closed) cell which contains 0. This
notation is consistent with that of Remark 4 in the particular case when N({0}) = 1. Let
W(N) be the Voronoi flower (or the fundamental region) of the cell V(N). By definition,
the flower W(N) is the set of locations z in the space such that adding a point at this
location changes V(IV), namely V(N +6,) # V(N). It is the union of balls having point
0 and d points of supp IV on their boundaries and no other such point inside. Finally, let
B(N) be the smallest ball of center 0 containing W(N). Figure 2 shows a typical Voronoi
cell (dashed) and its corresponding flower (pale dashed) in the two-dimensional case.
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Figure 2

Example 3 Perturbation FEstimators for Functionals of a Voronoi Cell.

Let (V') be a certain geometric characteristic of the bounded polygon V, like for instance
its volume, the number of its vertices etc. and let G(V') be some bounded function of
v(V'). This could for instance be:

o G(V)=-exp(itv(V)), where t € R;
o G(V)=-exp(—sv(V)), where s € Ry;
o G(V)=1p0)(v(V)), where z € Ry.

Let N be another stationary point process, independent of T, and of intensity 1. We are
interested in estimating

d

D= —
dp

(Eg xEY) G(V(T + NV,)), (24)

1/d of N. As we saw

where N, denotes the result of the RZ-dilation with parameter p~
in Example 2, for Poisson processes and with some modifications for infinitely divisible

processes the quantity D gives the derivative with respect to the intensity of the original
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process Y. However in practice one may expect that it also provides an approximation to
the derivative for a wider class of point processes, not having "too strong” dependence
between points.

Assume, that ETA(B(T)) < co. Then the conditions of Assertion 6 are satisfied and we
can rewrite the RHS of (22) as

B { AV OO gy o GOV (T +60) - GO/ (0 e

= Eo {AW(YT))[G(V(T + 6v)) — G(V(T)]},

where U is uniformly distributed in W(7Y) random variable and E, is expectation with
respect to the semi-direct product of the distribution PJ(dy) of T and the uniform
probability measure on W (7).

Note here, that Ey can be regarded as the Palm distribution of another point process
T say, constructed as follows: first we take a realization of the process T and then we
add independent random variables U; in each flower W;(Y) associated with a point z; of
supp Y. More formally, T is a stationary cluster process in the phase space X = R?x
Z. .(R?)", with the center process T, defined according to the rule: to each realization
> 6, of T there corresponds a realization Y, 6,, on X', where y; = (z;,n,;y,...,T;,)
describing the number n and positions of those points z;,,...,x; € supp T contributing
to the structure of W;(Y). The component process associated with a point y; reproduces
the point y; itself and adds a new point (U;,0) in & with U; uniformly distributed in
Wiz 2, .., 2,) = W;(T) (for the definition of a cluster process cf. Daley & Vere-Jones
(1988), Chapter 8.2).

Remind that the process T is assumed to be ergodic, so is the center process Y. since
they are defined on the same probability space. Now we use the result of Westcott (1971)
(see also Statement 7.1.4 of Kerstan et al. (1982)) to conclude, that the cluster process T
is also ergodic in its turn and hence a direct application of the pointwise ergodic theorem

gives the following estimator for D:

—~ 1
Dr =
= XA(Bg)

> AWM [GVAT + 61.)) — GVi(T))], (25)

z;Esupp YNBR

where Bp denotes deterministic ball of radius R centered at 0. (cf. Daley & Vere-Jones
(1988), Chapter 12.4 for ergodic theorems).

The geometrical algorithm for computing this estimator is exemplified in Figure 3.
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Figure 3
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