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Stabilité d’un modeéle de polling
a plan de travail Markovien

C. Fricker® and M.R. Jaibi®*
a INRIA, Domaine de Voluceau, BP.105, 78153 Le Chesnay Cedex, France
b Tilburg University, P.O. Box 90153, 5000 LE Tilburg, The Netherlands.

Abstract

Nous établissons la condition nécessaire et suffisante de stabilité
d’un modele de polling avec le plan de travail Markovien suivant. Le
serveur sert les files selon une chaine de Markov bi-dimensionnelle,
dont la premiere composante indique la file & servir et la seconde la
politique de service a lui appliquer. Les politiques de services sont su-
posées “générales monotones”, ce qui recouvre les politiques usuelles.
Les arrivées aux files sont par groupes aux instants d’un processus de
Poisson ; les durées de service aux files et les durées des déplacements
entre files sont des suites indépendantes de variables indépendantes
équidistribuées. Les démonstrations sont basées sur une propriéte de
monotonie stochastique du systéme.

*This work was supported in part by a Fellowship of the Netherlands Organization for
Scientific Research NWO-ECOZOEK.
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b Tilburg University, P.O. Box 90153, 5000 LE Tilburg, The Netherlands.

Abstract

The necessary and sufficient condition for the stability of a polling model with
the following Markovian scheme is established. The server attends to the queues
according to a bi-dimensional Markov chain of which the first component indicates
the queue to serve and the second the service policy to apply. The service policies
are general monotonic and cover the usual ones. Batch arrivals to the queues oc-
cur at Poisson instants, the service times in the queues and the switchiover times
between the queues are independent i.i.d. sequences. The proofs are based on a
stochastic monotonicity property of the system. '
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1 Introduction and model description

A polling system, several queues attended to by a single server, is a model of distributed
multiqueue systems sharing a single resource. There are many examples in communica-
tion, computer, production and road-traffic systems. A survey of the extensive literature
on the subject is given in [9].

The main specifications of a polling model are the order in which theserver attends to
the queues, the service policies that are applied (a policy specifies the customers that are
or may be served.in a service period), and the statistical assumptions on the arrivals to
the queues, the required service times and the switchover times of the server between the
queues. One of the fundamental issues is then the derivation of the stability conditions.
In two recent papers, this is done by different approaches for the following specifications:
[4] for the periodic routing and general monotonic service policies, [2] for the Markovian
routing and a fixed limited gated service policy at each queue, both with arrivals at
Poisson times and independent sequences of i.i.d. service times and switchover times.
(See also [1, 3, 5, 6, 7]). In this paper we apply the approach based on monotonicity
arguments used in {4] to derive the necessary and sufficient condition for the stability of
the model where the server attends to the queues according to a bi-dimensional Markov
chain of which the first component indicates the queue to serve and the second the service
policy to apply. The service policies are general monotonic, as specified below, and cover
the usual ones like for example the exhaustive and the gated policies in their pure and in
their limited versions. This scheme generalizes those in the two papers mentioned above.
The randomization of the selection of the service policies and the fact that this selection
affects the subsequent scheme may be interesting features for optimization purposes.

The polling system is composed of ¢ queues, labelled 1 through c, successively visited
by the server. A sequence of § general monotonic service policies, referred to by f
through fs and not necessarily mutually different, specifies the possible service policies.
The working scheme of the server is determined by a Markov chain (X,, Y,), with values
in {1,...,¢} x {1,...,8}, transition matrix (r(; ) (k.5)) and unique invariant distribution
(PG)) PGy 2 0, ZaPliw) > 00 E(j0)Piay) = 1), where (Xn,Y,) = (j, ) means
that visit n is to queue 7 according to policy f,. At completion of visit n, a transition
from (7, a) to (k,3) induces a switchover time s(; ) (k,3)» Of the server. The sequence
(S(,a),(k,8)n)n 18 1.1.d. with finite mean S(; .y k0 = 0 and a general distribution. The
expected stationary switchover time per visit, when (X,,Y,) is stationary, is thus S =
E i) (k.8) PUra) T (i) (k,8) O (5,0),(k,8) @nd is assumed to be positive. Customers arrive to
the queues in groups of i.i.d. joint sizes at the instants of a Poisson process (when the
group sizes add up to unity, the arrival processes are independent Poisson processes).
The arrival process N; to queue j is thus compound Poisson with arrival rate A; =
E(N;(0,1]) > 0, where N;(u,v] is the number of arrivals in the time interval (u,v]. The
service times (0"),, required in queue j are i.i.d. with a general distribution and finite
mean ;. For each 7 we assume p; = A;0; < 1 to ensure the stability of queue 5 when
it operates as a standard M/G/1 queue in isolation. The Markov chain (X,, Y,)., the
sequences of switchover times and of service times and the arrival process are assumed
to be mutually independent.

Under the above assumptions, we prove that the polling system is stable, i.e. it admits



a stationary regime with integrable regeneration times, if and only if

A _
C: + max ( J ) S<«<l1
P\ T3 pom E(Fo)

where p = 377_, p; is the total traffic load of the system, E(F°*) is the maximum
expected number of served customers in a service period according to policy f, and is
defined below (0 < E(F°*) < oo and, by convention, 0 x oo = 0 and A;/o0 = 0) and
thus 3% _, p(je) E(F®*) is the maximum expected number of served customers in queue
J per visit when (X,,Y;) is stationary.

A general monotonic service policy and the associated maximum expected number of
served customers are defined as follows. Let a service policy be applied to a queue with
a compound Poisson arrival process N with rate A, and i.i.d. service times (¢'); with
mean 0. We describe a service period started with = customers by
the (random) number f(z) of customers served in the period,
the duration v(z) of the period, and
the queue length o(x) at the end of the period.

The policy is general monotonic if the following three properties hold First, there is
work-conservation, so that

/(=)

>,
=1

p(z) = z - f(z)+ N(0,v(z)],

<
L~
8
~—
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with f(0) = v(0) = ¢(0) = 0. Second, the selection of a customer for service is done
independently of its particular service time and of the past up to the start of the service
period. Thus the distribution of (f,v,y) does not depend on the order in which the
customers are served, and Wald’s formula applies to calculate the expectations:

E(v(z)) = oE(f(z)),
E(N(0,v(z)]) = AcE(f(z)).

By these two properties, the distribution of (f,v,¢) is uniquely generated by and char-
acterizes the policy. Third, the policy is monotonic in the sense that as the queue size
grows, the number of customers served in a service period grows stochastically, but such
that the number of customers left at the end of the period grows stochastically as well.
In other terms,

(f(z),p(x)) s <4-monotone in x

where <j-monotone refers to the stochastic monotonicity or monotonicity in distribution
(cf. [8]). It follows that (f(z),v(x),(z)) is <4-monotone in x and that, as z goes to oo,
(f(z),v(x)) converges in distribution to a (possibly degenerate) random vector (F*, V*),
and obviously (f(z),v(z)) <q (F*,V*)for any x. In fact, F* and V* would be the number
of customers served in a service period and the duration of the service period if there were
infinitely many customers waiting at the start of the service period, respectively, with



E(V*) = UE(F‘) < o0. The integrability of these stochastic bounds play.s an important
role in the analysis and leads to the following classification of the service policy to which
we refer by policy f:

Policy f is said to be of limited type if its bounds F* and V* are integrable, and of
unlimited type otherwise.

The three properties are satisfied by the usual policies. The exhaustive policy, for which
f(z) is the number of customers served until the queue is emptied, and the gated policy,
for which f(z) = x, are of unlimited type, both with F* = co. The limited versions
of these policies, where the server cannot serve more than a (random) number L of
customers in a service period, admit the bound F* = L. When L has a geometric
distribution, we have the Bernoulli versions which are of limited type. Other examples
are the decrementing policies and the time limited policy without preemption which are
easily classified (cf. [4]).

The paper is organized as follows. In section 2, the monotonicity property of the
system is exhibited. The stability condition is established and some extensions of the
result are stated in section 3.

2 Moﬁotonicity

Let T, (n > 1) be the n-th polling time, the time at which the n-th visit starts (71 = 0).
Let Q;(T,) be the number of customers in queue j at time T, and

A{n = (QI(TH)’ R Qc(Tﬂ))

We use the shorthand notation @, = Qx,(7,) for the queue X,, served in visit n and s,
for the n-th switchover time s(x, v,.)(X.41.Yas1)m- L he characteristics of visit n are

the number F, of served customers,

the duration V,, of the visit, and

the number ®,, of customers left in queue X, at the end of the visit.

These quantities satisfy

Tn+l - Tn = Vn + Sn, (1)

Qi(Tat1) = Qi(Tn) = Niy(To,To + Vi + 2] — Fr 4 x,, (2)

where §; 4 is the Kronecker symbol. By the Poisson and independence assumptions and
by the properties imposed on the service policies, the sequence (X, Y,, M,,),, is a Markov
chain which is irreducible on {(7, @), pj0) > 0} x IN°. The conditional distribution of

(Fn, Vi, @5) given (X5, Y,) = (4, ) and @Q,, = z is the distribution of ( fo(2), va(z), pa(z))
generated by policy f,, i.e.

(Frs Vi, @2) |xozivumoi@ner = (fol2), va(2), @a(z)).

Moreover

E(l{.\',.=j}‘/n) = ajE(l{Xn=j}Fn)’ (3)
E(lix, =y Ne(Tn, T + |74)] /\kUjE(l{x"=j}Fn). (4)



Let (V(j,a)n)n be the successive passages of (X ,Y)) to (j, ), or visits to queue j
according to policy f.. A (J,a)-cycle is the period of time between two consecutive
visits to (j, ). We assume without loss of generality that p; ;) > 0 and we mainly
consider (1,1)-cycles. In that case, we omit the reference to (1,1) and write v, in place
of ¥(1,1),n. When necessary, the calculations and results are adapted in a straightforward

way to (j,a)-cycles. Thus, cycle n takes place between instants T,, and T,,,,. The
number Gj,, of customers served in queue j in cycle n is
Uns1—1
> lix= B,
l=vn
and
U"+1*l
Tu,,.H _Tu,. = Z (‘/I+sl)a
I=vn
Qj(TVn+l) - QJ(TVn) = Nj(T"n? T"n+l] - ijn' (5)

The restricted Markov chain (M, ), is hdmogeneous, aperiodic and irreducible on IV¢
and satisfies the following crucial monotonicity property.

Propo-sition 1 Suppose (X1,Y:) = (1,1) and M; = (0,...,0). Then (M,,), is <q-
monotone. For each j, E(G;,) is non-decreasing in n and is bounded by

~.
Gi

Remarks. 1. G‘ is the maximum expected number of customers that can be served in
queue j in a cycle Note that G’ = oo if, for one a such that p(;q) > 0, policy f, is of
unlimited type (E(F**) = 00). Othe1w1se G < oo (by convention, 0 x co = 0).

2. For (7, a)-cycles, Proposition 1 states that if (X1, Y1) = (3,@) and M, = (0,...,0),
then (M, .)n is <4-monotone and for each k, the expected number E(Gy,(ja)n) Of
customers served in queue k in (7, a)-cycle n is non-decreasing in n and is bounded by

ZPM

P(io) g=1

Gl i) =

Proof. Let f(j,a),(k,m be the operator defined by
ﬂ(j.a),(k.ﬁ)h'(m) E(h‘( n+1 l Xn - ]»Yn = a, Xn+l - k Yn+l ,33 Mn = m)

where m = (m,,...,m.) € IN® and h is any real function defined on IN¢ for which
" the expectation exists. We first prove that m(;q4) k8 is <4q-monotone, which holds if
T(j,a)(k,8)P 18 <-monotone when A is <-monotone, where < refers to the componentwise
partial order on IN¢ (cf [8]). For notational ease, consider m(; o) (k5. From equations
( 1)-( 2) and by the Poisson.and independence assumptions, we have

T(1,a)(kB)YR(TN /d s(1.01. (k) ()
E (h (@a(m1) + Ni(va(m1),va(m1) + s}, m2 + Na(0, va(m1) + 5], .

)



because the conditional distributions of (V},, ®,) and of s, given {X,, = 1, Y, = o, X;4q =
k,Yoq1 = B, M, = m} are those of (va(1m1), pa(m1)) and $(1,a),(k,8), Tespectively. The
argument of the function h is <j-monotone in m because it is the sum of two indepen-
dent random vectors which are < -monotone: (@,(m1), ma + No(0,v,(m1)],...) because
(fas Var®a) is <g-monotone and (Ni(va(mi),va(mi) + s), No(va(mi), va(mi) + s,...)
because its distribution does not depend on m. Thus m(; )&k is <-monotone if A is
<-monotone, where < refers to the componentwise partial order on INV°. It implies that
T(1,0),(k,8) 18 <gq-monotone, and so is 7(; ) k,3) for each j. Consider now the transition
operator 7 of the Markov chain (M, ),. It is the weighted average, calculated over all
possible trajectories of (X,Y)) in a cycle, of products of elementary operators m(; q),(x.5)»
and is thus <g-monotone. Consequently, if M, <4 M, ,,, then M, , <4 M, ... On
the other hand, if (X1,Y1) =(1,1) and M, = M,, = (0,...,0), obviously M,, <, M,,.
By immediate induction, (M,,), is <4-monotone. '

The second assertion follows by a coupling argument. Consider two versions of the
polling system such that M; <; M,. Consider the first cycle of each version coupled by
the same trajectories of (X ,Y): the queues are served in the same order according to
the same policies. Let A,z ) = {v2 = m, (X, Y1) = (z1,3),1 £ 1 < m} be a possible
trajectory. Given A,, . ), for each [ < m we have M, |4, s, o Sd M, |Am( , because
the operators m(; o), (k,5) are <g4-monotone. Because the service policies are monotomc,
the inequality holds in distribution and thus in expectation for the respective numbers

of served customers: E(F; | Ap ;. 4)) < < E(F| A, (z..v.))- On the other hand,
m-1 ’
E(Gj1) = 3 PlAmea) 2 20 B(lixy=Gen FilAm,e.0));
m,(z.,y.) a=1 {=1

and it easily follows that E(Gj,1) < E(G,,). Moreover, for | < m

E(lyx,v)=G.an FilAm iz v)) < E(Lyx, v)=G.0} Amy ) ) E(F).

Thus
5§ m-1
E(G;1) £ 3 PlAms) 2 20 E(lixuv=Giany | Amie.u) E(F)
(x v.) a=1 I=1
vy —1
< ZE(Z Lix,=iv=a)) E(FT)
a=1

— Z P(],a) E(Fom)
a=1 P(1.1)

= G;‘
whatever the distribution of M, is. Now, in the system, the trajectories of (X ,Y.) within

different cycles are independent. Thus, by the coupling arguments above, M,, <ua M, .,

implies that F(G;.) < F(Gja41) and E(G;,) is bounded by G;. O

We now define subsystems of the polling sy'stem obtained by the saturation of some



queues. Without loss of generality, we suppose from here on that the ¢ queues are num-
bered such that: ]

- the queues 1,...,b are eventually served according to a policy of unlimited type ,

- the queues b+ 1,...,c are always served according to policies of limited type and are
numbered such that X;/ Y5 _, p.a) E(F°") is non-decreasing in j.

Thus we have j < b iff there exists a such that p(;,) > 0 and policy f, is of unlimited
type, and in that case \;/ Y% _, pj.) E(F®*) = 0. The cases b = 0 or b = ¢, where all
policies are of the same type, are not excluded.

A queue is said to be saturated if there are infinitely many customers waiting in it.
If queue 5 with j < b is saturated at time 0, the duration of the first visit according to
a service policy of unlimited type is non-integrable if not infinite: this will be seen to
exclude stability. If ; > b, only policies of limited type are involved in the service of
queue j. At each visit to the queue, the number of served customers and the duration of
the visit have the distributions of the bounds of the applied service policy and are inte-
grable. Moreover, for each policy the durations of the visits are i.i.d. random variables,
independent of all quantities relative to the other queues'and of all switchover times, just
like the latter ones. Thus, queue j stays saturated for ever but the polling system works.
The others queues constitute now a polling (sub)system in which additional "switchover”
times result from the saturation of queue j. Several queues may be saturated as long as
no policy of unlimited type is involved.

Let S refer to the polling system. Let S¢ (b < e < ¢) be the subsystem formed
by the queues 1,...,e resulting from the saturation of the queues e + 1,...,¢, with
the same Markovian scheme (X,,Y,). More precisely, when X, = 3y < eand Y, = a,
queue j is served according to policy f, as in S. When X,, = 7 > eand Y, = @, no
queue of ¢ is served but the server is subject to two consecutive switchover times, V,**
having the distribution of the bound V** of policy f, followed by the switchover time s,,.
However, in order to facilitate the comparison of the subsystems, we keep the periods of
unavailability V,** separate from the original switchover times and we still consider their
beginnings as imaginary ”polling instants” of the polling system S°.

The state of subsystem S§¢ at the n-th polling instant T is given by the Markov chain
(Xn, Yo, M), where My, = (Q5(Ty),...,Q:T;)) and Q5(t) is the number of customers

in queue 7 in S¢ at time t. We have

l/"+1—l
r.-T, = ,Z (Lixica Vi + Lixsa V'™ + 51) (6)
Qi(Ty,,,) —QiTr) = Ni(T; . T; , ]-G;n  (F<e), (7)

where G, is the number of customers served in queue j in cycle n in §°. Our previous
calculations and results are easily adapted to S¢. In particular, if (X;,Y)) = (1,1) and
M; = (0,...,0), M is <4s-monotone and E(GS,) is non-decreasing and bounded by
C_;;. Moreover we have the following dominance property, where A9l¢ denotes the e first
components of a vector M9 having g > e components.

Lemma 1 For e < g both in {b,...,c}, S° dominates 89 in the sense that if M* <,
e then M3'e <, M¢ for all n. '

[



The proof is by coupling the two subsystemns by the same trajectories of (X ,Y.), as done
in the proof of Proposition 1, and it is provided for the case of deterministic periodic
(Xn,Ys) in [4]. It is therefore omitted.

3 Stability

The polling system is said to be stable if it admits a stationary regime with integrable
regeneration times. Our criterion is the existence of a proper stationary distribution for
the Markov chain (M,, ) such that the mean cycle time is finite.

Let us recall the condition stated in the introduction,

A
C: p + max ( J ) S <1,
1858e Z =1 PG, a)E(Fm)

where § = L (.0 (k:8) PG.o)T(ra) (k.8) S (5.ar) (,8) 18 the expected stationary switchover time
in §. For subsystem S¢, the total traffic load is p* = 3°5_, p;, the expected stationary
switchover time is

B ¢ § :
Se = S-i— Z O’kZp(k‘a)E(F

k=e+1 a=1
and the condition corresponding to C is

A _
ce: 5+ : Se < 1.
5 ) Plea) E(F=*)

Indeed, the queues have been numbered such that

Ae A;
5 BFen = B s ——
2 a=1P(e,a) ( ) <ige 3 =1 Pia) ( )

Moreover it is easy to see that C**! implies C* (b < e < ¢). Because 3 _, pj.m) E(F**) =
oo for 7 < b, C® reduces to p® < 1 and C¢ coincides with C.

By assumption, p; < 1 for 1 < j < c. It ensures the integrability of T3, Q%(Ty), F5
and V[ for all n and j. If we take the expectations in equations ( 6)- ( 7) and if we use

(3)-(4), we get

E(T;,, -T:) = Z o, E(Ge,) + S°, (8)

EB(QUT:,) - QUTS)) = (Z% +se)—E<G;,n), (9)

where 5S¢ = p('lly'l)ge is the mean of the total switchover time in a cycle in §¢. Under the
condition C¢, the mean numbers of served customers in §¢ do not reach their maxima and

the queue lengths do not converge in distribution to infinity, as shown by the following
lemmas.



I

Lemma 2 Suppose (X,,Y1) = (1,1) and M = (0,...,0). If .condition C® holds, then |

G; =b lim, 400 E(GS,) < G’; for each 7 < e, with G’; infinite for 3 < b and finite for
j>b.

Proof. We provide the proof for € = ¢ and omit the superscript. By Proposition 1, M,
is <4-monotone. Thus for each j and each n

E (Qi(Tuss) = Qi(T)) 2 0

which inserted in ( 9) provides

E(Gin) < A (z e B(Grn) + s) 1<j<e). (10)
k=1

If we multiply both sides by ¢; and sum up on j from 1 to b, we get

j=b+1

)ZU: <p ( Ec: UjE(Gj,n)+S) - (11)

By Proposition 1, G; = lim,, E(G;,) exists. If we take limits in ( 11), it is easy
to see that if Zg’ ,0;G; = 0o, then p* > 1 because the right hand side is bounded by
P (ZJ b1 053G + S) < oo. Thus * < 1 implies that G; < co = G for each j < b.
Moreover, inequalities ( 10) and ( 11) hold for the limits, and their combma.tlon provides

(l—ﬁb)éj S/\] ( Z O'kG'k-FS) (b <]SC)

k=b+1
When p < 1, which is implied by C, straightforward but tedious algebra leads to

1-p)G; <X | Y. aGi+ S (b<j<eo). (12)
k=341
Because Gy < G} = p('lfl)Zf,:lp(k'a)E(F”) by Proposition 1, for each b < j < ¢, the
corresponding inequality of ( 12) implies that

(1- ﬁj)éj < P(l 1) ( Z Ok Zp(k O,)E'(F"") + S)
k

"]+l a=1

= p(ll/\S

On the other hand, C, which holds by assumption, implies C’ which is equivalent to
287 < (1 = ) pagy G;- Thus G; < G for each j > b. O

Lemma 3 Suppose that condition C® holds, and that (X,,Y1) = (1,1) and M§ = (0,...,0).

Then, (QHT;,))n has a limit in distribution which is proper for j < b and is not concen-
trated at infinity forb< j <e.

1»
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Proof. Again we provide the proof for e = ¢ and omit the superscript.

Define ‘r}yn and T(lj,a),n as the [-th passages after v, of X, to j (irrespective of the
value of Y;) and of (X,,Y;) to (5, a), respectively (7!, = v;). Consider a stationary
event relative to the trajectory of (X ,Y)) in a cycle, and let A, be the event in cycle n
(P(A.) = P(A,) > 0). Because all visits to queue j after v, are counted by 7/, we have

Q;i(Tr ), 2 Q;(Tu) 14, (13)
and for each { > 0
Qi(T,1)1a, 2 (Qj(Tf;m) - FT;,") 14, o (14)

By Proposition 1, (Q;(7.,)). is <4q-monotone and therefore admits a limit in distribution
@; which may be degenerate. Because Q;(T,,) and A, are independent, the limit in
distribution of Q;(7,, )14, exists and satisfies

Jlim lim P(Q,(T.,) > 7, A2) = P(Q; = 00) P(As).
By (13),
Jim liminf P(Q;(T}1 ) > z, An) > P(Q; = 00)P(A,).

Let I; be the first / such that visit T ., occur according to a policy of unlimited type with
posmve probability (/; < oo iff 7 < b) and thus the visits 'r . With [ < l; occur according
to policies of limited type with probability one. Let L= {ﬂ fg is of lxmlted type}. Then,
if [; > 1,

(QJ(TT‘ ) F,

) =

= LY P(Fy, <ylQiTn) =z +y, A Yn =p)
peLy=1 ' ' '
P(Qi(Ty,) = +u,An Y, =B)

> S P(F* <y)P(QiTo ) = = +y, An Yo = f)
BeLy=2
> 522 P(F* < z)P(Qj(T,Jnm) >z 4z, A,)
for any z > 1. It follows that

lim liminf P(Q,(Ty )= Fpi >z, An) 2 inf P(FP* < 2)P(Q; = o) P(A,)
and, because lim,_,o, P(F?* < z) =1 for cach 3 € L, that
lim limnian(Qj(T,)”) ~Fa > A2 P(Q; = o0)P(A,).

By ( 14), the previous inequality holds for llmr lim inf, P(QJ(Tz ) > z, A,) and by
iteration, we have that for each [ < [;

lim lim inf P(Q;(T,x ) > 2, Ax) 2 P(Q; = 00) P(Ay). (15)
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On the other hand, for any (j, ) and any m,

B(Fip, ) 2 BUa@)P(QlTry, )22, An)

(SR (J a)n

and thus
liminf B (Fy, 14,) 2 liminf (E(fo(e)) liminf P (Q(Trp ) 2 2, Au)).(16)

Fix j < b. We have to prove that @, is proper. Suppose the opposite, i.e. P(Q; =
00) > 0. Without loss of generality, suppose that policy f; is of unlimited type and that
the event

! 1
AGayn = {Tj,'n = TG < Vni1}

has positive probability. For the events A; 1), anci for I = 1;, ( 15) provides
limlim inf P (Qj(T,(: Y ) >z, A(j,l),n) > 0
T n )
and ( 16) implies that
lim inf £ (F,(;} 'U’nl,,(,',)m) -

because lim; E(fi(z)) = E(F') = oo. But Gja > Fx

o gy, and thus G; =

lim, E(G;n) = co. This is not possible because G; < oo by Lemma 2. Thus, Q; is
proper for 3 < b.
Fix now j > b. By Lemma 2, G; < G;. Thus there exists v such that

”n+l-1
.. P, .
l“‘};‘“fE( 2 Fkl{(xk.m=(m)}) < ;:—J%E(F’ )
. k=vpn 1,1

with E(F”) < oo. Suppose QJ concentrated at infinity, i.e. P(Q; = oo) = 1. Consider

the events A(;j ) imn = {'r Ty < Un+1}, Which are such that

l/n+1—l
E ( Z Fkl{(xk: ,k)=(j,‘Y)}) Z E (] ) ]'A().-y),l,m,n)'

k=vn
By ( 15), which is now valid for any [ because here ; = oo,
lim liminf P(Q;(T: ) > 2, AGayima) 2 P(AGm)am)-
By ( 16),

llmme(F,m - lA(m)‘,'m'") > E(F"™)P(AGA)ima)-
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It implies that

Vn+l-1
lll’ILlnfE( Z Fkl{(Xk,Y,;)z(j;y)}) Z ZlimninfE(Ff(v;rﬂ)'nl,q(“’).l‘m.n) .

k=vn Im -
> E(F™) 3 P(AGmima)
“Im
— E(F'yt) P(i)
P(1,1)
This is a contradiction. Thus @; cannot be concentrated at infinity. O

The next theorem is our main result.

Theorem 2 Condition C is necessary and sufficient for the stability of the polling sys-
tem. '

Proof: The strategy of proof is as in [4]. First we prove the sufficiency. For each e, the
multidimensional Markov chain (M¢ ), is ergodic iff m® exists such that lim,_,., P(M; <
~ m?) > 0. On the other hand,

lim P(M;, <m®) >1- 3 lim P(Q(T},) = m})
. . k=1

n—00

and the sum on the right hand side can be made less than one if the limiting distribution
of Qi(Tfﬁ) is not concentrated at infinity for one k and is proper for the others.

We proceed by induction on the subsystems. First, consider S® with 3* < 1, (X},Y}) =
(1,1) and M} = (0,...,0). By Lemma 3, each component of M,',’n has a proper limit
in distribution. Thus M} is ergodic and converges in distribution to its stationary
distribution independently of the initial state. By Lemma 2, for each 3 < b, G’;’- < o0.
By equation (8), the mean cycle times converge monotonically to a finite limit. The
stationary cycle time is thus integrable. By standard arguments on Markov chains, the
system admits integrable regeneration times, for example the times of return of ijn to
(0,...,0). Hence C® is sufficient for the stability of S®.

Suppose now C¢~! sufficient for the stability of $¢~! and consider §¢ with (X,Y;) =.
(1,1) and M = (0,...,0) (e > b). Suppose that C® holds. It implies that C*~! holds
and, therefore, that (M£-1), converges to a proper limit in distribution independently
of the initial state. Because for each n Mgle~! <y M¢~! (Lemma 1), (Mele=1), admits
a proper limit in distribution too. By Lemma 3, the limit in distribution of Q¢(7} ),
the last component of M , is not concentrated at infinity. Thus M¢. is ergodic and, as
above, the stationary cycle time is integrable. Condition C¢ is sufficient for the stability
of §°. By induction, the proof of sufficiency is complete.

For the necessity, suppose S stable with (X, Y,, M,) stationary. Here we consider
cycles with respect to a state at which queue c is served, say (c,§) with ps > 0, and
adapt the previous calculations to {c,d)-cycles. The cycle times are stationary and are
integrable. Thus the mean number of customers served in queue j in (¢, §)-cycle n does
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not depend on n and is finite for each j, i.e. E(Gjc)n) = Gj(cs) < 00. From equation
( 5) transposed to (c,d)-cycles and for each j,

_GJ(C‘S)I <QJ( V(c&)?) QJ ”(c6)1)<N( U(cs)nTV(cs)z]

where both bounds are integrable. Thus (Qj(T,,(C_é),"))n is stationary with integrable
increments and, by Lemma 7 of [4], the increments have zero expectation:

(QJ( Y(c,8), n+1) QJ( V(C6)")) = 0.

This transforms ( 10) into the system of equations

S
P(c.$)

Gj,(c‘a) = /\j (Z Ukék,(c,s) + ) (1 <3< C) (17)
k=1

and ( 11) becomes

b _ c _ S"
- f’b) Z "'J'Gj.(c.ts) = pb ( Z "J'GJ'.(CJ) + ) :
1=1 :

j=b+] p(e,&)

Thus p* < 1 because the right hand side is positive. The proof is complete when b = c.
When b < ¢, we also get equalities in ( 12):

c =

- S .
(1- ) i(ed) = Aj ( Z kGl (c5) ) (b<j<o).

=j+1 p(c'J)

The last equation provides

S
Geresy = (1 =591
ey = ( )" s
On the other hand,
Vic,8),2—1
Gefedrt = Fuemy + 2= 20 Lxin)=(eon
B#S I=v(csyn

Because P(Qc(T,, ,) = 0) > 0 by the ergodicity of (M, ,)» and because policy f; is
of limited type (here b < c), E(F,,,) < E(F®) which implies that

Geted). < E(F)+ Y Pes) p( pom),
B#6 Plesd)

Thus,

5 .
(1 - ﬁc)_lAcS < Z P(c_g)E(Fﬁ')
B=1
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which is equivalent to condition C. 0

Remarks. 1. The mean stationary number of customers served in queue j per visit
is easily obtained from the solution of ( 17) and equals X;S/(1 ~ p).

2. As corollary, for each b < e < ¢, condition C¢ is necessary and sufficient for the
stability of polling (sub)system S°.

Examples 1. When (X,Y)) is deterministic periodic, the trajectory is a repeating
sequence of (#(7),7);=1,.,s where t(z) = j € {1,...,c} means that queue j is served ac-
cording to policy fi. Then, p(;i) equals 1/6 if j = t(:) and zero otherwise, and the
stability condition is

: )y
b O B Py ————— 1
P ( i E(Fﬂ*)) o<

where S = Z?=1 S(t(i),i),(t(i+1),i+1) 15 the mean switchover time in a cycle and where 7
indexes the a; visits to queue j in a cycle, i.e. t7'(j) = {j1,...,s,}. This is the
condition obtained in [4]. ) .
2. When X, i1s a Markov chain and Y, is a deterministic function of X,, we have the
Markovian routing with a fixed service policy for each queue, say f; for queue 5. Then
PGy > 0 iff fo = f; and the stability condition is

Aj -
6° x| —2—=—1] S<1.
FTIE (P(j.j)E(F’*)> <
When policy f; is a limited gated policy, f;(z) = min(z, L;) with E(L;) < oo, the con-
dition has been derived in [2].

The analysis allows to compare the queues in terms of stability in case of heavy
traffic. Suppose that the system is stable and that the arrival rates to the queues in- -
crease in the same proportion. Then, the order in which the queues become unstable
is the decreasing order Aj/Z‘f.:lp(j'a)E(F“‘), simultaneously in case of equality. The
analysis also allows to determine the local stability conditions of the queues, under which
they are stable even when the whole system is not. Indeed, the queues 1,...,b, are si-
multaneously stable or simultaneously unstable according to ° < 1 or not, respectively,
and queue j (5 > b) is stable if and only if

A g

7+ 57 < 1.
S5t PGsy) E(FB7)

When p® < 1 (if not, each queue is unstable), define x as the greatest e such that C®
holds. When k < ¢, i.e. the system is unstable, queues 1,...,x are stable while the
other queues are not. :
Finally, when each queue is eventually served according to a policy of unlimited type,
i.e. when b = ¢, the condition p* < 1 is also necessary and sufficient for the stability when
set-up times of the server are added: at each visit to a nonempty queue the server needs
an amount of time before starting to serve. Moreover the set-up times and the switchover
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times can be state-dependent in a stochastic monotonic way, for example monotonic in
the queue length at the polling time and in the number of served customers, respectively,
as long as they are stochastically dominated by an integrable random variable.

These results on local stability and on the model with set-up times are treated with
more details for the periodic polling model in {4] .
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