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Abstract: We show how the subtype relation of the well-known second-order polymorphic
system F< with bounded type quantification due to Cardelli, Wegner, Bruce, Longo, Curien,
Ghelli, proved undecidable by Pierce, can be interpreted in a (weak) monadic second-order
theory of one (Biichi), two (Rabin), several, or infinitely many successor functions. These
(W)SnS-interpretations show that undecidable F< possesses consistent decidable exten-
sions, i.e., F< is not essentially undecidable (Tarski, 1949).

We demonstrate an infinite class of “structural” decidable extensions of F<, which com-
bine traditional subtype inference rules with the above (W)SnS-interpretations. All these
extensions, which we call systems Ff"s, are still more powerful than F«, but less coarse
than the direct (W)SnS-interpretations: -

F< C F2™5 C (W)SnS-interpretations

The main distinctive features of systems F2"5 are: 1) decidability, 2) closure w.r.t.
transitivity; 3) structuredness, e.g., they never subtype a functional type to a universal one
or vice versa, 4) they all contain the powerful rule for subtyping boundedly quantified types:

'tmn < oy lNa<mn ko <mn
I' -(Va<oy.02) < (Va<m.m)

Key-words: second-order polymorphic typed A-calculus, subtyping, system F<, bounded
universal type quantification, parametric and inheritance polymorphisms, (un-)decidability,
essential undecidability, (weak) monadic second-order theory of several successor functions

(W)SnS.
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Extensions décidables
de la quantification bornée

Résumé : On montre comment la relation de sous-typage dans le systéme polymorphe
du second ordre F¢ avec la quantification de types bornée, introduit et développé par Car-
delli, Wegner, Bruce, Longo, Ghelli et prouvé indécidable par Pierce, peut étre interprétée
dans la logique monadique (faible) du second ordre & un (Biichi), & deux (Rabin), & plu-
sieurs, ou & un nombre infini de successeurs. Ces (W)SnS-interprétations montrent que
F< indécidable posséde des extensions décidables, c’est-a-dire, F'x n’est pas essentiellement
indécidable (Tarski, 1949).

On introduit ensuite une classe infinie d’extensions “structurelles” et décidables de F«
combinant des régles traditionnelles d’inférence de sous-types et des (W)SnS—interprétation_s
ci-dessus. Toutes ces extensions, appelées systémes F<S"S, sont plus puissantes que F¢ et
plus subtiles que les (W)SnS-interprétations directes :

Fe C F2™5 C (W)SnS-interpretations
Les caractérististiques les plus importantes des systéemes F2"° sont : 1) la décidabilité;
2) la cloture par rapport a la transitivité; 3) la structuration, c’est-a-dire, ils ne sous-typent
jamais un type fonctionnel & un type universel ou vice versa; 4) ils contiennent tous la régle
forte de sous-typage des types a quantification bornée :

'tmn < oy lNa<mnt o < mn
I' M(Va<oy.02) < (Va<m.m)

Mots-clé :  A-calcul polymorphe du second ordre, sous-typage, systéme F<, quantifica-
tion universelle bornée de types, polymorphisme paramétrique, polymorphisme d’héritage,
(in-)décidabilité, indécidabilité essentielle, théorie (faible) monadique du second ordre & plu-
sieurs successeurs (W)SnS.
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1 Introduction

The advantages and usefulness of strict typing disciplines in programming with static typing
and rigid compile-time type control have been widely accepted, studied, and advocated in
Software Engineering [Lei83, CW85, Car89, Mit90] since creation of Simula-67, Algol-68,
Pascal, Clu, Alphard, Modula, ML, Ada, etc. Typeful programming should be based on
powerful and, preferably, decidable type systems.

The system F'< is the polymorphic second-order typed A-calculus with subtyping, combining
the universal (or parametric) polymorphism of Girard’s system F' with Cardelli’s calculus
of subtyping (inheritance polymorphism [Car88]). Introduced in [CW85], later improved,
simplified, and investigated by many researchers [BL90, BTCCS91, CG92, Pie92, CP94,
CMMS94], the system F¢ serves a core calculus of type systems with subtyping and a
model to represent polymorphic and object-oriented features in programming languages.

F< is an extension of F' with subtyping. In addition to the usual functional and universal
type formation of F', the system F< allows one to form boundedly quantified types:

Va < bound . body. Such type is a function on types transforming any subtype o of a bound
into a type body[o/a]. As F< also contains the largest type T, the unbounded type quanti-
fication of F' is included as a particular case: Va < T .o.

The system F< consists of two components. The first one axiomatizes the subtyping relation
on types I' + o < 7 (1). The second one generates the typing relation I' + ¢ : o (2).
Both components interact by means of the rules as (Subsumption), allowing one to derive

I' Ft: rfrom (1) and (2) above.

In [Pie92] Pierce proved that already the subtyping component of F¢ is undecidable, and
hence the typing in Fc< is undecidable too. Using Ghelli’s example of divergence of Fe-
subtyping algorithm (mainly due to the subtle interaction between the quantifier rule (All)
above and transitivity), he succeeded to encode instances of the termination problem into
F<-subtyping judgments.

Given an undecidable theory 7" one usually tries to weaken it to get a decidable subtheory
Tgee € 1. Accordingly, attempts were made to restrict F< to get decidable subsystems. In
[CP94] the general quantifier rule (All) above was replaced by its weaker version:

'Frn <o Ta<TFo <mn
I' M Va<oy.02) < (Va<1.m)

(All-Top)

The resulting subsystem F] C F¢ is decidable.

In [KS92] a decidable subsystem of F< is obtained by restricting bounds in bounded quan-
tification to be T-free (with some relaxations to allow unbounded quantification).

For an undecidable theory T' there sometimes exists another possibility, to reinforce it (ins-
tead of weakening) in order to obtain a consistent decidable eztension Tg.. D T. This

RR n"RR-2309



4 Sergei Vorobyov

works only if T" is not essentially undecidable, i.e., possesses consistent decidable extensions

(A. Tarski, 1949, [TMR53]).

Curiously enough, F< appears to be undecidable, but not essentially [Vor94a], with infinitely
many nontrivial consistent decidable extensions. This reopens the possibility for obtaining
good decidable systems relative to Fi< without sacrificing the general quantifier rule (All)
or somehow restricting the form of bounds in bounded quantification.

The first infinite class of such extensions was introduced in [Vor94al], where it was shown
that there exist infinitely many ways to translate Fi<-subtyping judgments into formulas
of Rabin’s 82S. Each such translation maps the F¢-axioms to valid S2S-formulas, and
each F<-inference rule preserves validity with respect to any S2S-translation. It follows
that everything provable in Fc¢ is valid in any S2S-interpretation. Consequently, F'< is not
essentially undecidable; any $2S-translation is a consistent decidable extension of F'<. 828-
interpretations generahze for recursive types [Vor94b].

Precautions, however, should be taken concerning consistency. For theories based on predi-
cate calculus consistent means “do not prove everything”. For theories, which are not based
on predicate calculus, like F'<, consistent might mean “do not subtype any pair of types”
(weak consistency) or “do not subtype too many types” (strong consistency).

S2S-interpretations appeared to be weakly, but not strongly consistent. They are coarse in
the sense that they do not make fine distinction between differently structured types, and
subtype too many of them, which is undesirable in strict typing disciplines. In this paper we
remedy this drawback by combining our interpretations with the traditional Fi<-like subtype
inference rules. These rules guarantee the so-called “strict structural subtyping”, where the
subtype relation is defined by co(ntra)variant induction on type structure. This prevents us
from subtyping differently structured types, e.g., universal and functional ones.

The main idea of our systems F< 515 is that they disable the infinite alternations of appli-

cations of (All) and transitivity (the source of non-termination and undecidability of Fc,
[Pie92]). Instead, they prune proof tree branches, which may lead to infinite alternations, and
decide the remaining judgments by interpreting them in (W)SnS. Of course, as F< is unde-
cidable, and F¢ 515 are decidable extensions of F<, sometimes they accept F<-unprovable
Judgments But this is a reasonable price for attaining decidability.

The scenario of the presentation is the following. Section 2 recalls the system Fx. (Un)deci—
dability results concerning F< are listed in Section 3. Section 4 introduces systems F< sns
Section 5 describes the decision procedure. In Section 6 we show infinitely many ways to
interpret the subtype relation in any (W)SnS. Section 7 discusses the consistency of Fc sns,
In Section 8 we explain the rule inversion principle, the main tool of our proofs of the
inclusion F¢ C F<S”S and the transitivity of F« 515 n Sections 9 and 10 we show that
the inversion principle does not hold for SnS-interpretations, but holds for systems F< snS

In Sections 11, 12, and 13 we prove the inclusions F< C Ff"s C (W)SnS—interpretatzons

and the transitivity of all F<®™. Section 14 discusses further improvements of F<°™. In

Section 15 we sketch problen;s for future research. Appendices A and B contain the reference

INRIA
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material on second-order monadic theories and on Curien-Ghelli’s algorithmic variant of F<.
The proofs are collected in Appendix C.

In this paper we deal only with the subtyping relation. Combinations with typing and related
problems, like subject reduction [Vor941], typing proof normalization, the least type property
[Vor94c], strong normalization are in the course of study and will be considered elsewhere.

Added in Proof. In [Vor94e] we continued the study of decidable extensions of the F<
subtyping relation and developed the general theory of hierarchies of converging decidable
extensions of the F<-subtyping. In [Vor94g] we combined these hierarchies with the standard
term typing rules and obtained an infinite family of the extensions of the polymorphic system
F< where both subtyping and typing are decidable.

RR n°RR-2309
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Structural decidable extensions of bounded quantification 7

2 System F.

For complete and exact reference see, e.g., [CG92, Pie92, CMMS94]. We just briefly remind
the essential definitions, retaining the notation of [Pie92].

Definition 2.1 (Types) The set of F<-types is defined by the following abstract grammar:
T=¢ V|T|T—-T|VVLST.T
where:

1. 'V is a set of type variables denoted by Greek letters o, 3, y;
2. T s the largest type majorazing any other type, o < T;

3. — s the functional type constructor, o — 1 is the type of functions with domain of
type o and codomain of type T;

4. Ya < p.7 is a polymorphic boundedly quantified type, i.e., a function assigning to
each subtype o of p, o < p, the type [0 /] obtained from T by substituting o instead
of free occurrences of o (with usual non-clashing preconditions on free variables). In
Va < p.1 the bound p does not contain o free.

The letters T, o, p from the end of the Greek alphabet denote arbitrary (variable or compound)
Fe-types; VB .1 abbreviates VG < T.1; F'V (o) is the set of free variables in o. a

Definition 2.2 (Contexts) An Fc-context is an ordered sequence ay < o1,..., 00 < 0y
of <-relations between type variables and F<-types such that:

1. all o; are different type variables, and
2. for each i, FV(o;) C {aq,..., i1}

Contexts are denoted by capital Greek T. Dom(T) is the set of type variables appearing to
the left of < in T. We write ['(a) = o if ' contains o < o and call ¢ @ bound of « in T.
We define T*(«) as T'(«) if the latter is not a variable, and as T*(T'(«)) otherwise. |

Definition 2.3 (Subtyping Judgments) An Fc-subtyping judgment is a figure of the
form:
r-oc <r

bl

where FV(o)U FV(r) C Dom(T). O

The intuitive semantics of a judgment I' F o < 7 is: o is a subtype of 7 provided that all
a; mentioned in I' are subtypes of their respective bounds o;.

RR n°RR-2309
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Figure 1: F'< subtyping axioms and inference rules
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Figure 2: Variants of the (All) rule
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(T'rans)

(Arrow)

(All)

(All-Fun)

(All-Top)
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Definition 2.4 (F< Subtyping Rules) The F<-sublyping relation is generated by the sys-
tem of 3 azioms and 3 inference rules, shown in Figure 1.

* % x See Figure 1 * xx

Let bp. denote the least three-place relation I' = o < 7 containing all particular cases

of the F<-arioms and closed with respect to the I'<-inference rules. Sometimes, by abusing
notation, we denote by F< the set of subtyping judgments provable in F<. a

Variants of F<:

Definition 2.5 (Fun [CW85], I/ [CP94])
1. Original Fun replaces the (All) rule by the weaker rule (All-Fun) (Figure 2).

2. System I} replaces the rule (All) by its particular case (All-Top) (Figure 2).

By Fpun and '_F<T we denote the corresponding subtyping relations. a
3 (Un)Decidability

The interesting facts about F¢ are:

Theorem 3.1 (Undecidability of F'<, [Pie92]) The relation tp_ is undecidable. O
The weakenings of F< are however decidable:

Theorem 3.2 (Decidability of Fun and FST [CP94]) Both relations b py, and Fpy are
decidable. o

In [Vor94a] we demonstrated that the undecidability of F< could be reached also by rein-
forcement, and not only by weakening, as opposed to systems FI and Flun.

Definition 3.3 (Essential Undecidability, [TMR53]) A consistent theory T is essen-
tially undecidable iff it has no consistent decidable extensions 7" D T. a

Definition 3.4 (Consistency) An extension of F< is consistent iff it is closed with respect
to the F< inference rules and does not subtype any two types. a

RR n°RR-2309



10 Sergei Vorobyov

Remarks. 1) Further we replace “any two types” by “any two differently structured types”
getting the stronger consistency. 2) As we are interested only in the extensions of F¢, the
closure with respect to the Fi<-inference rules seems natural and meaningful. It would not
be the case for F'] and Fun. ad

Theorem 3.5 (F< Is Not Essentially Undecidable, [Vor94a]) There exist infinitely
many different consistent decidable extensions of Fp . a

This result was obtained by interpreting the F<-subtyping relation in 828, the monadic
second-order logic of two successors due to M. Rabin [Rab69, Rab77]. The corresponding
infinite class of extensions of F¢ (which we call the S2S-interpretations) and their properties
are studied in [Vor94a]. -

The main objection (by L. Cardelli and others) against these extensions was that they were
too coarse and non-structural. S2S-interpretations subtype too many types, sometimes
differently structured ones (i.e., universal and functional ones).

In this paper we introduce a new infinite class of decidable extensions of F< refining the
S2S-interpretations . We call these extensions systems FSS”S. We also (re)introduce the
S2S-interpretations in a slightly more general setting and call them SnS-interpretations
(with 828 being a particular case of SnS for n = 2). We prove that all systems F<o™ are
more powerful than F<, but being structural (they do not subtype differently structured
types any more), they are less coarse than SnS-interpretations:

Fe C F< SnS < SnS-interpretations
Again note that the decidable system FST introduced in [CP94] is weaker than Fc:

FST C Fs.

4 System FSS"S

Definition 4.1 The system FSS"S 1s defined by the collection of subtyping axioms and
inference rules shown in Figure 3, supposed to be applied bottom-up in the order of their
presentation.

* % x See Fligure 3 * xx

The DECIDE component in the rule (Var-All-Decide) and the whole FSS”S-decision pro-
cedure are described in the following Sections. a

Roughly speaking, the system Fc SUET F¢ without the general transitivity rule (7'rans)
replaced by a built-in decision procedure DECIDE.

INRIA
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TRUE
Tro<o
TRUE
Thoe<T
FALSE
reT7T<r

S G (for different variables «, 3)
'kt g < «a
FALSE
'rFo < «a

FALSE

' (Va<oy.02) < (11— 72)
FALSE

T'F (61 —02) < Va<m.m)

(for 7 #T)

(o non-variable, « variable)

'+ T(a) < o—1
'rta<o—r
TRUE

't a < T(a)

I' F T(a) < (V<L o.7)
'ra < (V8<o.7)
I' - FALSE
' a < (V6<o.7)
DECIDE(T F a < (V8<o.7))
't a < (V8<o.7)

(if T(«) is a variable)

(if T(a) is T or an — -type)

F|_T1§0'1 F'_UQSTZ

Ik g1 — 09 S T1 — T2

'rtn < oy IF'a<n ko3 < m

I'F (Va<oy.09) < Va<1m.m)

Figure 3: System F< sns
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Remarks and Explanations

1. Our intention is to define the decision and not semidecision procedure for subtyping
judgments. That is why we are going to apply rules bottom-up and introduce two
constants TRUE and FALSE to treat both the accepting and rejecting cases.

2. Rules (Refl), (Top), and (T'Var) correspond exactly to their F< counterparts. We
formulate them as rules with the premises TRUFE just to be able to treat symmetrically
the negative case FALSE in other rules of FSS"S.

3. Rules (Arrow) and (All) are the same as in Fc.

4. Motivation for the rules (T'op-L) and (T'Var-R-2) is: the conclusions of these rules are
NOT provable in F< (Proposition 4.2).

5. Motivation for the rules (¥ £ —) and (— £ V) is the same: the conclusions of these
rules are underivable in F«.

6. The (Var-Arrow) rule is just a half (with only arrow-types on the right of <) of
Curien-Ghelli’s algorithmic transitivity rule (AlgTrans), see [CG92] and Appendix B.

7. The crucial difference with F¢ is the absence of the general rule (T'rans) or of its
algorithmic equivalent (AlgTrans) for universal types (see the rule (Var-All) below).
Transitivity in this case is dealt separately, by means of a DECIDE procedure. Note
that we gosnot weaken the general F¢ quantifier rule (All), which remains the same
as in F”"”.

8. The built-in procedure DECIDE appearing in the premise of the rule
(Var-All-Decide) is a parameter of the system. Below we define infinitely many dif-
ferent such procedures. Note, in particular, that if we define the DECIDE procedure
recursively, as F¢ 575 plus the second half of Curien-Ghelli’s transitivity rule:

I'FT(a) < (V8<L0o.7)
'ra < (V8<o.7)

(Var-All)

then we will get ezactly F¢! O

INRIA
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Proposition 4.2 Subtyping judgments of the forms:
LT FH TSt (r#T),
22T F o<a (o non-variable, o variable),

where I' is any context, are not provable in F<. a

Proof . See Appendix C.1. a

5 Decision Procedure

The rules of the system F< 515 read bottom-up can be seen as a decision procedure (with a
built-in DECIDE oracle). Given a subtyping judgment, the rules of F¢ 515 apply determi-
nistically in ordered manner (e.g., (Var-All- Decide) does not apply before (Var-All-2)). The
rule application process always terminates, provided that the built-in DECIDE procedure
is finitely terminating, and this is the fundamental difference with F<, see [Pie92].

Proposition 5.1 (Finite Termination of F¢ Sn5) For each subtyping judgment T F o <
T any FSS"S-pmof tree is finite. a

Proof . The complexity of judgments decreases as one moves bottom-up. a

So the termination of the whole decision procedure depends on termination of its DECIDE
component.

Irreducible leaves of F< 515 _proof trees are either:
1. TRUE or
2. FALSE or
3. of the form DECIDE( J ), where J is a subtyping judgment in the FSS”S—normal
form, i.e.:
J =4 a1 <o1...an<0, F LT, (3)
where aq,...,a,, 3 are type variables, o1, ..., 0, are arbitrary types, and 7 is a uni-

versal type.

RR n°RR-2309



14 Sergei Vorobyov

Obviously:

SnS

o if all leaves of a F'«”"”-proof tree are TRUE, we declare the input judgment valid,;

SnS

o if one of the leaves of F<”"”-proof tree is FALSE, we declare the input judgment

invalid;

o otherwise, before announcing our verdict we analyze F¢ 575 normal forms (3) using
the built-in DECIDE procedure.

To decide normal forms (3) we use a method [Vor94a] of interpretations in monadic second-
order theories of successor functions [Rab77]:

o first, we compile Fc 5n5_pormal forms (3) in a monadic second-order theory,
e second, we decide them using a decision procedure for this theory.

Therefore, instead of remaining in the undecidable F« we forget it and work in the decidable
Fe S”S, which replaces the transitivity rule (Trans) Tby the transitivity implicitly present in
a monadic second-order theory. As we show below, the proper choices of the DECIDE com-
ponent lead to decidable extensions of F'< (Theorem 11.1), closed with respect to transitivity
(Theorem 12.1).

6 Interpreting FSS"S-Normal Forms in SnS

In [Vor94a] we introduced an infinite class of direct interpretations of F< into S28, the
monadic second-order arithmetic of two successor functions [Rab69, Rab77]. These direct
S2S-interpretations do not use any inference rules (as opposed to F< or F« S”S), immedia-
tely translating F'<-judgments into S28-formulas. Like this we established that F< possesses
infinitely many different consistent decidable extensions, i.e., is not essentially undecidable.

The drawback of the direct S2S-interpretations of F< is that they subtype too many types
(see [Vor94a] and below), in particular, differently structured types. The systems F 51 are
more subtle. By their very definition they do not subtype differently structured types. They
cannot prove a subtyping between, say, an —-type and a V-type. The systems F< SnS apply
the method of interpretations only to normal forms, i.e., to judgments of the form (3) inside
the DECIDE procedure.

There is only a minor difference in defining the S2S-interpretations only for normal forms (3)
and for general F<-subtyping judgments, so we give a complete definition of S28-interpre-
tations of F<. Also, 828-interpretations generalize straightforwardly to SnS-interpretations
for arbitrary n € N or even SwS.

Choose and fix any monadic second-order theory of successor function(s), say, Biichi arith-
metic S18, Rabin’s arithmetic S2S, ..., SnS, SwS, or their weak counterparts, with second-
order quantifications restricted to finite sets (see Appendix A).

INRIA
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The intuition behind interpretations of F'< into SnS is extremely simple. We interpet the Fi¢
types as propositions of SnS. Each F<-type o is assigned a SnS-formula S(z) with just one
free object variable 2, and each subtyping relation ¢ < 7 is translated into Ve (S(z) D T(x)),
where S(z) and T'(z) are SnS-formulas assigned to types ¢ and 7.

Our translation satisfies the following properties:

1. all axioms of F< are transformed into valid formulas of SnS;

2. all F<-inference rules preserve validity with respect to any SnS, i.e., whenever both
premises of a rule are translated into valid SnS-formulas, then the conclusion of the
rule is also translated into such formula.

3. consequently, by 1 and 2, any F<-subtyping judgment is interpreted as a true formula
of SnS, and, henceforth, F< is not essentially undecidable, i.e., possesses consistent
decidable extensions; any SnS-translation of F« satisfying the above properties is such
an extension. -

It remains to show that the needed SnS-translations of F'« with the above properties exist.
We show it in the rest of this Section. The idea is quite simple: interpret type variables
a, 3, ...as corresponding SnS-atomic formulas A(z), B(z), ..., choosing a new predicate
variable for each new type variable. Then knowing that S(z) and T'(z) interpret ¢ and 7
respectively, interpret:

e 0 — 1 as S(z) D T(x), or, more generally, as
S(x) D T(f(x)),
e Va<o.7as VA{V'z[A(z) D S(z)] D T(z)}, or, more generally, as
V2A{V 2[A(z) D S(2)] D T(g(x))},

where f, g are arbitrary strings composed of SnS-successors.

Introduction of parameters f and g allows us to define infinitely many different interpre-
tations of F< in SnS, see [Vor94a]. Surprising, but it works! We now proceed to formal
definitions.
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Definition 6.1 (SnS[F<](f, g)-interpretations ) Let f and g be two arbitrary strings
composed of successor function symbols of SnS. Both may be equal to the empty string
E.

For an arbitrary type p of F<, the Types-As-Propositions-Interpretation of p in SnS with pa-
rameters £ and g (the SnS[F<|(f, g)-interpretation for short) is defined as an SnS-formula

[p ]]g(@) with unique distinguished free object variable x by induction on the structure of p:

1. e ﬂg(r) =g A(z) (with new
predicate variable A for each type variable «);
f — .
2. [[T]]g(a:) =g =gz
f _ f f .
3. [o—rlgl=) =g [olgle) > [ Igx));
4 [Va<orlge) =4 ¥4 {ve (4@ > [oIg@) o [ IgeE)};
. >~ . g =df g g g 3
The SnS[F<](f, g)-interpretation is extended to all subtyping judgments by:
f f f
5. Lo < 1L =y Ve(olb@ o [-I5@);
6. [a1 <o ap <o, Fo<r ]]f =
. 1>01...0pnp > 0Unp = g =df
f f f
[[algal]]g“ﬂango'n]]g IZSnS [[UST]]g' o

Definition 6.2 (Theory) Define the SnS[F<](f, g)-theory as:

SnS[Fcl(f.g) =4 =4 {TF o<t |[TFo<rlh)

Further we will freely say that a typing judgment is true or valid in (or with respect to ) a
SnS[F<](f, g)-interpretation iff it belongs to the set SnS[F<](f,g). |

Remarks. In SnS[F<](f, g)-interpretation we use just one-variable restricted fragment of
SnS. If f = g = ¢ then this fragment is also function-free (and can be seen as the proposi-
tional second-order logic). x is the only free object variable of any SnS[F<](f, g)-interpreta-
tion of any type. Subtyping judgments are interpreted as statements about SnS-semantical
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consequence relation ':SnS containing no free object variables at all. Any SnS[F<](f, g)
is decidable. ad

The SnS-interpretations enjoy the following important properties:

Lemma 6.3 (Embedding) 1) All axzioms of F< are valid with respect to any SnS[F<](f, g).

2) All inference rules of F'< preserve validity with respect to any SnS[F<](f,g), i.e., if both
premises of a rule are valid in SnS[F<](f,g), then so is the conclusion of the rule. |

Proof . Straightforwardly rephrasing the proof from [Vor94a]. a

As a direct consequence we have, [Vor94a]:

Theorem 6.4 (On Decidable Extensions of F<) Any SnS[F<](f,g) is a consistent de-
cidable theory containing all F<-derivable subtyping judgments. Henceforth, F< is not es-
sentially undecidable possessing consistent decidable extensions. a

Definition 6.5 (FSS”S(f,g)) Define a system FSS”S(f,g) as a combination of the infe-
rence rules from Figure 3 and a DECIDE procedure for SnS[F<](f, g). O

Below, in Theorems 11.1 and 12.1 we show that all systems F'< S"S(f, g) also extend F< but
are less coarse than SnS-interpretations, i.e.,

Fe C F™(f,g) C SnS[F<](f, ) (4)

7 Consistency and Well-Structuredness of FSS”S

Proposition 7.1 All systems FSS”S are consistent: they do not prove, e.g., F T — (T —
T). Neither do they subtype any pair of differently structured types. a

Proof . Immediate by definition. a

8 Inversion Principle

The main tool of the proofs of inclusions (4) (Theorems 11.1 and 12.1) and of the transitivity
of F¢ S"S(f, g) (Theorem 13.1) is the well-known inversion principle. The rule invertibility is
the fundamental principle of the cut-free Gentzen-type derivation systems, see, e.g., [Sch77].

The inversion principle is the key property needed to prove the minimal typing property for
F<. In fact, this is almost all what is needed to reconstruct F<-inferences into normal forms,

[CG92].
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The inversion principle can be formulated as follows: for an inference rule of a system S

re-a r-w
r+26

(Rule)

if a sequent I' = © from the conclusion is derivable in S then the premises are also derivable

m S.

The inversion principle is important for goal-oriented proof-search procedures, which are
guaranteed to be complete just stupidly applying inference rules bottom-up. Proofs in sys-
tems satisfying the inversion principle are direct, constructed from subproofs of subformulas
of goal formulas, do not contain insights and roundabout ways.

The inversion principle is not evident, or even fails for systems with the CUT rule:

r-AoscC r-c¢osB

(Cut)
I'H ADB

In the presence of (C'ut), one cannot always be sure that a provable formula © of the form
A D B is obtained by some (Rule) or by the (Cut). But applying (C'ut) requires ingenuity
to find intermediate formulas C', unattainable for mechanic theorem provers.

Note that the usual transitivity rule of F¢

F|_T1§T2 Fl‘TzSTg
F|_T1§T3

(T'rans)

has the definite (Cut) form.

Proposition 8.1 (Inversion for F<, [CG92]) In F< the rules (Arrow) and (All) are in-
vertible. O

This may be seen as a good structural property.

9 Inversion for SnS[F](f,g)

The inversion principle fails for SnS-interpretations. In fact, we can have
[F(e=n<( =)

WITHOUT having

[k Ulga]]g and [ F Tgrl]]g
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Take, for example, the judgment
F(L=T)<(T—=T)
which is translated into the valid SnS-formula, but we have not, of course,
FT— 1

and neither for its SnS-translation.

10 Inversion Principle for FSS"S

Inversion principle trivially holds for F¢ SnS,

Lemma 10.1 (Inversion Principle) In any FSS”S(f,g):

e if ' b 01 — 00 < 7 — 79 15 provable, then I' - 7 < o1 and T F o9 < 75 are
also provable;

o ifI' + Va<oy.00) < (Yo <1 .79) is provable, then T' b 7 < oy and
I'a<m F o9 < 79 are also provable. O

Proof . Immediate by definition. In F<®™ there are no other ways to subtype two —- or

V-types except applying (Arrow) or (Al_l) (or by the (Refl), in which case the conclusion is
straightforward). O

The proofs in F<®™® are direct, one needs not subtype anything which do not belong to

a goal subtyping_judgment, proofs are conducted without roundabout ways and insights,
completely deterministically.

11 FSS"S is More Powerful than F.

Now we prove two strict inclusions:
Fo C F<M5(f,g) C SnS[F](f,g)

So, the systems F' 515 occupy an intermediate position between F< and SnS-interpretations:
they are more strong than F'< and more subtle than SnS-interpretations. Note that the de-
cidable system F] lies to the left of F< in the above diagram.

Remark. F< 515 {5 an infinite family of systems. To decide normal forms each system uses
a parametric SnS[F<](f, g)-interpretation . For each f and g we have different parame-
tric FSS"S(f,g). In fact, for the same f, g we have the above inclusion FSS”S(f,g) C
SnS[F<](f, g). In general, F<°"*(f, g) and SnS[F<](f’, g) are unrelated [Vor94a].
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Theorem 11.1 (F< C FSS"S) Fach system FSS"S(f,g) is strictly more powerful than
Fq 1s: af a subtyping judgment is provable in F< then it is also provable in FSS"S(f,g); the
converse is not true in general. a

Proof . See Appendix C.2. a

12 FSS"S Are Less Coarse than SnS-Interpretations

We prove that F¢ S”S(f, g) subtypes strictly less types than the corresponding SnS[F<](f, g)-
interpretation:

Theorem 12.1 (FSS"S(f,g) C SnS[Fr<](f,g).) Fach system FSS”S(f,g) is strictly less
powerful than the corresponding interpretation SnS[F<](f, g): whatever is provable in

FSS”S(f,g) is also true in SnS[F<](f, g); the converse in general does not hold. In particu-
lar, FSS"S does not subtype differently structured types (e.g., a universally quantified and a
functional type). |

Proof . See Appendix C.3. o

13 Transitivity of FSS"S

Changing F¢ for F< 515 we gain decidability and do not lose transitivity! Transitivity is an
indispensable property needed for many purposes, in particular, for proof normalization, see

[CG92, Vor94c].

Theorem 13.1 (Transitivity of F< S”S) All systems FSS”S(f,g) are closed with respect
to the transitivity rule (Trans):

whenever I' - o < 7and T b 7 < p are provable in FSS”S(f,g), then' - o < p s
also provable in F<°"5(f, g). O

Proof . See Appendix C.4. a

14 Improvements

The F¢ 515_decision procedure may be obviously refined as follows: instead of pruning the
FSAIg—proof tree on the first application of (Var-All-Decide), one may fix n € N and
allow n applications of (Var-All) on each branch of a subtyping proof tree before applying
(Var-All-Decide), which invokes the brute force SnS-decision procedure for normal forms.

Consider a simple example. The non-modified procedure analyzing the normal form
[La<(W(T—=T)—=T) F a <(V3.T — T) returns TRUE. But if we allow just one
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application of (Var-All), we get I'... F (T—=T)—T < T—T,then T H T < T =T,
and, finally FALSE, which corresponds exactly to the F'<-proof.

With these modifications we still have for all n € w
Fe C FMO(E, g)(n)
It is not difficult to notice that
P (E,g)(n+1) C F<"°(f,8)(n)
and FSS"S(f,g)(oo) = F<.

15 Conclusion

In this paper we concentrated exclusively on the the subtyping relations more powerful
than in F<. When combined with the usual F<-term typing rules, our subtyping extensions
produce systems, which type strictly more terms than F<.

Let ' F o < 7 be FSS”S—provable but F<-unprovable. Then I', z : o, f : 7T— 17 F
fx : 7in FSS”S, but is untypable in F<.

Therefore, the problems of subject reduction, strong normalization, and minimal typing
are nontrivial for our extensions. If the general answers appear to be negative, it might be
interesting to investigate restricted classes and/or to modify senses in which we understand
the above properties. It would also be interesting to construct models of F¢ 515 The work
on these problems has been started [Vor94c, Vor94f].

As shows the example in Section 14, the systems F°™° (and hence SnS-interpretations)

do not separate the sets of F'«-provable and F<—ﬁnizely disprovable subtyping judgments.
So, the problem is: whether these two sets are recursively separable. If yes, the separating
cover of F¢ will be a better substitute for the DECIDE component of the Fic 515 _Jecision
procedure.

In a particular case, when f = g = ¢, our SnS-interpretations of Fi<-subtyping are just inter-
pretations into the second-order propositional logic. As it was established by Shamir [Sha90],
the class PSPACE coincides with the class of languages recognizable by the so-called in-
teractive proof systems. These systems are probabilistic algorithms exchanging messages in
order to get convinced whether a given string belongs to a language with a given probability.
It is challenging to introduce probabilistic algorithms in the domain of type systems.
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A Monadic Second-Order Arithmetics

We briefly recall basic definitions and facts about decidable (weak) monadic second-order
theories of one or several successors.

Fix arbitrary n € w U {w}.

The alphabet of n-successor monadic second-order arithmetic SnS consists of: 1) infinitely
many object variables z, y, z,..., 2) the equality predicate symbol =, 3) infinitely many
unary (monadic) predicate variables A, B, X, Y,..., 4) one, several, or countably many
successor function symbols {suce;}icn, 5) all usual boolean connectives, parentheses, 6)
universal and existential quantifiers of the first and the second orders: V', 3, v2 32,

Terms are constructed as usual, starting from object variables by applying the successor
function symbol(s).

Atomic formulas are either equalities of terms or expressions of the form A(t), where A is a
predicate variable and ¢ is a term.

Formulas are constructed from atomic ones by the usual rules using boolean connectives,
parentheses, first- and second-order quantifiers: Vlz ®, 3tz @, V2 X @, 32X @, (where z is
an object and X is a predicate variable).

Interpretation. For an n-successor theory SnS consider the infinite n-ary tree 7.°°. Interpret:
1) object variables as nodes of the tree, 2) suce;(t) as the i-th son of the node interpreting ¢,
3) equality, boolean connectives, and first-order quantifiers as usual, 4) predicate variables
as arbitrary sets of nodes, 5) atomic formula A(t) as the membership relation “the node ¢
is in the set A”; 6) second-order quantifiers as quantifiers over sets of nodes.

Denote by T'h?(SnS) or simply by SnS the set of all formulas valid under the above inter-
pretation.

Replacing the interpretation 6) of the second-order quantifiers above by the following clause:
6’) second-order quantifiers are interpreted as quantifiers over finite sets of nodes,

we get the weak monadic second order arithmetic of n successors, denoted by WSnS.

All theories WSnS and SnS are decidable.

The most well known of all these are: Buichi’s arithmetic S1S, Rabin’s arithmetic S2S, and
their weak counterparts WS1S, WS2S. The theory S28 is strictly more powerful than
WS28S, S18S, and easily encodes all SnS. For details see [Rab69, Rab77].
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B FSAlg: Curien-Ghelli’s Algorithmic Variant of Fc

Curien and Ghelli [CG92], Sect. 6.1, suggested FSAIg, an alternative equivalent formulation
of F<. We present it following [Pie92]:

rer<T (Top)
I' M o < a (aisavariable) (Refl)
't T(a) < 7
(AlgTrans)
o <r
rrn <o 'k oy <7
- = : = (Arrow)

F|_01—>02§T1—>T2
re|n <o IF'a<mn ko < m
' Va<oy.02) < (Va<1.m)

(All)

Figure 4: Curien-Ghelli’s System FSAlg

Three differences of FSAIg, as compared to F¢ are: 1) reflexivity (Refl) is unlike (Refl) of
F¢ is restricted to variables, 2) transitivity (7'rans) is replaced by (AlgTrans); 3) rules are
applied in ordered manner (e.g., (AlgTrans) never applies if (Refl) is applicable).

Remark. Note that the inversion principle trivially holds for the (Arrow) and (All) of
FSAIg: a conclusion of each rule is provable iff so are the premises. Proofs in FSAIg are
direct, without roundabout ways.

Lemma B.1 (F<? = Fc, [CG92]) The systems F< and F<*' are equivalent: a sub-

typing judgment is derivable in F< iff it is derivable in FSAIg. a

Proof . See [CG92]. 0
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As an immediate consequence we have the following
Lemma B.2 (Inversion Principle for F<) In F<:

e if'' F oy — 09 < 7 — 79 18 provable, then I' F 7 <oy and T' + o9 < 19 are also
provable;

o if ' + (Va < o1.02) < (VYo < 711.72) is provable, then T + 1 < o1 and
I',a<m F o9 <7y are also provable. m]

Proof . Using equivalence of F< and FSAIg. Let ' F 0y — 03 < 71 — 79 be provable in

F<. Then it is provable in F¢ Al3 But the only way to prove it in FSAlg consists in proving
't m<opand ' F 09 <7 in FSAIg (since inversion principle holds for FSAIg).
Henceforth, by equivalence, I' - 7 < o7 and I' F o9 < 75 are provable in F«. The proof
of the second claim is exactly the same. - a
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C Proofs
C.1 Proof of Proposition 4.2

Proof. (1).Is obvious. To prove (2) suppose, on the contrary, that a judgment of the form
(2) is provable in F<, i.e., there exists a proof, i.e, a sequence of judgments

Jo, Jiy cos iy oo, Jn=T F o< a, (5)

where each J; is either an F<-axiom, or is obtained from some J; and J; (k <iand! <)
in the sequence by application of one of the F<-rules: (Arrow), (All), or (Trans). Without
loss of generality we can suppose that J, is the first appearance of the judgment of the form
(2) in the proof (5); otherwise, we can move left to select the first judgment of this form.

It remains to notice that J, cannot be an axiom, since there are no F<-axioms of the form
(2). Next, neither (Arrow), nor (All) can produce a judgment of the form (2) (both produce
types of the same structure). Therefore, (2) is obtained by (Trans). But to derive (2) by
(T'rans) one needs either Jy =T + o <7and J; =T F 7 < «a (7 non-variable type), or
Jy=T F o< fand =T F B < a(f is a type variable). Therefore, J; has the form
(2) and appears in (5) before .J,,. But this contradicts to the choice of J,. O

C.2 Proof of Theorem 11.1

Let a subtyping judgment / = I' + o < 7 be provable in F<. Then, by equivalence of
F¢ and FSAIg (Lemma B.1), it is provable in FSAIg. Consider the FSAlg—inference tree of
J. If this tree does not contain applications of the rule (AlgTrans) corresponding to the
(Var-All-Decide) rule, then this tree is also the Fc 575 _inference tree of J and we are done.

Suppose now that the FSAIg—inference tree 7 of J does contain applications of (AlgTrans)
corresponding to the (Var-All-Decide) rule. Transform this tree 7 as follows. Starting from
the root J follow each branch till the first application of (AlgTrans) (if any), and cut
it on this application so as the conclusion of (AlgTrans) remains in the tree. Denote by
T'(Jy,...,Jn) the resulting tree, where Jy,...,J, are all leaves-conclusions of (AlgTrans)
remaining after the above pruning. Note that 7/(Jy, ..., J,) is exactly the Fc SnS_inference
tree, and Ji,..., J, are precisely F< 575_normal forms. Instead of applying (AlgTrans), the
Fe 5n5_decision procedure transforms Ji, ..., J, into SnS-formulas and decides them. So,
to finish our proof we have to prove that Jy,..., J, are interpreted as true SnS-formulas.

To do this, notice, that by equivalence of F< and FSAIg, all the judgments Jq, ..., J, are
provable in F'<. But by Theorem 6.4 above everything provable in F¢ is true with respect
to any SnS-interpretation.

The strictness of inclusion is simple: since F¢ 915 is decidable and F< is not, there should
certainly exist Fi 515 _provable and not F<-provable subtyping judgments. a
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C.3 Proof of Theorem 12.1

Again applying Theorem 6.4 above, all '« 575 _inference rules preserve validity with respect
to any SnS-interpretation. As normal forms of F¢ 515 are decided by the same SnS-decision
procedure, they are simultaneously true with respect to an SnS-interpretation SnS[F<](f, g)
and Fc¢ S"S(f, g). By definition, F<(f, g) does not subtype differently structured types, whe-
reas SnS-interpretations do, e.g., F T — T < Va.T is true in any SnS-interpretation.
O

C.4 Proof of Theorem 13.1

By induction on complexity of subtyping inference.

Suppose the premises of the theorem hold, i.e.,
F'Fo<rtandT F 7 <pare FSS”S—provable.

We must show that sois I' - o < p.
We have to consider several cases:
1. pis T;
2. pis a type variable;
3. pis an arrow or a universal type, both ¢ and 7 are type variables;
4. 7 and p are both arrow types and o is a type variable;
5. 7 and p are both universal types and o is a type variable;
6. o, 7, and p are all arrow types;

7. o, 7, and p are all universal types.

Case 1. Vacuous: I' F o < T, always.

Case 2. If p is a type variable then ¢ and 7 should also be type variables; otherwise the
rule (TVar-R-2) would disprove one of the premises of the theorem.

SnS

So we should demonstrate that Fi<”"”-provability of:

I' F «
r- g

B, (6)
v (7)

VANVAN

SnS

imply the F'c«”™”-provability of
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I'ba<y (8)

for type variables a, 3, 7.

Note that the FSS"S—proofs of (6) and (7) are just finite sequences of (T'Var-R-1)-applica-
tions finishing by an application of (Refl). These two sequences could be easily merged into
just one such sequence proving (8). Indeed, starting from the judgment (8) by backward
applications of (TVar-R-1) we are guaranteed (by provability of (6)) to reach 3 on the left
of <, i.e., we reach (7), which is provable by hypothesis.

Case 3. Suppose that p is either an —- or a V-type, ¢ and 7 are type variables a and (3
respectively.

We transform the proofs of

I'ta < B 9)

r=pg < p (10)
into the proof of

' a <yp (11)

as follows. Starting from the judgment (11) we first repeat (backwards) exactly the same se-
quence of steps as in the proof of (9), which leads toI' F £ < 8 (but applying (Var-Arrow)
or (Var-All-1) instead of (T'Var-R-1)). This gives the inference of (11) from (10) used as
axiom. We then repeat the proof of the latter judgment, which exists by assumption. The
result is the desired proof.

Case 4. Suppose

'Fa < 1 —m, (12)
F'rmn—=mn < p1—p (13)

are I'< Sn5_provable. We must prove that so is
F'Fa<p—p (14)

The proof of (12) is a finite (possibly empty) sequence of (Var-Arrow) followed either a)
by (Refl) or by (Arrow).
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In the Case 4.a we construct the proof of (14) (in a backward manner) first applying to (14)
exactly the same sequence of (Var-Arrow) applications until (Refl), as in the proof of (12).
This gives a subinference of (14) from (13) used as an axiom. We then complete the latter
subinference by including the proof of (13) (which is Fc¢ 5n5_provable by assumption).

In the Case 4.b we construct the proof of (14) as follows. Considering the final part of the
inference of (12) till the first application of (Arrow):

r l_ g1 — 09 S 1T — T2 (\/)

o < 7—mn

(15)

a < 71— T

we see that (12) is provable iff (1/) is provable. By the inversion property for Fc¢ sns (Theo-
rem 10.1) this implies provability of

I+ I S g1, (16)

rk (247} S T2 (17)
Similarly, provability of (13) implies provability of

F l_ p1 S 1, (18)

Ik T2 S p2 (19)

Applying the inductive hypothesis to (18) and (16), then to (17) and (19) we get the F¢ snS_
provability of ' F p; < oy and ' F o2 < ps.

But this means that oy — 02 < p1 — p2 isalso F¢ S”S—provable. This allows us to transform
the proof (15) into the proof of (14) by simple replacement of 7, — 72 by p1 — pa.

Case 5. Suppose

I'ta < (V< m.m), (20)
LE(<n.m) < (V8<p1.p2) (21)
are FSS"S—provable.
We have to prove that
'k a < (VB<p1.p2) (22)
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The proof of (20) is a finite (possibly empty) sequence of (Var-All-1) followed either a) by
(Refl) or b) by (Var-All-Decide).

In the Case 5.a we construct the proof of (22) first applying to it the same sequence of
(Var-All-1) as in the proof of (20), until (Refl). This gives a subinference of (22) from
(21) used as axiom. We then complete the latter subinference by including the proof of (21)
(which is F< SnS_provable by assumption).

In the Case 5.b we construct the proof of (22) as follows. Consider the final part of the
inference of (20) till the application of (Var-All-Decide):

I' - DECIDE(I + & < VBm.7)(V)
o < (V<. .m)

(23)

a < (Vg<m.m)

We see that (20) is provable iff the F¢ 5m5_normal form in (v/) is valid in a chosen theory
SnS[F](F, 8).

As each SnS[F<](f, g) is more powerful than the corresponding F< S”S(f, g) (Theorem 12.1),
the F¢ S"S(f, g)-provability of (20) implies that:

f f
IT1E K o Veld(@) 2 [VB < .1 Th(o) (24)
Similarly, the F¢ S"S(f, g)-provability of (21) implies

[Ty Fgpg Vell¥8< n.n lg()

f

DIVB< p1op2lg(a)] (25)

Henceforth, by syllogistics, (24) and (25) imply

f f

[TTE g Veld'() D [V8 < o1 po T ()] (26)
Now, to construct the inference of (22) we start by the sequence of the same (Var-All)
applications as in (23) till T F o' < (Y8 < p1.p2). After that we should apply either the
rule (T'Var) (in this case we are done), or the rule (Var-All-Decide) getting DECIDE(T +

o < (VB < p1.p2)). But in the latter case DECIDE should necessarily return the result
TRUE (by (26)), and the desired F<¢ S"S(f, g)-proof is completed.
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Case 7. Let
F l_ (VﬁSUl.UQ) S (VﬁSTl.TQ), (27)
LE(VB<T.m) < (VB8<p1.pa) (28)
We have to show
T E(V<a.0) < (YB<p1.p) (29)

By Inversion principle (Lemma 10.1) from (27) and (28) we get:

I+ T1 S g1 (30)
F,ﬁSTl l_ g9 S T2 (31)
rk P1 S i (32)
Lg<p b m < po (33)
From (32) and (30) by induction hypothesis we get

F'ep <o (34)

From (31), (32) and (33) by induction hypothesis we get
Ia<pr b o2 < po (35)

(each time instead of using the hypothesis § < 71 we use the hypothesis 5 < p; and (32)).
But (34) and (35) imply (29).

Case 6 is completely analogous to the preceding one. a
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