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Abstract: This paper describes a new approach of the Multilevel method
studied in [4] and [11], in order to solve the 2D Laplace equation. The first
approach of the multilevel method is a multiplicative or serial method since
each level is addressed sequentially ; it presents, as MG methods, a mesh-
independent convergence rate. It is more costly than MG methods, but easier
to implement. In order to smooth all the frequency components of the error,
the V-cycle strategy is used and it results in several cost functional evaluations
per cycle.

In this paper, the proposed strategy is based on an additive approach. A pre-
conditionner is deduced from this multilevel method, which provides a better
efficiency than the previous method since all frequencies are addressed at the
same time, while only one optimization iteration is needed. Furthermore, this
method still presents a mesh-independent convergence rate.
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Un Préconditionnement Additif
issu de la Méthode Multi-niveau

Résumé : Dans ce papier, nous introduisons une nouvelle approche de la mé-
thode Multi-niveau étudiée dans [4] et [11] pour résoudre 1’équation de Poisson
en 2D. La premiere approche est une méthode multiplicative traitant les ni-
veaux les uns apres les autres, qui présente, comme la méthode Multigrille, une
convergence indépendante du maillage ; cette méthode Multi-niveau est plus
coiiteuse que la méthode Multigrille, mais elle est plus facile a implémenter.
Dans le but de lisser toutes les fréquences de l'erreur, la stratégie V-cycle est
utilisée et plusieurs évaluations par cycle de la fonctionnelle coiit sont néces-
saires.

Dans ce papier, la stratégie proposée est basée sur une approche additive.
Un préconditionneur est déduit de la méthode Multi-niveau, ce qui permet
d’obtenir un coit plus faible que celui de la méthode précédente étant donné
que toutes les fréquences sont traitées dans la méme itération d’optimisation.
En outre, cette méthode présente encore une convergence indépendante du
maillage.
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4 N. Marco, B. Koobus and A. Dervieux

1 Introduction

The focus of this work is to study a multilevel optimization algorithm. For
theoretical analysis, we concentrate on the 2-D Poisson equation model with
homogeneous Dirichlet conditions, solved when minimizing a quadratic cost
functional with a basic relaxation process of the form :

U+ U~ pB (AU —b) (1)

where pB (AU — b) is the correction term, B! is the preconditioning and
AU — b is the gradient of the cost functional J(U). Three different ways in
applying a multilevel approach can be observed :

Method 1 : in [4] and [11], a multilevel method is used with a V-cycle
strategy which consists of iterating (1) from the finest level to the coarsest one
and to return on the finest one (one sawtooth V-cycle), until convergence to
zero of the correction term. The algorithm is :

U« U —p(AU —b) on the fine level (B! = Id) (2)
and
U« U — pPP*(AU —b) on the coarse level (B~'= PP*) (3)

This is a multiplicative method, since the different levels are considered
successively, the initialization on a definite level being the calculated solution
on the previous level. The complexity of such a method is O(N(log NV)?), be-
cause the residual (“cost functional”) is always computed on the finest level.

Method 2 : another approach to solve (1) consists of an additive multilevel
method. On each level, the correction term is implemented with the same
initialization and on the finest level, the correction term is the sum of the ones
calculated on coarse levels. The algorithm can be written as follows (with two
levels) :

where (AU —b) g r has been completely calculated on the fine level (H.F. : high
frequencies) when solving (2) and (AU — b) r has been completely calculated

INRIA



An Additive Multilevel Preconditioning Method 5

on the coarse level (L.F. : low frequencies) when solving (3). This additive
approach is used for a multigrid method in [7] with residual splitting, which
is the main idea of Chan and Tuminaro in [2] who implement a parallel MG
algorithm.

In the case of the optimization problem, two descent directions are built on
the fine and coarse levels. However, the optimal step-length p has to be cal-
culated for the optimization algorithm (4) ; as the two descent directions are
both weighted by 1, their sum should no more be a good descent direction
for the algorithm. The remedy is then to weight each descent direction by a
step-length relaxation : the coarser the level is, the larger step-length is, to be
able to attack low frequencies. It is the subject of Method 3.

Method 3 : in the sequel, we introduce an additive multilevel method in
which all the levels are swept in one optimization iteration. The correction
term is decomposed as follows :

coarsest

p(AU =b)=p > pi(AU —b); (5)

i=finest

There is only one seek of the descent step p and one implementation of the cost
functional for all the levels. The p;’s depend on the levels and are fixed with
a 2-Grid Fourier analysis. This method is less costly than the two previous
ones ; its complexity is about O(N log N). The correction terms are totally
independent of each other, which allows to treat them at the same time. As
all the frequencies are taken into account simultaneously and as we have a
unique descent direction and a unique residual for all the levels, it is possible
to conjugate the descent direction, which was rather hard for Method 1.

In Section 2, we present the additive multilevel preconditioning method ;
we demonstrate that the correction term is a descent direction and that the
preconditioning can be built symmetric. In Section 3, we set a 2-Grid Fourier
analysis which brings informations about the steps p;’s in order to get a stable
scheme. In Section 4, we carry a mesh-independent convergence proof for a 2-
grid additive abstract algorithm. The proof has been inspired by H. Guillard in
[6] : the mesh-independent convergence rate was demonstrated for multilevel
method with V-cycle strategy on non embedded abstract spaces. The idea of

RR n°2310



6 N. Marco, B. Koobus and A. Dervieuz

Guillard was to split the original space in a direct sum of subspaces. In Section
5, we present numerical experiments for the Poisson problem. We present also
an attempt to use AMLP (Additive Multilevel Preconditioning) method in the
case of the optimization of a nozzle in a 2D Euler flow (see [10]) ; firstly, the
method is used with complete solution of state and adjoint-state equations and
secondly, it is combined with one-shot method.

2 Additive Multilevel Method

To fix the ideas, it will be useful to think about the following model problem :

—AU = b on
{ Ulp= 0 on 60 (6)

Let J be a real-valued functional defined on a Hilbert E. We consider the
optimization problem :

Find U such that : J(U) = min J(U) (7)

UEE
ie, E = H}Q), Qis a regular domain of /R? and :
J(U) = % < AU, U > - <b,U> (<.,.> is the scalar product in E) (8)
Its gradient (in the Fréchet sense) is of the form :
VIU)U =< AU —b,U > = GU).U 9)
Let (E;)1<i<n be a scale of embedded subspaces of E :
E=E>E> - E> B,

We construct the following iterative algorithm :

UY given
coarsest

Ua—i—l =U® — p Z HzG(Ua) (10)
i=finest

INRIA



An Additive Multilevel Preconditioning Method 7

II; are orthogonal projections from the finest level to the level ¢ (level 1 being
by convention the finest level and level n being the coarsest one) :

IL; = piPH(PD)" (pi>0 Vi) (11)

All the frequencies are affected, independently of each other. The decom-
position allows only one estimation of the gradient and the cost functional,
for an optimization iteration. The complexity is then lower than the one of
the multilevel method with V-cycle strategy (Method 1) : computation of the
cost functional on fine level is O(N log N) and the effort in preconditioning the
gradient by an operator depending on all the levels gives another O(N log N).

Algorithm (10) can be written as :
UY given

Uttt =U" = p)_ pigi(U”) (12)
i=1
Each p;g;(U®) is a descent direction on level i, n is the number of levels
and the p;’s are steps-length relaxation on each level. By a Fourier analysis
presented in Section 3, the p;’s will be fixed in order to obtain a stable scheme.
p is the descent step of the method (p > 0) and Y1 ; p;g:(U*) is the descent
direction on the finest level.

Remark : the coarser the level ¢ is, the larger p; is. The coarseness of a level
describes low frequencies ; then, the step-length relaxation has to be large to
be able to attack these frequencies. We get the following inequalities :

0<p1<p2<- <py (13)

2.1 Descent direction

2.1.1 Preamble

It has been observed that simplicial Galerkin approximations are equivalent
in some sense to ad-hoc finite volume formulations on specific dual meshes.
For two-dimensional case, the dual mesh is derived when joining middles of

RR n°2310



8 N. Marco, B. Koobus and A. Dervieuz

adjacent sides of each node A; with centroids of triangles where A; is a vertex.
A partition is then defined as :

Q= U C;, mny is the fine level nodes number. (14)
i=1,...,mp,

C; is the resulting cell, or control volume. On the finest level, there are as
many cells as nodes. Coarse levels are obtained by the agglomeration of con-
trol volumes represented on Figure 1. The optimization problem is solved on
unstructured meshes (or dual meshes).

Node A i

Cel C;

Figure 1: Cell C,.

Let us recall briefly the definitions of the transfer operators P and
P* between two levels.

The discrete fine level is a Hilbert space, V},, and the coarse discrete one is
another Hilbert space, V5, with Vo, C V), ¢

Vi ={pi, i=1---n, / P1 Galerkin functions}

Vo, ={®;, J=1---ng, | ;= Z@L} where I is defined by :

iEIJ
If I/ is the set of fine indices 7 and nj, is its cardinal number, then,

F={1,-- i, m}=LU---ULU---Ul, (no<n) (15)
V}, is equipped by the following scalar product :

K23

V(up,vp) € V¢ (up,on)n = Z(Uh)L (vp); Area (1) (i is a cell) (16)

2

INRIA



An Additive Multilevel Preconditioning Method 9

P is the linear prolongation operator from V5, to V) and it is a canonical
injection :

Vugp € Vo, Pugy = ug € 'V (17)
P* is the restriction operator from Vj, to V5, and it is defined via P as its
adjoint from the previous scalar product (see [4] and [11]) by :

23

Z (un)jn. Area (3.,)

(P*uh)j = = Area (]) (18)

7 is a coarse cell, 7, are fine cells included in j.
Remarks : In practice, for the : — th level, P and P* are defined as follows :
P = PjoPjo---oP/™' and P*= (P} ;)*o---o(P;)*o(P})*

2.1.2 A descent direction

¢ When using two levels, algorithm (12) becomes :
vt = U = p | pu(1d = BUPD)GU) + PP GEU) | (19)

= U =p [ mGU) + (p2 = p) PH(PYG(U) ] (20)

p1(Id—P3(P})*)G(U*) denotes the high frequencies components of the residual
and po Py (PE)*G(U*) denotes the low frequencies components of the residual.

Lemma 2.1 Algorithm (20) is a descent method for the optimization problem
(7), i.e.,
J(UT) < J(U") (21)

Proof :

From Taylor formula, we have :

JU+V+PIW) = JU)+ < GU),V >y, + <GU), PIW >y, +O(V + W)

RR n°2310



10 N. Marco, B. Koobus and A. Dervieuz

Let p, p1 and ps be reals strictly positive, V = —pp1G(U) € V, and
W = —p(p2 — p1)(P2)*G(U) € Vb, . We obtain :

JU+V+PW)= JU)—p( p1 < GU),GU) >v,

~(p2 = p1) < (PR)*G(U), (P2)*G(U) >v,, +0(p2— p1) )
As inequality (13) leads the fact that ps — p; > 0, we deduce that :
JU*) < J(U*). O
e When using three levels, algorithm (12) becomes :
Ut = U = p [ mG(U) + (p2 = p1) P2 (PD)*G(U?) (22)
+(ps = p2) P PY(P3)*(P)* P3(PR) G(U™) |
The proof is the same as the previous one.

e When using n levels, notations are harder, but the proof is the same as the
one with two levels.

When setting > 4 p;g:(U%) = Res®, the optimal step-length p is the step
which minimizes :
1
J(U™ — p Res™) = 5,02 < A Res", Res™ > —p < G(U*), Res® > + J(U%)
(23)
< G(U%), Res* >
< A Res*, Res* >
Remark : when substituting po, in (23), we obtain :
1 <G(U"), Res” >?
2 < A Res*, Res* >

A more general lemma is then derived :

= Popt = (24)

JU) — J(U*) = <0 Va

Lemma 2.2 Algorithm (12) is a descent method for the optimization problem
(7) and the optimal step-length poy is given by (24).

In the next section, we prove that the preconditioning is symmetric.

INRIA
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2.2 Symmetric preconditioning
The iterative algorithm (12) can be transformed as :
Ut =U* - pB~'G(U™) (25)

e When using two levels,
B~! = piId + (p2 — p1) Py (P},
It clearly implies that {(B~') = B~!.

e When using three levels,
B~ = puld+ (p2 — p1) Py (P1)" + (ps — p2) P P5(P3) (PY) Py (PY)*
The two first terms are symmetric.
Lemma 2.3 The third term Py Pi(Ps)*(PE)*Py(P})* is a symmetric operator.

Proof :
Py PZ(P3)*(P?)*P(P?)* is symmetric if :

P{(Py)"(P{)"Py = (P{)" Py P5(P3)’

The matricial representation of operator Pii—i—l is a n; X n;y1 matrix and the
one of operator (P/1)* is a n; ;1 X n; matrix.

Note that ny > ng > -+ >n; > n;y1 (n; is the nodes number of level 7).

With the above definitions of P and P*, we deduce that :
Pi (P isa n; x n; symmetric matrix and (P/_;)*P/™" isa n; x n;
diagonal matrix.

Then,
(PLy)* P P (P = K x Id x (symmetric) = K X (symmetric)

P

(P (P Pt = (symmetric)x K x Id = K x (symmetric) (K € IR)

Py PZ(PJ)*(P?)*Ps(P})* is symmetric. O

We conclude that B~! is symmetric.

RR n°2310



12 N. Marco, B. Koobus and A. Dervieux

e When using n levels, the form of B~! is too difficult to be written ; we note
that it is the composition of matrices of previous type and symmetric matrices

of type
L+1Pz+1 . (Pz—|—2) (Piz—}—l)*
the representation of which is on Figure 2. They are diagonal block matrices.

1] o RV

C x N Kx . i
0 K

0 1 12

2
n; ni
i i+1 |+2 i+ i i+1.%
P|+1P|+2 ..... |+1) (P ]) P|+1 (P| 1)

Figure 2: Sketch of matrices Pi Pty (P (PTY)* and matrices
P (P

B! is then a symmetric matrix. Note that B~! does not depend on U.
B~ is a hierarchical linear preconditioning.

In the following section, a Two-Grid Fourier analysis is developed in order
to evaluate which steps-length relaxation on coarse levels will provide a stable
scheme.

3 Two-Grid Fourier analysis

We study here an analysis which can be applied to general multigrid algorithms
on regular grids. However, since the complexity of the analysis increases dra-
matically with the number of levels, we restrict the study to the analysis of a
2-Grid scheme and we give some important features which have to be taken
into account to insure its efficiency. The study is focused in 1-D.

INRIA



An Additive Multilevel Preconditioning Method 13

The relaxation method we use is a steepest method in which all levels
are considered simultaneously. The purpose of the two-grid Fourier analysis
consists of building the amplification factor G(©) which corresponds to the
Fourier symbol of the iterative operator. We pay a particular attention to the
highest frequency modes (corresponding to the components having the small-
est wavelength with respect to the fine mesh size). The highest frequencies are
generally defined to be those belonging to the interval [g, II]. A good smoother
should ideally damp these frequencies such that after smoothing, the resulting
error could be represented on a coarser discretization. Therefore, we are inter-

ested in min |G(®)| as a function of a parameter p (relaxation parameter).
oc(L

In fact, as we have two relaxation parameters (p; on the fine grid and ps on
the coarse one), we are going to fix p1, and ps will be the parameter p defined
in the previous sentence.

Since, we only work with two levels, a non approximate Fourier analysis
can be applied (see [5]) ; we proceed as Couaillier-Peyret in [3] and Leclercq-
Stoufflet in [8]. This kind of Fourier analysis consists of splitting the Fourier
modes in two parts, to distinguish from those corresponding to the even nodes
to those associated with the odd nodes. Thus, we are searching solutions
(Ug,V;*) defined on each node, of the following form :

(Um)a; = (U1)g expi)©n
! (26)

(th)Qj—I—l = (th)k expi(zj‘i‘l)(@h)k

with : R X
Uk = (Vi)
The phase angle is (0O3);, = %}k, where 0 < k < ny, and ny, is the number

of discretized points. h is the spatial discretization step on the fine grid.

The Laplace Equation is considered on the unit circle (0 = 2II) and a
centered spatial discretization is chosen together with an explicit first-order
relaxation iteration. In the following, we will note the relaxation iteration by

"0
n- ol

(Ui = (UR): = (D71 p BTIG((UR):) (27)

RR n 2310



14 N. Marco, B. Koobus and A. Dervieux

where D~! is the inverse of diagonal of matrix A, (D71); = h2—2, and p is the
relaxation step. The discretized form of G((UY);) is :
—(Up): 2(01): — (U )i
G(UR) = (AUg); — by = D PO = (O,

72
This defines an iterative process (U; ") = f(Ur) which converges to a sta-

tionary point.

Notations : to define the transfer operators, h subscripts will be used to denote
quantities on the fine level, while 2k subscripts will hold for coarse level.

Un)2j + (Un)2j+1
2

(P*Un); = (

(PUap)2j = (Uas),

(PP Uh)gj = ( h)2] 2( h)2]+1 = (PP Uh)2j+1

With the multilevel method, as we always work on the fine level, it will not
be necessary, in the sequel, to use the h subscript for solution (U}, V).

When considering the discretized error of the scheme ¢” = U — U™, (27) be-
comes :

etl=el —~ D pB 1t Ael (28)
(U is the exact solution of Laplace equation : U = A~1b).

We do not more use the RHS. However, we will keep the same notations as
previously, i.e., (U™, V™), even and odd components of the error e™.

In [4] and [11], multilevel method with V-cycle strategy was considered
with and without a “smoothing” operator of the form :

> AT
JEN (4)u{i}

> A

JEN (4)U{d}

(LU); = (1 - 0)U; + 0

(29)

INRIA



An Additive Multilevel Preconditioning Method 15

where A; is the area of cell C; , (i) represents the neighbors of node ¢ and 6 is
the smoothing parameter. For an accurate value of 6 (0 = % in 1D theory and
6 = 1, from 2D numerical experiment ; see [9]), the minimization problem was
V-consistent and it implied a mesh-independent convergence rate (i.e. solution
on coarse level is a good approximation of solution on fine level).

The two-Grid Fourier analysis is going to be applied first of all on the
problem without smoothing :

et = ¢~ D! [ py (Id — PP*)Ae" + p,PP*Ae" | (30)
and after on the problem with smoothing :
et =¢"— D' [ py (Id— LPP*L*)Ae" + p, LPP*L* Ae" | (31)
e Two-Grid Fourier analysis applied on problem (30) :

h2 * n
F=e =5 [piAe)i+ (o2 = p)(PP A, ] (32)

€

In Appendix 1, even and odd components of the error are calculated, in
terms of p; and ps, and, when using Fourier modes as defined in (26), the
amplification matrix G(Oy, p1, p2) is given.

As p; has to be fixed, let us consider the monogrid Fourier analysis. Schemes
(30) and (31) become :

n+1l __
ei -_

el — D! pAe" when taking py=p;=p and B ' =1Id

and the amplification matrix is :

A,?‘H ( 1—p pcos®y ) lA],’f
ot pcos®Or 1—p 1

The stability of the scheme is depicted on Figure 3 where the reduction
factor (maximum of the two eigenvalues) is function of ©, 0 < ©; < II. Note
that for p = 1, we observe a good stability.

RR n°2310



16 N. Marco, B. Koobus and A. Dervieuz

1 =T
0.9) . ]
bz 0.7 F A\ et = C U —
© i
“ o = 0.2
s > - 0.3
= 0B = 0.4 -
© = 0.5-
© I SRR Y W A R |
- 0.4 = 0 6 -
T 03 N V- = 07 ,,,,,,, -
g 0.2 ; ; ANV : = 0 8 -
SO TTUN /) Rho :097
0.1} GV Rho--=-1.-——-
0 i i i\\/ i i ‘
0 0.5 1 1.5 2 2.5 3 3.5

Theta_k O0<Theta_ k<Pi

Figure 3: Monogrid Fourier analysis.

As pj is the step-length relaxation associated to the fine grid (monogrid),
we fix p; = 1 (the optimal one by Monogrid Fourier analysis), and only ps
varies. Figure 4 describes the stability of the scheme, according to values of

P2-
e Two-Grid Fourier analysis applied on problem (31) :

2
= et [ (A + (o2 - p)(LPP LAY ] (3)
In Appendix 2, even and odd components of the error are given. We also
exhibit the amplification matrix G(Oy, p1, p2)-

As in the two-grid Fourier analysis without smoothing, we fix p; = 1 and
po varies. Figure 5 depicts the stability of the scheme. We note that for a ps
four times greater, the scheme is still stable. For a p, five times greater, we
are at the limit of the stability.

INRIA



An Additive Multilevel Preconditioning Method 17

N O

2

Anplification factor

0 ; ; ; i
0 0.5 1 1.5 2 2.5 3 3.5

Theta_k O<Theta_k<Pi

Figure 4: Two-Grid Fourier analysis without smoothing.

Anplification factor

Thet a_k O<Thet a_k<Pi

Figure 5: Two-Grid Fourier analysis with smoothing.

We conclude that, without smoothing, there is the following relation for
the steps relaxation p; :

pr= 1

RR n° 2310 pi= 27p  i>1



18 N. Marco, B. Koobus and A. Dervieuz

while with smoothing, the relation is :

pr= 1
pi= 47tpy or p;=5"1p

4 Abstract convergence theory

We now present a proof for the 2-grid additive multilevel algorithm. A similar
proof for a 2-grid parallel multigrid algorithm is shown in [7]. Our proof was
inspired by the previous one.

4.1 Abstract theory

Let V' be the vectorial space of functions u defined on 2, open bounded domain
in IR?. We assume that V is a Hilbert space, supplied by the scalar product
< .,. >. When considering the linear operator A defined on V, continuous,
self-adjoint and positive definite in the following meaning :

<Au,u>>0,Vu eV
<Au,u>=0 = u=0
we define a new scalar product noted < .,. >4 by :
VueV, <uu>y=<Au,u>
Let b be a given function in V', then the problem
Find w in V such that
{ Au=15b

has a unique solution @ = A~'b.

Let suppose that 2, is a discretization of €2, and V},, the discrete space,
is dense in V. Let Aj; be the discrete operator in Vj. The initial problem
restricted to V), becomes :

{ Find wup, in Vj, such that

Ahuh = bh

INRIA



An Additive Multilevel Preconditioning Method 19

It has a unique solution @, = A;lbh.

To be more explicit and to have similar notations with Multigrid method, we
rename the transfer operators P and P* by I% and I (H represents the spatial
discretization step on coarse level).

Let consider the splitting operator 7}, defined on V}, which reaches high
frequencies components and an other splitting operator S, = Id; — T}, from
V. to the kernel of T}, which reaches low frequencies components :

Ty = Idy — I I}! (34)

Sh = Iyl (35)
We then have the following decomposition :
Vi, = Im(Ty) & Im(Sh)

Assumption 1 : S;, and 7}, are orthogonal projection operators.
Let T, and Sj, be another splitting operators defined by :

T,=A'TyA;, and S, = A;'S,A4,
Assumption 2 : T}, and S, are orthogonal projection operators.
Algorithm :

1. n+—20
e=10"1

2. uptl =up—p [ an ThTh(Apu® — by) + agSySy(Apu? — by) ]
=u} — p B'G(u})
3.if ||B'G(up)|| <¢ goto4 else n<—n+1 goto2

4. end

RR n"2310



20 N. Marco, B. Koobus and A. Dervieuz

p is a constant small enough (p < 1) and oy, and ag are p; and p, defined in
Section 3.

Remark : As the AMLP method is applied on an optimization problem, the
optimization method we use is a gradient method, and operator A is defined

as follows :
Ah 2Hh — H;L

where Hj, is a Hilbert and H;L is its dual space. The residual Apu, — by, = 74
(the gradient of cost functional J) belongs to the dual space. As part 2 of the
above algorithm acts in the Hilbert Hj, we need a canonical isomorphism A
acting from H, to Hj,. Operators T}, and S), are applied on the residual, they
act in the dual space. From their definitions, operators T and S}, act in Hj.
Then, part 2 of the Algorithm should be written :

uptt =y — p [ anThATHr) + g SuARSyr) ]

As the isomorphism is not necessary for the sequel of the proof, we will not
use it. O
The iterative error is given by : e = %, —uj. Then, the algorithm becomes :

eZ"H = ez —p ahThThAhe}lL —p OéthShAhe;LL

(36)
= Mhe’g

My = Id, — p ap, T ThA, — p agSySyAy, is the iterative operator of 2-grid
additive algorithm. When applying to M orthogonal projection operators T},
and S}, it follows that :

ThMy, = Th(Idy — p anThAw) = Th(Idy — p anAn)Th,
SpMy = Sp(Idy — p agSuAr) = Si(Idy — p g Ar)Sh
Then, equation (36) can be written in the following way :
eyt = TypMye} + SpMye?

_ _ _ _ (37)
= T},(Idh —p ozhAh)TheZ + S;,(Idh —p OéHAh)Sh,e;LL
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It finally implies that :
lea ™ * = ITa(Idn — p cnAn)Thep||* + ISh(Idn — p amAr)Suerl*  (38)
As in [7], we assume two verified properties :
P1: Ja;€]0,1[, suchthat Ve,eV,
ITh(Idn — ponAn)They|| < aal|They]] (39)
where oy < 1 is independent of h.
P2: Jayel0,1], suchthat Ve, € Vi
I1Sh(Id — pan An)Shep|| < aol[Shey|| (40)

where a; < 1 is dependent of h (because it is not a 2-Grids-Ideal method
but only a 2-Grids method).

These two properties express the contraction property for both high and low
frequencies. We then can state the following proposition :

Proposition 4.1 Under properties (39) and (40), the additive multilevel 2-
grid algorithm is convergent :

Ja€]0,1], such that Vn , |leit]] < oflerl (41)
where o = maz (o, az) and :
nl_lgloo uy = Uy (42)

Proof :
Equation (38) and hypothesis (39) and (40) imply that :

leit1? < af [ Theqll? + o3 |[Sneqll?

VAN

Max(a?,03) ( |Twep |l + |Snep|? )

IN

Maz(ei,a3) |l

RR n 2310



22 N. Marco, B. Koobus and A. Dervieux

where Maz(ay,a0) = a < 1.
We finally obtain, by a recursive process :

ler ™I < ()" [lex]”

and :

: n+1 : nil .0 o
Jim e < lim (a"eh] ) =0

The series of general term e} tends towards 0 in Vj, when n tends towards +oo.
We deduce that nl_l)I}_loo up = up. The error decreases with factor a. O
Remark : Property 1 is an actual smoothing property : high frequencies are
damped, a; does not depend on h. Property 2 concerns the coarse level with
low frequencies. It is satisfied if its stationary point is an approximation of
the one of the algorithm. This property verifies the consistency property an-
nounced in [11], for example ; the smooth part of the error decreases. If
a1 < ag, then the two-level method converges as fast as the one-level method
applied to the coarse level. This means that the convergence of a Multilevel
method depends only on its coarsest level convergence. We then obtain a
mesh-independent convergence rate.

4.2 Verification of the main assumptions

On a concrete example, let demonstrate that S, and 7} are orthogonal pro-
jection operators :
As seen in the previous section,

(uh)2p + (uh)2p+1

(II’}UH)izvp = (uh)p = (Ifhqu)i=?p+1

(un)2p + (un)
2

When composing another time by I%TH we obtain :

(I?IIffluh)‘i=2p = = Ky = (szfuh)i=2p+1

(up)2p+(up)2pt1 + (up )2p+(un)2pt1

I )y = —2 2 = K,
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(Tl (L 13 wn)])imp = K = (T L (T Iy un)])izzpa
We then deduce that :
ShSh = Sh
An example of this equality has been derived on Figure 6. The operator
ILTETETE  has been applied to a function wu(z,y) and I4IZu(z,y) and
I THTY [Hy(z,y) are depicted.

PP*U( x, y=fi xed) —
PP*(PP*U(x,y fixed)) —-

Sol ution

i i i i i i i
0 0.5 1 1.5 2 2.5 3 3.5 4
X-axi s

Figure 6: Sketch of SyS, = Sy applied on a real function u(z,y). Presentation
ofacut (y=0 ) of Spu (line) and SpSyu (dashes), where the operator Sy,
is the composition of the operators I IH.

From the definition 7}, = Id; — S}, we deduce that :
T, = (Idh — Sh)(Idh — Sh) = Idh — Sh =T,

and

STy = Sy — SpSyL =0 O
Let also demonstrate that S, and T, are orthogonal projection operators :
T}LT}L = A;lThAhAnghAh = A;lThAh = Th
S Sh = AT'SARATS, AL = ATSLAL =S,

SuTh = A'SARA T AL = A NS ThA, =0 O
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5 Numerical experiments

Results have been obtained on regular square meshes. In the first section, a
fine square mesh with 1681 nodes is used and agglomeration method provides
four coarser meshes. In the second section, we present a mesh-independent
convergence rate on three fine meshes (1681, 6561 and 9409 nodes) and in
the last one, AMLP method has been used in the case of an optimum design
problem, the optimization of a 2D nozzle in Euler flow.

5.1 Residual convergence

With this new approach of multilevel method, we can apply a conjugation
method on the residual, because it depends on all the levels in only one step
iteration ; all the frequencies are reached. We use a Polak-Ribiére conjugation,
as described in [1], and a new descent direction d* is found :

< Res®“, Res® — Res*™ ! >

dafl
< Res*™1, Res*~! >

d* = Res® +

where Res®, the residual of the AMLP method, has been defined in Section 2
and it is normalized by : R
o es”
Res® = Tesl

Figure 7-a presents the convergence history of cost functional J computed
with both methods. When using smoothing, the minimum of J is reached 3
times faster with AMLP method. Without smoothing, it is reached at the
same time. If we examine the first iteration solutions obtained with both
methods, Figure 7-b shows that the AMLP method provides a better first
iteration solution than multilevel with V-cycles. As all the frequencies are
reached in one iteration, the converged solution is faster approached.

In Figure 8, convergence of the residual has been evaluated with and with-
out smoothing. The p;’s have been chosen twice and fourth greater on each
level, and we deduce, experimentally, the same conclusion as in Section 3,
with two-grid Fourier analysis. When not using smoothing, the convergence
of the residual is better with steps twice larger, and when using smoothing, it
is better to use steps four times larger.
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The multilevel method with V-cycle strategy (see e.g. [4]) has been com-
pared with the new approach of multilevel in Figure 9. When comparing
optimization iterations, the new method is 4 times faster with smoothing and

about twice faster without smoothing.

Additivéa M + snobthi ng ( I?iwo_i = 5"(%-1) ) —
M Addi tive M-+ sioot hing (i Rho i =44(i=1) ) ==
: Additive M V\jthout snnbthi ng ---
: TTUMLTWi th Vi cycles + smopthing |
. M.with ¥ cycles without smopthing - |

i i
0 20 40 60 80
Optimization iterations

a- Cost functionals

U(X Y fixed)

o {Add. ML —
i L. MiV_cyclies -
o Convergedsol ut’i %’(’)’r’l'il -

X_axis

b- First iteration solutions

Figure 7: Comparison of cost functionals with AMLP method (with smoothing
or not) and ML method with V-cycle strategy (with smoothing or not). Com-
parison of first iteration solutions (obtained with both methods) and converged

solution.

5.2 Mesh-Independent Convergence Rate

We note on Figure 10-a a mesh-independent convergence rate with smoothing
(pi = 4'71) and simple gradient. With conjugate gradient and smoothing, the
option p; = 4!, does not involve mesh-independent convergence rate (Figure
10-b). However, when using two-grid Fourier analysis with smoothing, we have
seen that the step on the coarse level should be 5 times greater than the step on
the fine one. In Figure 10-c, the independent convergence of the mesh appears.
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Figure 8: Convergence of the residual with and without smoothing.

Wit hout sim)ot hi nig :

Sg b - Multiplicative nmultilevel (V_cycles) - |
v N ~Wth smoot hing :

‘ Additive nultilTevel ---7
-Multipliicative imultilevel -

Log (residual)

i i i i
90 100 200 300 400 500 600 700
Optimzation iterations

Figure 9: Simple gradient : comparison between additive multilevel and multi-
plicative multilevel (with V-cycles and 1 iteration on each level).

5.3 AMLP method applied to Optimum Design in-
verse Problem

In [10], a one-shot method was applied to the problem of shape optimization
of a nozzle in a 2D Euler flow. This method was combined to the mul’%il\l%ﬁl

T T T T T 1 T T T T T T
Wthout smoothing ( rho_i = 27°(i-1) ) — wi thout smoothing ( rho_i = 27(i-1) ) —
W EThout T SWOOt i nig (PO = ANy ) I 0 " Wthout smoothing (rho_i = 47(i-1) ) h
Wth snoothing ( rho_i = 27(i-1) ) --- | -l“‘.‘ . Wth smoothing ( rho_i = 27(i-1) ) ---4
smoothing ( rho_i = 47(i-1) ) 2l ;‘\»Wth snmoothing ( rho_i = 47(i-1) ) - |
b N Bl Teel
s 3 1
B 7 =}
4 : 1
L 4 1% W
2 sl Vi i
b 4 =~ \’\\
2 .6} “\ g
2 \/\‘
[ | STk " b
\v»
L ~ ] gl \, ]
~ %,
| \\\\\\ ] ol o, |
- ' L L L L \\\ -10 L L L L L L
0 100 200 300 400 500 600 0 50 100 150 200 250 300
Optimzation iterations Optimzation iterations
Simple gradient Conjugate gradient

350
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; : © Fi né rreshés V\A'[h
B N P P 9409 nodes

6561 nodes -

S NG e O b1l NOodes ---
1681 nodes ---
— T ,,,,,,,,,,,, i
E |
= S b T Y """"""""" e
3 -5t rrrrrrrrrrrr .
- -6 L ,,,,,,,,,,,, i
2 |
1 -7k """""" -
1) S E N R B SR A
N
10 i i i i i i
0 10 20 30 40 50 60 70

Optimzation iterations
a- Simple gradient

0 T T T T T

Fine imeshes with :
-1 ©1681 nodes
ol ... 6561 nodes - |
-3 L 4
-4 L 4
-5 L1 4
-6 4
-7k 4
-8 L 4
-9 L 4

-10 i i i i i i i i i
0 5 10 15 20 25 30 35 40 45 50

Optimization iterations

Conjugate gradient with smoothing

and p; = 411

Log (residual)

-12
0

I%i ne rfeshesj Wi t h‘ :
1681 nodes —

2 6561 nodes ]
: : 9409 nodes ---

-4 : 4

-6

-8l

35

i i i i i
5 10 15 20 25 30
Optimzation iterations

40

c- Conjugate gradient with smoothing
and p; = 5*1

Figure 10: Mesh-independent convergence rate on three fine square meshes :

1681, 6561 and 9409 nodes.

method with V-cycle strategy and results were very efficient. We try now to
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test the one-shot combined with the AMLP method.

Results are not satisfying. Cost functional decreases faster than the one
obtained with complete solution of the state and adjoint-state equations, but
slower than the one of the one-shot method combined with Multilevel with
V-cycle strategy (Figure 11). In fact, it is because we no more work with a de-
scent direction, which is very difficult to adjust the optimal step p,,; with the
steps p; on each level. We recall that the step-length p,,; is not automatically
calculated in this One-Shot method.

If we consider the complete solution of the linear systems, as we get a
descent method, the optimal step-length p,,; is calculated at each iteration
with an interpolation rule and p;’s are chosen four times greater on coarser
levels (p1 = 0.0625,p2 = 0.25,p3 = 1). Figure 12 presents the convergence
history of the cost functional with AMLP method. Results are convincing.
Successive shapes are given on Figure 13. In Figure 14 first iteration pro-
files are depicted for complete solution on the fine level and complete solution
with AMLP method. We note that the AMLP profile is a better approxima-
tion of the desired shape. High frequencies seen on the boundaries have been
smoothed.
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Monogrid :
7 paraneters —
15 paraneters --
V-cycles :
- 15 paraneters ---
-15 paraneters ----
. Additive :
-15 paraneters —--
-15 parameters —--

Log (cost functional)

Cost functional evaluations

Figure 11: One-Shot combined with ML method with V-cycle strategy and One-
shot combined with AMLP method. For the first approach, the optimal step is
fized on each level (3-7-15 parameters) and on the second one, it is fized on
the finest level according to the p;’s.

T T
; ; ; Monogrid : 15:par. —
0 I Monogrid : 7ipar. -

Monogrid : 3ipar. ---
: 7-15§par. —————

Log (cost functional)

0 160 260 360 460 560 600
Cost functional evaluations

Figure 12: Complete solution of the state and adjoint-state. Convergence his-

tory of cost functional firstly on one level (15 parameters, 7 parameters and 3

parameters) and secondly with AMLP method (7—15 parameters and 3—7—15

parameters).
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Desired shape —

Initial shape —-
Monogrid (15 p.):
10th iteration ---
| 400th iteration
1000th itartion —--
TML. Additive :

5th iteration ---
50th iteration-

Y-axi s

X-axis

Figure 13: Complete solution of the state and adjoint-state. After 50 opti-
mization iterations, the desired shape is completely approached by the AMLP
method, while it is not yet approached with the fine grid.

Desired shape —
Initial shape ——

1st iteration :
Monogrid (15 par.) ---
. |Additive (3-7-15 par.) -

Y_axis

X-axis

Figure 14: Solution after one optimization iteration. AMLP method gives a
better convergence to the desired shape and high frequencies seen with the fine
grid are smoothed with the AMLP method (work with 3 — 7 — 15 parameters).
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6 Concluding remarks

This paper studies a multilevel method for optimization problems, when using
a hierarchical parameterization with transfer operators. In recent works (see
for example [4]), the multilevel method uses a V-cycle strategy where the cost
functional, computed with all the components, is evaluated on the different
levels and then, a lot of informations are not taken into account ; this involves
some waste ; for the computation of the residual, the same problem appears.
On a given level, we only smooth the component related to this level, while
the others are not necessary. We infer that if this waste did not exist, the
efficiency of the multilevel method would increase.

In the present additive standpoint, in order to avoid useless calculi, descent
direction of the optimization problem (pB~!(Au — b)) has been splitted in a
sum of descent directions (372, pi(Au — b);) on the different levels. The p,’s
are steps-length relaxation weighting each descent direction and (Au — b); are
the frequency components of the residual (i = fine corresponds to high fre-
quencies and 7 = coarse corresponds to low frequencies). In one optimization
iteration, all the components of the residual are attacked and it demands only
one evaluation of the cost functional.

On a simplified example (Poisson equation), some theoretical results have been
proposed : creation of a new splitted descent direction, construction of a hi-
erarchical preconditioning of the same nature of matrix A, and a convergence
theory for the multilevel algorithm has been proposed for a mesh-independent
convergence rate.

The AMLP method has been tested on two numerical experiments : firstly,
when solving a simplistic problem, solution of 2D Laplace equation by the
optimization of a symmetric, positive definite cost functional. The method is
very efficient in comparison with multilevel method with V-cycle strategy : the
optimization iterations number has been reduced from a factor 2 without the
“smoothing” operators L and L* and a factor 4 with the “smoothing” opera-
tors. We also note a mesh-independent convergence rate on meshes of similar
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topology. The second numerical experiment concerns the introduction of the
AMLP method in a more difficult problem : the optimization of a nozzle in
a 2D Euler flow. When solving completely linear systems (state and adjoint-
state equations), the additive method is satisfying. Fewer cost functionals are
evaluated. However, when solving simultaneously the linear systems (One-
Shot method), the combination with the AMLP method is not as efficient as
the multilevel method with V-cycle strategy.

To sum up, this new multilevel approach brings several improvements ; in
particular, we can combine it with the conjugate gradient, which we could not
do in the previous method. The obtained results are interesting with respect
with CPU time. In the future, it could be interesting to combine this additive
method with several more performant solvers and to apply it to non-symmetric
problems.
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Appendix 1

2-Grids Fourier Analysis for scheme (32), without smoothing.

FEven components of the error:

ntl n P2Tp1 p2 +3p1 3p1 — p2 p2— p1
Uyt =Us;_y 1 T U= =) + U + Ugja—

0dd components of the error:

P2+ p1
4

p2 — p1
4

3p1 — p2

p2+3p1)
4

4

n+1 n n n n
Usity = Usi 4 + Uy; +Ugj11(1 — + Ugjta

When using Fourier modes as defined in (26), the amplification matrix is :

U;cH—l U,?
. 1 = G(ek,plaPQ) N
Vk’fb+ an

where :
g1(O, p1,p2)  92(O4, p1, p2)
G(QkaplaPQ) =
92(=Oy, p1,p2) gl(=O, p1, p2)
with :
+3 - .
gL(O, pr1,p2) =1 2 1 o2 1 L exp (2i0y,)
_ P2t . 3p1— p2 .
92(Og, p1,p2) = exp (—10y) + ———— exp (16y)

4

Appendix 2
2-Grids Fourier Analysis for scheme (33), with smoothing.

Even components of the error:

U2j+1 = Ug(1—p1— 6—4(/’2 —p1))+ U2j—46_4(P2 - p1)

1 1
+ Ufjsgg(p2 = p1) + Uzjai (P2 = p1)

n (1 1 w1 5
+ U2j—1(§P1 Y (p2 = p1)) + U2j+1(§/’1 Y (p2 — p1))
3 n 3
+ U2nj+264(f’2_P1)+U2j+3—64(/’2—/71)
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0dd components of the error:

n n 1 5 n 3
Ugitt = Usj(5p1 — gz (P2 = p1)) + Ugjo i (p2 = p1)

3 n 5
+ U?] 164(P2—P1)+U2j+1( - pP1- 6—4(p2—p1))
n 1 1 n 1
+ U2j+2(§P1 + 6—4(P2 —p1)) + U2j+36_4(P2 - p1)
1

When using Fourier modes as defined in (26), we write the amplification matrix by :

Uptt oy
) = G(O,p1,p2) )
Vet Vi

where :
91(O,p1,p2)  92(Og, p1,p2)
G(Og, p1,p2) =
92(=Oy, p1,p2) gL(=O, p1, p2)
with :
r 5 1 _
91(Ok, p1,p2) = 1—p1— 6—4(p2 —p1) + 64(p2 — p1) exp (—41Oy,)
1 3 .
t gz (P2~ p1)exp (=2i0p) + L (p2 — p1) exp (2iO)
1 , 1 1 .
92(Or, p1,p2) = o1 —(p2 — p1) exp (=3iO) + (3 5Pt o (p2 — p1)) exp (—iOy)
1 5 . 3
{ + (g1 = g7 (p2 = p1)) exp (iOk) + = (p2 = p1) exp (3i0%)
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