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Abstract: The purpose of this work is to study a parallel two-grid algorithm
with residual splitting for the solution of partial differential equations.

In standard Multigrid (MG) schemes, if the correction on the two levels is
computed in parallel, the low frequency components of the error are corrected
twice, which may generate inconsistency and thus loss in efficiency. In the
parallel MG method proposed by Chan-Tuminaro [1, 2], a residual splitting is
then used to avoid this problem. This is the initial point of our study.

In this report, we present an abstract analysis of a parallel MG solver based
on residual splitting. In particular, we give a convergence proof based on a
smoothing property and an approximation property like assumptions. In this
approach, a filtering of the correction is done on the fine level.

We also show examples of application of such an algorithm. It turns out that
a method without correction filtering seems to be more efficient.
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Un Point de Vue Additif sur des Algorithmes
Bigrille Paralleles

Résumé : L’objet de ce travail est ’étude d’un algorithme bigrille avec
décomposition du résidu pour la solution d’équations aux dérivées partielles.
Pour les schémas Multigrille (MG) classiques, si la correction sur les deux ni-
veaux est calculée en parallele, les composantes basses fréquences de I'erreur
sont corrigées deux fois. Ceci peut générer une inconsistance et une perte d’effi-
cacité. Dans la méthode MG paralléle proposée par Chan-Tuminaro [1, 2], une
décomposition du résidu est utilisée pour éviter ce probleme. C’est le point
initial de notre étude.

Dans ce rapport, nous présentons une analyse abstraite d’un solveur MG pa-
rallele fondée sur une décomposition du résidu. En particulier, on donne une
preuve de convergence fondée sur une propriété de lissage et une propriété
d’approximation comme hypotheses. Dans cette approche, un filtrage de la
correction est effectué sur le niveau fin.

On présentera des exemples d’application d’un tel algorithme. De par ces expé-
riences numériques, il s’est avéré qu’une méthode sans filtrage de la correction
semble étre plus efficace.

Mots-clé : Méthodes Multigrille Additives, Décomposition du Résidu, Fil-
trage de la Correction, Equation de Diffusion, Equation d’Advection, Analyse
Numérique
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4 B. Koobus and M.-H. Lallemand

1 Introduction

Multi-Grid (MG) solvers are known to be very efficient for the solution of
partial differential equations (even in the non elliptic case) and, in particular,
allow a solution in O(N) operations (”Full Multigrid”, [3]), where N is the
number of vertices of the mesh.

The interest of MG algorithms is to treat the smooth and the oscillatory part
of the error in an uncoupled way. For a 2-level MG, the high frequency com-
ponents of the error are treated on the fine grid, while the low frequency part
of the error is approximated on the coarse grid [4]. In standard MG, these two
problems are solved sequentially.

A standard way of parallelizing MG algorithms [5, 6, 7| consists in the pa-
rallelization of its classic version within each level. However, most processors
are idle [7] when dealing with the coarse grid problems since they contain
fewer points. In [8], Frederickson and McBryan propose a ”parallel supercon-
vergent MG algorithm” (PSMG) where all points are retained on all grid levels,
keeping therefore all processors busy, but increasing the computational com-
plexity. This is somehow contradictory in the multi-level philosophy and it is
not much more efficient than a parallel implementation of standard MG me-
thods, as it is claimed by Decker in [9].

In this paper, we choose an approach close to the algorithm of Chan and Tu-
minaro [1, 2]: the residual equations are solved in parallel by approximating
on the different levels the smooth and the oscillatory parts of the error. The
resulting algorithm belongs to the class of so called Parallel Subspace Correc-
tion (PSC) methods, as defined by Xu in [14], while standard MG algorithms
belong to the class of Successive Subspace Correction (SSC) methods, there-
fore, we do not use the multiplicative theory [3] in our convergence result. As
a matter of fact, the standard two-grid iteration error during one cycle (with
no post-smoothing) is sequencially reduced by the pre-smoothing operator and
the coarse grid correction operator, therefore, the resulting two-grid iterator
can be expressed as the multiplication of these two operators. In the PSC
approach, the 2-grid iterator is splitted as the sum of a smoothing operator
(related to the fine grid residual equation), and a coarse grid correction pro-
jection operator (related to the coarse grid residual equation), therefore, an
additiveapproach has to be used here. This can be roughly expressed by the

INRIA



An Additive Standpoint in Parallel Two-Level Multigrid Algorithms 5

following :
Let F be a Hilbert space and let £y and E5 be two orthogonal subspaces allo-
wing the direct sum decomposition £ = F; @ F,. Then the original problem

Az =bin F (1)
is decomposed into two subproblems

ALE'l:bl,
ALEQIbg,
with b = by + by |

which are obtained by projecting the initial problem 1 on F; and FE,. So,
finding z in E such than Az = b is equivalent to finding z; and x5 such that
Azy = by and Azy = by, then z is given by x = z; + z2. In our two-level
algorithm, A z; = by is solved on the fine grid and A x5 = by on the coarse one.
Then the two-grid iteration error is parallely reduced on both fine and coarse
levels.

This is the main idea of Chan and Tuminaro [1], who define a parallel MG
algorithm by solving, in parallel, complementary residual equations on the dif-
ferent grids. This avoids the idle processor problem which occurs on the coarse
grids when parallelization is done within each level. Therefore, for a successful
application of such a solver, it is essential to define a filtering of the fine grid
residual which separates its low frequency components from its high frequency
components. In that way, we can compute in parallel the "high-frequency re-
sidual equation” on the fine grid (that is the fine grid correction equation,
where the right hand side (RHS) is the oscillatory part of the residual) and
the ”low-frequency residual equation” on the coarse grid (that is the coarse
grid correction equation, where the RHS is the restriction of the smooth part
of the fine grid residual).

In this paper, we first precise the framework of our parallel MG theory. In
Section 3, we present an algorithm of a parallel two-grid method with residual
splitting and correction filtering. We give, in Section 4, the main assumptions
of our convergence theory. Section 5 is devoted to a mesh-independent conver-
gence proof of the parallel MG algorithm relying on a residual splitting and a
correction filtering. The convergence theory is based on a smoothing property

RR n°2311



6 B. Koobus and M.-H. Lallemand

and an approximation property. Following Guillard’s idea [15], in this analy-
sis a splitting of the original space into a direct sum of orthogonal subspaces
is used. At last, Section 6 illustrates our study by giving some numerical re-
sults for 1D diffusion and advection equations. We find that a scheme without
correction filtering is more efficient.

2 Problem framework

Let © be an open bounded domain in IR? with regular boundary T. Let V be
the vector space of functions u defined on {2 and with values in IR. We assume
VY to be a Hilbert space, and denote its inner scalar product by < -, - >, and
the associated norm by || - ||. Let A be a linear operator defined on V, with
values in V, that we assume to be continuous, self-adjoint and positive definite
in the following meaning:

<Au,u>>0,VueV,
<Au,u>=0=>u=0y.
Let < -, - >4 be the new scalar product defined by
VueV, <u,u>p=<Au,u> .
Let f be a given function in V, then the problem:

Find v in V such that
Au=f,

has a unique solution u* = A71f.

Let Q) be a discretization of €2, and let V), be a vector subspace dense in
V. We denote by Aj the discrete operator defined on V), as the restriction of
A to Vg, (Apup = Auy, , Yuy € Vi). The initial problem, restricted to Vj, can
then be written by

(2)

Find uy, in V), , such that :
Apup = fu -

INRIA
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Let Vg be a non-null vector space of V;, and let I (resp. I%) be the restriction
(resp. prolongation) transfer operator mapping from Vj, (resp. Vg) to Vg (resp.
V). We define the operator Ag on Vg by

Ag ©1H A, 1

then, a sufficient condition under which Ay keeps the properties of Aj is to
define:
IIfI = C(Izi'-LI)>l< )

where ¢ a suitable scaling factor [10] and to impose that I} to have full rank
(i.e. R(I%) = Vg ). But this property (setting the restriction operator to be
the adjoint of the prolongation operator) is not necessary to insure the MG
convergence [10].

Let U be another non-null vector subspace of V},, and let us consider the
orthogonal projection operator 7}, defined on V;, with values in Uy, then we
have the following direct sum decomposition :

Vh = Uh ©® U}f_ )
with
Un = R(T}) , Uy = R(Sh),

where S}, & I, — T}, is the complementary orthogonal projection operator
mapping from V), to the kernel of 7}, and where [}, is the identity application
in V.

Suppose now that we have an iterative process with iteration matrix Gy,
which allows the approximation of the exact solution uj = A,:l fn- Then the
iterative process associated to (G; can be written by :

u(®) given in V, ,

u(l) :Ghu(l_l)—i—bh, fOI' l:1,2, N

(3)

where, because of consistency, by, is necessarily defined by :

b= (In— Gr) Ayt fu .

RR n°2311



8 B. Koobus and M.-H. Lallemand

Let T, (resp. S;,) be the projection operator defined by :

def

T, = AN T, Ay,

(resp.
def

gh :AEIShAh:Ih—Th).

3 Parallel two-grid algorithm

Let u) € V), be the initial guess and € > 0 be the tolerance for convergence
stop, then we propose to solve problem (2) (i.e. to find an approximated solu-
tion uy, of uj}), by the following iterative algorithm :

1. |Initialization‘ n«— 0;

2. |Residual computation and convergence test

n n
Ty — fn— Apup

if ”TZH <e,stop: uy «— up;

3. |Parallel solution of the two following sub-steps

(a) ‘Approximate solution in Vh‘

Apen =T, ”"Z ) (4)

in one iteration of algorithm (3), with ¢® = 0 in V, and b, =
(I, — Gh)Angh ryy, and set:

1 =
e;LH" «— T e(l);

(b) ‘Exact solution in Vg

AHeH:I}?ShT27 (5)
and denote its exact solution by e} = A IZ Sy v, then set:

n+1,2 < th _* |
€h — ShIHeH )

INRIA
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4. |Solution updating, next iteration
First set

n+1 n+1,1 n+1,2
€, e, T te T,

then define the new approximated solution of (2) by:

n+1

n+1 n
Uy — Uy te,

and go to the next iteration: n «+— n+ 1, go to 2.

4 Main assumptions

We may notice that the algorithm defined above is close to the classical two-
grid Correction Scheme algorithm, except that, on V}, we do not compute
an approximate solution of the initial problem, but only an approximation
of its component in R(T}); likewise, on Vy, e} stands for the exact error in
Vi, of the component of ef™(%' A,172) in R(S}), restricted to V. Here,
the orthogonal projection operators (7}, et Sj) have to be seen as operators
allowing the decomposition of the full residual in a high frequency component
(in R(T%)), and a low frequency component (in R(S3)). To insure the efficiency
of this parallel two-grid process, the iterative algorithm (3) must effectively
reduce the component of the full error in R(7}) and the residual equation
to be solved in Vg must be a good approximation of the residual equation
associated with the component of the full error in R(S},). In other words, we
may assume that the following smoothing property, related to the correction
equation in Vj, is satisfied :

Joy €]0,1[, Ver, € Vi, IThGrThen| < o ||Thenl , (6)

where a; does not depend on h. The projection in R(S}) of the error defined as
the difference between the original exact error in V}, and the exact solution in
Vg of problem (5) is assumed to satisfy the following approximation property :

Jon €]0,1, Ven € Vi, IS (In — Il Ag' I An) Swenll < az[[Shenll , (7)

where as is independent of A. In the sequel, we shall show that these two pro-
perties are sufficient to make sure that the parallel 2-grid algorithm is conver-
gent with a convergence rate bounded above by a constant o < 1, independent

of h.

RR n°2311



10 B. Koobus and M.-H. Lallemand

5 Abstract convergence result
Let €;™ be the exact error in V), defined by :

ey & ufp —ul = Aplr
Then we can state the following proposition :

Proposition 5.1 Under assumptions (6-7), the parallel 2-grid algorithm des-
cribed in Section 3 is convergent and we have :

V20, [l < a e (8)

with o = max(aq, az) less than unity and independent of h,
and where a; and oy are defined in the Inequalities (6-7).

Proof:

Proving that the parallel 2-grid process is convergent and the limit is the
exact solution of the problem in V}, is equivalent to proving that:

lim ;" =0in V) .

h—oo

If we notice that:
Yn > O * n+1 = 62 " 61}1+1 )
then we have:

1 0 .
V>0, "=t — > e,

and therefore, proving that lim e;™ = 0 in V), is equivalent to proving that

n—00
0

the series of general term e} converges to e}, i.e.:

lim > er=e .
N—)oon N (9)

First let us write down the two following lemmas :

INRIA
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Lemma 5.2 The iteration matrix M, corresponding to the parallel 2-grid ope-

rator and defining the iterate e; ™' from e} for n > 1 can be written by :
M;, = [Ih — (Dh + Eh) Ah] , (10)
where : . )
Dy =Ty (In— Gu) A, Th (11)
E, =S8,IAF IS, ;
Proof :
Let n > 1 be fixed. By definition of e} ™!, we have:
et =T, ettt = Dy,
Gttt =Sueptt = By

on the other hand:

whence: ntll ol g en
” h h A €p
= (Th — Dy, Ah) €h >
et =Byt - By Ay el
= (?h — By Ah) ey -
Therefore :

1 n+1,1 n+1,2
€Z+ — eh ; + eh 9

= (Ih - (Dh + Eh) Ah) 62 .

Notice that, for n = 0, the first iterate can be written by:
eilL = (Dh + Eh) Ay, 62’0 ,
and therefore :

Mt = I, — (D + Ey) An]" (Dp + Ey) Apel?® .

RR n°2311



12 B. Koobus and M.-H. Lallemand

Lemma 5.3 The decomposition of M, on R(T}) ® R(S},) is given by :
ThMy, =TyGy Ty,
SpMy, =S, (I — Iy A7' I Ay) S,

Proof :

and

=Sy [In — Su Ily A" IF ), Ay
=Sy (In — Iy Az' I Ay) S
O

The first part of the demonstration of (9) is a direct consequence of as-
sumptions (6-7) and lemma (5.2-5.3).
Indeed, we can write that:

v > 1, |leg > = || My erl
= ||Th Mn €;|1? + || Sn My, e ||?
= [T Gu Thepl|? + IS (In — Il Ag* IE Ay) Shep)?
< i |Thepl” + a3 |[Shenll®
< max(a3,o3) (||Ts efl|> + |[Sh }]|?)
= max(af, a3) ||ex |

We can deduce that:
[Mp]| <a <1, (12)

INRIA
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with a = max(ay, az) independent of h .

A direct consequence of (12), is that the operator (Dy, + Ej) Ay, is invertible
and its inverse can be written by:

(D + Ep) )" = lim 3 (I = (Dy + En) An)* ;
k=0,n
but, since:
5 e = (z M;:) D+ B Ay
k=0,n k=0,n
we can deduce that:

lim 37 et =[(Dn+ Ep) Al (Di + Ep) Ape,”

k=0,n
*,0
=e; .

Now we shall prove that the convergence rate of the exact error e, is bounded
above by a = max(ay, ag) :

for n > 0, we have:
*n+l %0 k
€y =el — Y, €

k=n+2,00
k-1

k=n+2,00

= Z Mh e;‘;

k=n+1,0

Ex)

For getting the last equality, the sum and the operator M) have been permu-
ted since this operator is continuous linear and the series of general term e}, is
normally convergent.

Therefore :

¥n >0 Jleg" < 1Ml lex™|

< alley”|

RR n°2311



14 B. Koobus and M.-H. Lallemand

which ends the demonstration of the proposition. O

6 Numerical experiments

For each experiment, the problem is considered to be solved if the tolerance
e = 107'Y is reached by the normalized iterative residual denoted by Res(a),
which is defined at the iteration a by:

= Awt
Res(e) = 72,

where u® denotes the of* multigrid solution iterate which approximates the
exact solution of Au = f.

For both advective and diffusive problems, the multigrid framework is the vo-
lume agglomeration multigrid approach defined as in [11], i.e. the coarse grid
equations are discretized on coarser meshes, where the coarse grid volumes are
obtained by grouping the finite volumes of the fine grid.

For the restriction operator, the value of the restricted residual on a coarse cell
is defined as the sum of the values of this residual corresponding to the fine cells
contained in this coarse cell. The prolongation operator is defined via a weigh-
ting coefficient 3 as the composition of the natural injection operator and an
averaging operator. Consequently, this prolongation operator smoothens the
resulting interpolated error on the fine grid. The value of the weighting coeffi-
cient (3 is set to obtain optimal results.

6.1 1-D diffusion problem

We consider the following periodic problem :
TR Ugy = f , on ]0,271’[ ’
with the following finite difference/finite volume discretization :

n n n
Ul —2u + Uy

h2

=f;,fori=1,...,n—1, (13)

INRIA



An Additive Standpoint in Parallel Two-Level Multigrid Algorithms 15

where n denotes the number of nodes that we suppose to be odd, n = 2N +1,
h is the uniform mesh size given by h = &+, z; = (i — 1) h is the discretization
node in the interval ]0, 27| and wu; stands for u(z;), ¢ =1,...,n— 1.
Equation (13) leads to a linear system with a circulant (n — 1) x (n — 1)
tridiagonal matrix the row of which is given by:

K 2p _ﬁ]
h2 h2 h2'

We assume that the coarse grid is made of cells {C’;}pzl__

merating two fine cells C(_fp_l and C’pr, where N is the number of coarse cells
given by N = "T_l
To solve this linear system, we consider the following MG algorithms:

N obtained by agglo-

Algorithm (a) A standard ideal two-grid scheme in which convergence is required on the
coarse grid and where one pre-smoothing is performed on the fine grid.
The prolongation operator used here is the natural injection operator.

Algorithm (b) A parallel ideal two-level algorithm with residual splitting and correction
filtering as defined in section 3.
The low-frequency splitting operator .S is defined as follows:

(52 = (1= oy 4 B ()
(S7)ap = (L= B)rop + F(225722) , p=1,..., N,

where (3 is a positive weighting parameter, the optimal value of which is
found to be 0.6.

T is given by T'=1 — S.

Weset S=Sand T =T.

The weighting coefficient 3 of the prolongation operator is set to 1.
One iteration of Jacobi is done for the high-frequency residual equation
on the fine grid and convergence is required for the low-frequency residual
equation on the coarse grid.

Algorithm (c) The same algorithm as (b) except that no correction filtering on the fine
grid is done i.e. S and T' are not used.
The weighting coefficients 3 and ( are then set to 0.8.

RR n°2311



16 B. Koobus and M.-H. Lallemand

Algorithm (d) A parallel ideal two-grid scheme where no splitting of the residual is
done, that is the correction equation is computed in parallel on the fine
and coarse level. No correction filtering on the fine grid is done either.
The prolongation operator is the natural injection operator.

The variation of the reduction factor versus the Jacobi relaxation parameter
is studied for each of the previous MG algorithms.

For each experiment, the initial solution is the Heavyside function and the
RHS f is set to zero.

Algorithm (d) does not converge for any value of the Jacobi relaxation pa-
rameter. This is not surprising, since, in this parallel scheme, low frequencies
of the error are addressed by both coarse and fine grids, leading therefore to
some inconsistency.

In Figure 1, note that Algorithm (b) is less efficient than the two other al-
gorithms for values of the Jacobi relaxation parameter w less than 0.75. For
larger values, the standard ideal two-grid scheme (Algorithm(a)) is the less
efficient. Note also that Algorithm(c) is much more efficient than the others
for w greater than 0.7.

The optimal value (with w) of the mean reduction factor is about 0.25 for the
parallel ideal two-level scheme with no correction filtering (Algorithm(c)), and
about 0.42 for the standard ideal two-grid scheme (Algorithm(a)).

This improvement is the most sensitive since the computation on the different
grids can be done in parallel for Algorithm(c), whereas, for Algorithm(a) the
computations on the different grids must be performed sequentially.

6.2 1-D advection problem
We consider the following periodic problem :
cu, = fon0,27[, ¢>0,
with the following finite difference/finite volume discretization :

c%:fi,fori:L...,n—l (14)

INRIA
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1D-di f fusi on

0.4

Jacobi rel axation paraneter

0.6

Figure 1: Mean reduction factor versus Jacobi relaxation parameter for 1-D-
diffusion; Algorithm (a): Standard ideal 2-grid scheme; Algorithm (b): Parallel
2-grid scheme with residual splitting and correction filtering; Algorithm (c):
Parallel 2-grid scheme with residual splitting and no correction filtering

RR n°2311



18 B. Koobus and M.-H. Lallemand

where n, h, z; and u; are defined as in the previous subsection. Equation (14)
leads to a linear system with a circulant (n — 1) X (n — 1) bidiagonal matrix
the row of which is given by :

The variation of the reduction factor versus the Jacobi relaxation parameter is
studied for the four 2-grid algorithms defined in the 1-D-diffusion subsection.
For Algorithm(b) and (c), 8 = 0 and 3 = 0.5 give the best results.

For each experiment, the initial solution is the Heavyside function and the
RHS f is set to zero.

In Figure 2, we can note that Algorithm(d) diverges for big values of the Jacobi
relaxation parameter w; this is again due to the inconsistent processing of the
low frequencies of the error specified previously.

Note that for w greater than 0.8, Algorithm(b) is the optimal scheme. For
middle values of w, Algorithm(a) is the most efficient.

For w = 0.5 the standard ideal two-grid scheme (Algorithm(a)), due to aliasing,
becomes even a direct solver in this particular case (see for example [12]).
Figure 3 points out that if we perform more smoothing sweeps (10 Jacobi
relaxations) on the fine level, the parallel scheme without residual splitting
becomes less efficient. Another remark may be done on the area of divergence
associated to the Jacobi relaxation parameter which is much larger. Indeed,
in that case, low frequencies of the error are better addressed on the fine grid
and so, the inconsistency due to the processing of the smooth part of the error
on both fine and coarse levels, is stronger.

7 Conclusion

A convergence theory for an abstract parallel two-level multigrid algorithm
with residual splitting and correction filtering has been proposed. For this al-
gorithm, we do not require pre-smoothing on the full fine grid residual equation
in order to have a full parallel solution of the different level problems.

The convergence proof is based on a smoothing property and an approximation
property. A "diagonalization” of the iterative operator of the parallel 2-grid
algorithm on two orthogonal subspaces corresponding to the ”low” and ”high

INRIA
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1D advection

Algorithm(c) —
Al gorithm (d) ——
Algorithm (a) -- -]
Al gorithm (b) /’7'/'\
// '\
|
4
|
|

0 0.2 0.4 0.6 0.8 1

Jacobi rel axation paraneter

Figure 2: Mean reduction factor versus Jacobi relaxation parameter for 1-D-
diffusion; Algorithm (a): Standard ideal 2-grid scheme; Algorithm (b): Parallel
2-grid scheme with residual splitting and correction filtering; Algorithm (c):
Parallel 2-grid scheme with residual splitting and no correction filtering; Al-
gorithm (d): Parallel 2-grid scheme without residual splitting and without

correction filtering
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1D- advection
T T
"Al gorithm (
"Algorithm (d

T
d), 1 jacobi G ——
), 10 jacobi -G ——

0 0.2 0.4 0.6 0.8 1
Jacobi rel axation paraneter

Figure 3: Parallel 2-grid algorithm without residual splitting and without cor-

rection filtering; 1 and 10 Jacobi smoothing sweeps are performed on the fine

grid.
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frequency spaces” is proposed.

Numerical experiments (1-D) have also been achieved for diffusion and advec-
tion problems.

For the diffusion case, the convergence rate of the multigrid algorithm is im-
proved by the splitting of the residual. It turns out that the scheme without
correction filtering gives the best results.

For the advection case, compared to the standard MG algorithm, the paral-
lel two-level algorithm with residual splitting and correction filtering does not
improve the convergence rate except for large values of the Jacobi relaxation
parameter.

With such a simple solver as Jacobi, the results obtained here are globally as
good as those given for sequential algorithms. We can expect that additional
work will yield a more efficient parallel treatment of the different levels.

A similar standpoint is adopted in the context of multi-level optimization [13].
Numerical applications to CFD flow problems will be performed in order to
complete this study.
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