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Abstract: This is a tutorial about nonparametric nonlinear system identification. Ad-
vantages and limitations of this approach are discussed from the engineer’s point of view.
Classical as well as modern techniques are discussed, this includes kernel and projection
estimates, neural networks and hinging hyperplanes, and mainly wavelet estimators. Both
practical and mathematical issues are investigated. Advantages and limitations of wavelet
based techniques are emphagzised. Finally we show how fuzzy models may play a role in this
game, as a framework for expressing prior knowledge on the system. The whole material is
illustrated on some application examples.
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Ondelettes et identification

Résumé :  Ceci est un mini-cours en estimation non paramétrique des systémes non
linéaires. On passe en revue les estimateurs “classiques” a noyau, par projection, a splines,
et aussi des techniques plus nouvelles comme les réseaux de neurones, les hyperplans de
Breiman et les estimateurs a ondelettes. Ces techniques sont étudiées et discutées a la fois
du point de vue de I'ingénieur et du mathématicien. On discute également de la place des
modeéles flous dans ce paysage, pour ce qui est de ’expression de connaissances a priori sur
le systeme. Trois applications servent d’illustration.

Mots-clé : estimation non paramétrique, ondelettes, réseaux de neurones, logique floue.
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Chapter 1

Introduction, Motivations,
Basic Problems

In his inspiring tutorial [51], L. Ljung quoted the following:

An engineer, who is faced with [characterizing, or predicting, the behaviour of his plant based on
recorded data] has the following perspective :

o How can I best use the information in the observed data to calculate a model of the
system’s properties ?

o How can I know if the model is any good, and how can I trust it for simulation and
design purposes ?

o How shall I manipulate the input signals to obtain as much information as possible about
the system ?

o What kind of software support is available for doing the tasks ?

Later on in the same article, L. Ljung discusses the question of model nature and structure.
By model nature, we have in mind the following classification :

— physical models,
— semi-physical models, also called “grey-box” models,
— black-box models.

This paper mainly concentrates on the last category, namely black-box models. And, within
black-box models, we shall concentrate on the less popular ones in control community, na-
mely those that are nonlinear and nonparametric in nature. Here “nonlinear” means that
our model class will not be restricted to linear input-output maps. And “nonparametric”
means that our models do have parameters, but in a quantity that is not a priori fixed,
but fully depends on data; consequently, convergence issues and quality of fit cannot be

RR n”° 2315



6 A. Juditsky, Q. Zhang, B. Delyon, P-Y. Glorennec, and A. Benveniste

assessed in terms of the involved parameters, but rather more globally in terms of the global
behaviour. “Nonlinear and nonparametric” thus will be our general perspective throughtout
this tutorial. While this setting may appear quite technical, more familiar and even some
sexy ones will also be covered, such as: neural networks [65, 42, 59], wavelets [55, 1], fuzzy
models [48]. A typical form of the kind of model class that we shall consider is the popular
single hidden layer neural network for static systems:

n

fa() :Zcm(a?r—}—ti)—l—co , (1.1)

i=1

where ¢ is the sigmoid function, z € R? is the input, n is the number of neurons, and the
(ci,a;,t;)’s are the adjustable parameters. This is clearly nonlinear in z, and the size n of
the network is to be tuned on the data. In addition, in this case, the model is also nonlinear
in the parameters.

Such models have gained increasing interest, as reflected for instance in the articles
[65, 42, 59]. This is due to their ability to encompass truly nonlinear behaviours, including
those involved in classification and, more generally, decision procedures. Referring to Ljung’s
practical problem setting above, the following practical questions must be investigated when
using nonlinear nonparametric models such as (1.1):

e How good nonlinear nonparametric models can extrapolate or predict behaviours outside
the range of data used for their identification, fitting, tuning, or training * ? Predicting
behaviours is one of the main purposes of system identification. It is not usual to
ask such a question about linear system identification, since good linear model fitting
generally also provides good prediction for truly linear plants. But this is of primary
concern in our case, since nonlinear systems are by essence non easily predictable
outside the range of available observations. This question is also related to that of
appropriate choice of inputs for identification.

e How nonlinear nonparametric models can be used for system monitoring and diagnos-
tics 2 Such models are in principle good candidates for system monitoring, since they
are able to describe systems behaviours at all operating points simultaneously, thus
preventing from confusing between change in operating point and changes in systems
behaviour. However, it is not clear how changes could be interpreted using such models,
i.e., how diagnostics could be performed.

Then the user is faced with a second question, namely how identification should be perfor-
med :

o How data should be used to fit a nonlinear nonparametric model ? Though different
situations can occur, we shall mainly investigate in this paper the classical situation
in which noisy input/output measurements are available.

IThese are more or less equivalent words used by different communities, we shall use anyone of these
indifferently.

INRIA



Wavelets in identification 7

How can one take advantage of any kind of prior knowledge for some partial or pre-
tuning of the model ? Such a coarsely tuned model is sometimes sufficient, and some-
times used as an initial guess for system identification. Also, prior information can be
critical for diagnostics. Again, linear systems engineering can serve as a guide for us:
response times, resonant modes, delay, and others, are typical qualitative informations
that engineers may have from experience about their plants, and they know how to
reflect this prior knowledge into linear models. For nonlinear nonparametric models,
no obvious alternative seems to exist : what kind of prior knowledge is relevant for such
models, and how to express it 7 Thus it seems that the engineer must entirely rely on
fitting from data, without taking advantage of some prior knowledge he may have ; we
shall see that fuzzy models and their rules may be good candidates to express such
prior knowledge.

What kind of software support is available for doing the tasks ¢

Moving one step further toward mathematical formulation of our problems, we may translate
some of the above questions into the more technical following ones :

RR

n

How to assess the quality of approzimation # Given a true system f, and an approxi-
mation f of it, how to measure the quality of approximation? No parametric distance
can be used. And since nonlinear systems are considered, usual operator norms from
linear system theory cannot be considered. In the second part of this chapter, based
on a few examples, we shall introduce the distance measures we shall use throughout
this paper. These will mainly be L,-type norms involving f — f and possibly some
derivatives of it. Note that using such distance measures involves some kind of prior
knowledge, namely the assumption that the system in consideration belongs to the
considered space, and this is a smoothness prior information.

How to measure the quality of fit from noisy data ¥ This is really assessing the quality
of system identification. We shall naturally use figures of merit of the form E||f — fn |,
where ||.|| denotes a norm such as discussed before, fN is the estimate of f based on an
N-sample record, and E is the expectation with respect to all kinds of uncertainties
(input, output, and noise).

What plays the role of “Cramer-Rao bounds”, and what means for an estimator to be
“optimal” ? Such criteria are important in assessing relative performance of estimators,
especially because of the very large variety of the models and identification procedures
proposed so far.

How efficient identification algorithms really are in terms of computational cost and
quality of conditioning ? Since our model classes often are nonlinear in the parameters,
tuning procedures may be of prohibitive cost and may further be illbehaved (cf. the
wellknown “backpropagation” algorithm for neural network training).

What kind of coarse or qualitative property can be asserted about the models we consi-
der, apart from smoothness prior information such as discussed before 7

° 2315



8 A. Juditsky, Q. Zhang, B. Delyon, P-Y. Glorennec, and A. Benveniste

These are some of the issues that we shall discuss throughout this tutorial. The paper is
organized as follows. The remainder of this chapter is devoted to the two applications we
selected for a more detailed discussion. Then we discuss some basic mathematical problems
relevant to our nonparametric setting, and justify by the way the use of some specific distance
measures between systems and their estimates.

In Chapter 2 the classical background of nonparametric estimation is visited. First, so-
called “linear” estimators (be careful that systems and models are nevertheless nonlinear) are
presented and discussed : Kernel, piecewise polynomial, and projection estimators are typical
instances. Then the issue of selecting the “model order” is discussed and Generalized Cross
Validation is introduced. In a second section, convergence rates and performance criteria are
analysed, and it is shown that classical linear estimators perform poorly for systems with
sparse singularities — such nonlinear systems frequently occur in practice. Some existing
nonlinear estimation techniques which provide spatial adaptation are briefly discussed in
the last section, these include sigmoid based neural networks, and an interesting alternative
proposed by Leo Breiman, namely the “hinging hyperplanes” which are in fact piecewise
linear models such as used in control by E.D. Sontag in the early eighties [73]. Such nonlinear
estimators with spatial adaptation are not supported by satisfactory mathematical analysis,
however. This motivates investigating wavelets.

Wavelets are introduced in Chapter 3 and their contribution to function approximation
theory is briefly reported. In particular, orthonormal bases of wavelets for L2-type spaces is
presented. The importance of Besov spaces of functions is emphasized, for modelling smooth
systems with sparse singularities. Besov spaces are closely related to the more usual Sobolev
spaces. The optimality of wavelet expansions in Besov spaces of functions is discussed. The
central role of Besov spaces for wavelets was pointed out by Yves Meyer.

How wavelets can be best used for estimation is the topic of Chapter 4. We report on
and discuss the simple and elegant method of “wavelet shrinking” as introduced by David
Donoho and co-workers.

Building orthonormal bases of wavelets, for even medium large dimensional input spaces
(say, > 10), becomes prohibitive in terms of memory requirements. Thus an alternative
method is proposed in Chapter 5, which is still based on wavelets, but in a different manner.
This method is suitable for sparse training data sets, i.e., data sets whose cardinality does
not grow exponentially with the dimension of the input space.

Now, the question of how to practically express available prior knowledge for nonpara-
metric models is still open. In Chapter 6 we discuss a proposal toward achieving this, which
is based on fuzzy models and their associated rules. An extension of the usual fuzzy models
is proposed to capture multiresolution aspects of wavelet based estimators.

Experimental results of some of these methods are reported in Chapter 7.

Finally, both practical and mathematical aspects are summarized and discussed in the
conclusion.

INRIA
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1.1 Two application examples

1.1.1 Modelling a gas turbine system, an example of identification
of a static nonlinear system

In this subsection we briefly present the case study of a gas turbine system, as an example
of identification of a static nonlinear system. Results and experiments will be reported in
chapter 7. Gas turbines are power motors, typically used in electrical power generators and
aircrafts. Usually a gas turbine system is mainly composed of a compressor, one or several
combustion chambers and an expansion turbine, as illustrated in figure 1.1. The compressor
produces high pressure air which is then mixed with the fuel. This mixed gas is burned
in the combustion chambers to increase its temperature and pressure. The burned gas is
then forwarded to the expansion turbine. The pressure of the gas drives the rotor of the
expansion turbine, which in turns drives the compressor. The residual energy can then be
used for producing electricity, and the gas is rejected at the exhaust of the expansion turbine.

One of the purposes of our joint study with European Gas Turbine SA, Belfort, and
Alcatel-Alsthom-Recherche, Marcoussis, was to develop a monitoring and diagnostics system
for the joint system {combustion chambers, expansion turbine}. Monitoring is based on the
measured pressure in the compressor, the rotation velocity of the turbine and measurements
from the thermocouples available at the exhaust of the expansion turbine. Thus no direct
observation is available on the status of the combustion chambers, see figure 1.1. Hence
a semi-physical model has been developed that predicts the profile of temperature at the
exhaust of the expansion turbine using the pressure in the compressor, the mean temperature
at the exhaust of the expansion turbine, and the rotation velocity of the turbine [86, 90].
This model consists of two parts : first the unknown temperature profile within the chambers
is modelled as a linear regression involving one parameter per chamber; then, based on
basic thermodynamics, a relation between this profile and the temperature profile at the
exhaust of the expansion turbine is given. Since the gas flow rotates within the turbine
during its expansion, a phase shift between the two input and output temperature profiles
is exhibited. Therefore, some phase shift parameter appears in the model which makes it
strongly nonlinear. This model is semi-physical and inaccurate since the input temperature
profile uses as a regression function some waveform based on qualitative knowledge, and
very simplified thermodynamics is used for gas diffusion in the expansion turbine.

This semi-physical modelling was for the purpose of monitoring the turbine system. Des-
pite its inaccurate nature, the model has been successfully used for developing a monitoring
system of the combustion chambers, see [90]. Unfortunately, this model is not entirely satis-
factory for some other purposes, such as the monitoring of the thermocouples installed at
the exhaust of the expansion turbine. The purpose of this discussion is to compare results
from this semi-physical model with some alternative nonparametric identification method
based on wavelets, and discuss the two questions of respective accuracy of fit and explicative
power of these two styles of models.

RR n" 2315
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L=
air combustion . B exhaust
| compressor > > turbine >
chambers )
— Cthermocouples

Figure 1.1: A gas turbine system

1.1.2 Modelling the hydraulic actuator of a robot arm, an example
of identification of a dynamic nonlinear system

Now let us consider the modelling of the actuator of a robot arm 2. It is a hydraulically
driven arm. By controlling the position of a valve, the oil pressure in the transmission circuit
is regulated. The oil pressure drives the motion of the arm. What we want to model is the
relationship between the position of the valve and the oil pressure, both quantities being
measured. In fact the valve directly regulates the oil streams injected in the transmission
circuit. Hence variation of the oil pressure depends not only on the position of the valve,
but also on the quantity of the oil accumulated in the transmission circuit, which in turn is
reflected by the oil pressure. Clearly this is a dynamic system : variation of its output (oil
pressure) depends on both its input (the position of the valve) and its state (reflected by
the oil pressure). We tried to model this dynamic system with linear ARX models, but the
results were not satisfactory. Therefore, we decided to apply some nonlinear nonparametric
model and see if we can improve the performance of the modelling.

1.1.3 Prediction of glyczemic variations, an example of identifica-
tion of a dynamic nonlinear sytem with imprecise and incom-
plete data.

Glyceaemic variations depend on several factors which are not easily quantifiable and, mo-
reover, may vary with time. Food diet, physical activity, stress and emotions, proximity of
meal, have effects that the doctors know how to qualitatively assess. For a healthy person,
glycaemic regulation is ensured via the secretion of insulin by the pancreas. In case of organic
deficiency, for diabetic persons, insulin must be artificially injected. Deciding the amount for
injection is very difficult, because morphology, future physical activity, time of meal, glucide
richness of meal, present glucose concentration, and results of the previous day, have to
be taken into account. Moreover, injected insulin acts with delay, and its efficiency reduces
as glucose concentration gets higher. Lastly, hypoglyceemia is almost allways followed by
hyperglyceemia. For an optimum glycaemic control, it would be better to anticipate before
the glucose level rises, as it occurs for endogenic insulin secretion in healthy persons. To
summarize, we have to deal with a nonlinear, unstable system, with time delay.

2This application has been borrowed from Link&ping University, while Q. Zhang was visitor at the Au-
tomatic Control group.

INRIA
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Doctors have devised empirical rules allowing the diabetic persons to approximatively
compute themselves the insulin level for injection. For diabetic persons using a pump, insulin
injection rate has two parts: the basic flow rate, denoted B,(t), and providing about 50% of
daily insulin needs, and a variable part, the bolus, denoted B,(¢), which is a flash injection
to assimilate a recent meal.

Nevertheless, despite doctor’s experience, it is very difficult to manually obtain a more
or less constant glyczemic level, in part because a good control should take into account
up to six input variables, which is far beyond human control capability. This motivated us
to propose a predictive glycaemic model, as a basis for automatic injection control. This
model uses as a basis the empirical rules of doctors, and takes into account the qualitative
nature of available data. For this proposal, we have several “self-surpervision note-books”,
i.e., daily support to control the context and the treatment of insulin-dependent diabetic
patients under pump operation. Thus, each day the diabetic writes on his note-book 1/ time
and actual glycemia, 2/ time, importance and quality of his meal, 3/ activity, 4/ insulin
injection. Experimental results on this case study are reported in Section 7.3.

1.2 Basic mathematical problems

Here we establish the general framework of nonparametric regression we shall use throughout
this article, and we justify the use of particular distance measures between true system and
its estimate we shall deal with in the sequel.

Problem 1 (nonparametric regression) Let (X,Y) be a pair of random variables with
values in X = R? and Y = R respectively. A function f : X +— Y is said to be the
regression function of Y on X if

E(Y|X) = f(X) . (1.2)

A typical case is Y = f(X)+e, where e is zero mean and independent of X. For N > 1, fN
shall denote an estimator of f based on the random sample O = {(X1,Y1),...,(Xn,YNn)}
of size N from the distribution of (X,Y), i.e., a map

fN . O{V = ]?N (O{V, ) (13)

where, for fired OY, x — fN (O{V,JJ) is an estimate of the regression function f(x). The
family of estimators fN, N > 1 is said to be parametric szN € F for all N > 1, where I
is some set of functions which are defined in terms of a fixed number of unknown parameters.
Otherwise the family of estimators fy, N > 1 is said to be nonparametric.

For the sake of convenience, we shall often refer to X and Y as the input and output
respectively (although they do not need to be such in actual applications). Our objective in
this section is to give a short overview of some basic instances of nonparametric regression.
Two typical problems are considered in the statistical litterature, namely the

RR n" 2315



12 A. Juditsky, Q. Zhang, B. Delyon, P-Y. Glorennec, and A. Benveniste

— nonparametric regression with random design (or sampling), where it is assumed that
the variables X; are random, independent, and identically distributed on [0, 1]¢ with
density g(z), and the

— nonparamelric regression with deterministic design (or sampling), where it is assumed
that the input variables X; are nonrandom ; the simplest case of deterministic design
is the regular design, where the inputs X; form a regular grid (for instance, f : R — R

and X; = i/N).

In the remainder of this chapter we consider the random design only, although the observa-
tions (X;,Y;) are allowed to be dependent.

Nonparametric Regression for Static Systems. This is the simplest case. The consi-
dered system has the form

Yi= f(Xi)+e, i=1,...,N, (1.4)

where f(z) : R? — R, and, for the sake of simplicity, we assume that e; are independent

Gaussian random variables with Ee; = 0 and Ee? = O'g.

Adaptive classification and density estimation®. The problem of classification (dis-

criminant analysis, or statistical pattern recognition) is usually formulated as follows. Let
X be a random variable with values in R?, and let the label Z denote a random variable
which takes values in some finite set Z = {z1,...,zp}; the symbol z shall denote a generic
element of this finite set. We want to guess the value of Z when X is observed. We consider
the case in which the random vector X has probability density f(z) and conditional densi-
ties f(x|z) given that Z = z, the general case is handled similarly. We call a solution any
measurable function g : X — Z, and P(g(X) # Z) is the corresponding error probability.
The distribution of the pair (X, Z) is defined by the distribution p of X and the regression

functions

p(2) f(z]2)
fl@)
where Bayes’ rule has bee used for the second equality, and p(z) = P(Z = z). Functions

f(z|z) are also called a posteriori densities. The solution g*(z) is called Bayesian or Mazi-
mum A Posteriori — MAP, if

p(zle) =P(Z=z|X =z) = xeR?,

p(g™(z)) flx|g*(x)) = mzaxp(z)f(ﬂz) a.e. x . (1.5)
The Bayesian solution ¢* minimizes the error probability, i.e.,
* A . ; * :
£° 2 minP(g(X) # 7) = Py (X) # 7) (1.6)

3in this section we follow the presentation of ch. 10 in [21]
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Wavelets in identification 13

and L£* is called the Bayesian error probability.

In adaptive classification, we want to minimize the error probability when the true p(z)
and f(z|z) are unknown and a training sample O = {(X;,71),...,(Xn, Zn)} of N inde-
pendent observations distributed as (X, 7) is available. We assume that the training sample
ON and the test sample (X, Z) are independent. The estimate gy (X) of Z is now a measu-
rable function of X and O, and the following conditional error probability is a quantity of
interest :

Ly =Pgn(X)#7]07) . (1.7)
In particular, we search for a sequence of estimates gn such that
Ly — L£* almost surely. (1.8)

Referring to (1.5), the Bayesian solution can be approximated by the function gy characte-
rized by

P(gn(2))f(z | gn(2)) = maxp(z)f(z]2) . (1.9)
where fA(|z) are estimates of f(.|z) based on Op. There is a simple way to measure the
conditional error probability £ for the adaptive classifiers which satisfy (1.9): Devroye
and Gyorfi, [21] have shown that, if the random vector X is distributed with some density
f and g is defined via (1.9), then

~

0<ty-£<Y / Ip(2)f(z]2) — B(=)F(e]2)] da.

2€Z

Different versions of this result were proved in [79], [83], [13], among others. This result
implies that the classification error can be bound using the L; norm* of the estimation
error of the density p(z)f(z|z). Thus we have related the problem of adaptive classification
to that of estimating the density of a random variable in Li-norm. Other advantages of
considering the averaged Li-norm are discussed in [21]. Alternative distance measures for
densities are often considered, e.g., averaged La-norm (often used, since it seems to be the
easiest to estimate) or L -norm.

Nonparametric Regression with Dynamics. Consider the following dynamical sys-
tem :

}/z:f(q)z)+ez; izl""JNJ
where Y; € R and ®; € R? are observed, and ¢; is a white noise as above. We assume that

Q= (Yic1, . Yiem; Uiy oo Uicy) (1.10)

4Recall that for a function g : R? = R the Ly normis definedfor0 < p < oo : ||g]lp = (f |g(z)|pd$)1/p7
and for p = co : ||g||ec = ess sup,|g(z)].
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where U; € R denote the inputs (m + p = d). For example, if &; = (Y;_1,...,Yi_q), then
}/i:f(}/i—la-”:}/i—d)—i—ei . (111)

In analogy with the corresponding parametric model we call this system a nonparametric
autoregression or a functional autoregression of dimension d (FAR(d)). As an interesting
application, we can consider a simple controlled FAR model for adaptive control :

Yi=f(®:)+Ui+e, (1.12)

where ®; = (Yi_1,...,Yi_m), and U; is the control. The following question can be conside-
red : how to choose the control (U;) for the system (1.12) to track some reference trajectory
y = (yi), or, at least, how to choose U; in order to minimize EY;?, or, simply, to stabilize
the system (1.12) 7 If the function f(®) was known, we could use control

Ui = —f(®;)

to obtain ¥; = ¢;. Clearly, this is a “minimum variance” control, since EY;? > 02 = Ee?. If f
is unknown, a possible solution consists in performing nonparametric “certainty equivalence
control”: compute an estimate fy of the regression function f based on the observations of
the input/output pair (®;,Y; — U;), and then take

Up = —fi(®:) . (1.13)

To analyse the certainty equivalence control (1.13), let us consider the control cost

1Y 1Y . 1 Y
Qn = N;Yf = N;(f(q%)—fi(q’i))QJr ﬁgef :
It is easily checked that
E(fi(®:) — f(®;))> = 0 when i — oo (1.14)

implies EQn — o2, and f:(q)z) — f(®;) — 0 ae. implies Qv — o2 a.e. Thus condition
(1.14) is instrumental in analysing this problem, and we shall informally discuss how it can
be guaranteed.

Denote by <I>6_1 = (®g,...,®;_1)T the vector of all available inputs up to time i — 1, and
by goé_l = (po,...pi—1)T the corresponding vector of integration variables. Let P denote
the distribution of the vector sequence (®;) when driven by the unknown “true” model

(1.12)~(1.13), let Pgi-1(-) be a distribution of @é_l, and let p¢l|¢i—1(') be a conditional

density of the distribution of ®; given @6_1 (we assume that such a density exists). We have

E|ﬁ(q)z) — f(®:)]* ~ / |J?z(='”) — f(=)? P<p1|¢,5—1(1’) dz P@;—l(dSDé_l) ‘

Note that, if the closed-loop system (1.12)—-(1.13) is stable, one would reasonably take equal
weights for the observations ®g, ..., ®; in the estimate f;. In such a case the estimate f;(®P)
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is asymptotically (as i — o) slowly varying, i.e., ﬁ ~ ﬁ_l. Thus we can write informally

BIR(@) ~ f@)F ~ [ Pya(dei™) [ 1Fios(e) = S@I By o (@) do

The latter integral can be bound in several ways. For instance,
[ 1Fa@) = F@)F paja @ < sup (fiosla) = S0P / Pajoii(
= sup |fiz1(z) = f(x)

which yields the bound
E|fi(®:) = f(®)|* < Esup |fio1(2) — (@) = Ellfi-a = flI%

On the other hand, if the conditional density is bounded, i.e., pg jpi-1 < Cp, then
%o

[151) = S@F paja @) do < € [1fis(@) = F@I do = Gyllfios -

FilE

Thus, as a conclusion, in any case, the crux in analysing this adaptive minimum variance

nonlinear control consists in getting bounds for the error in estimating the unknown function

f. Hence, in addition to proving consistency for the estimates, getting such bounds is an

important question.

Discussion. This section about basic mathematical issues can be summarized as follows:

1. Nonparametric estimation of regression functions is instrumental in various problems

such as adaptive identification, classification, and control.

2. Averaged L,-norms of estimation error for various p’s are natural candidates as a figure

of merit. We shall see later that error measures involving also derivatives of f and f

will be useful, so that smoothness of estimates can also be guaranteed.

3. Having bounds for the estimation error is of paramount importance. This has been
illustrated on the adaptive control example. But we shall see later that some estimators
can exhibit arbitrarily poor performance for some “bad” systems, so that having error

bounds is really needed to prevent the user from getting bad results.
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Chapter 2

“Classical” methods of

nonlinear system identification

Throughout this chapter, Problem 1 is considered. We first discuss some estimators that
are linear, 1.e., that satisfy f/—i—\g = f—l— 7 ; note that functions f, g, and their estimates, are
generally nonlinear as functions of their input z. Linear estimators build the folklore of non-
parametric estimation: kernel estimators, projections on linear subspaces of functions, are
typical instances we shall describe. We shall then discuss, both practically and theoretically,
some severe practical limitations of linear estimators. Roughly speaking, linear estimators
are suitable for systems with “uniform smoothness” ; systems with sparse singularities (e.g.,
hard limiters, quantizers, some mechanical systems) are poorly handled. This motivates
the search for new nonlinear estimators, neural networks, and some related methods, are
candidates we shall briefly scan.

2.1 Linear Nonparametric Estimators

All estimators presented in this subsection are linear ones, i.e. they have a common general
form

N
Pn(@) =YY Whi(x), Wiz) = Wiz, X1,..., Xn) (2.1)
i=1

where we recall that OF = {(X1,Y1),...,(Xn,Yn)} is the given random sample observa-
tion, and the weights Wy ;(¢) only may differ.
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2.1.1 Some Linear Nonparametric Estimators
Kernel estimators for regression functions and densities

Kernel estimators were first proposed by Nadaraya and Watson in 1964 [58] and [82]. The
Nadaraya-Watson kernel estimator is an interpolation procedure. It is given by

N - (=X,
Yoz Vi K ( hf)
N - (z—X;
Doima A( I )

where (hy) is a sequence of positive numbers, Ay — 0 as N — oo, and K is a function on
R satisfying

fr(x) = (22)

lim |ul
|u|—o0

K(u)| =0, /00 K(u)ldu < 0o, sup |K(u)| < oo, /_00 K(u)=1.(23)

— o0 ue

The positive number Ay is called the bandwidth and the function K satisfying (2.3) is
called a kernel; in fact, hy is better interpreted as a scaling factor. Clearly, the Nadaraya-
Watson estimator is linear, and has the form (2.1). Typical examples of kernels are K (u) =
(1/2) 1{ju<1} (rectangular window kernel), and K(u) = (1/v2m)exp(—|u|?/2) (Gaussian
kernel), etc... Usually K is chosen to be an even function.

The idea of kernel estimation is simple, let us explain it for the case of the rectangular
kernel in one dimension. In this case the estimator (2.2) is a simple moving average with
equal weights: the estimate at point z is the average of observations Y; corresponding to
X;’s belonging to the “window” [z — hy, 2 + hy]. If hy — oo then the estimator tends to
N1 >_; Yi, the average of all observations, and thus for functions f which are far from being
constant, the bias becomes large. If Ay is very small (say, smaller than the pairwise distance
between sample points X;) then the estimator reproduces the observations: fAN =Y;. In this
extremal case the variance of the error becomes high. Thus increasing hy tends to increase
the bias of estimator, while reducing hy leads to a larger variance. The optimal choice for
hy corresponds to an equal balance between bias and variance.

Also closely related to estimator (2.2) is the Parzen-Rosenblatt kernel estimator for
densities. Let X4, ..., Xy be independent and identically distributed random variables with
common density f(z),z € R%. The Parzen-Rosenblatt estimator of density f(z) is a suitably
smoothed histogram. It is defined as [62], [70]

Fulz) = Nid i;{ (‘” ;NXZ') , (2.4)

N =1

where d is the state-space dimension of X and K is a kernel as in (2.3). Kernel estimate
(2.2) can be easily derived from the Parzen-Rosenblatt one. Recall definition (1.2) of the
regression function, take the Parzen-Rosenblatt estimator (2.4) for the joint density f(z,y)
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of (X,Y) and denote it by fN(x, y). Then, replacing, in formula

fz) = Sy fz,y) dy
Jf(z,y) dy
f(z) and f(z,y) by their corresponding Parzen-Rosenblatt estimates, yields Kernel estimate
(2.2).

We now state a sample of results about the properties of kernel estimates for the d-
dimensional case. Assume that it is known a priori that f belongs to the ball C*(L) in the so-
called Holder space : for s and L positive, let C*(L) be the family of functions f(z), = € [0, 1]¢
defined by !

(L) ={f: 1fM @)= O < Lz =5, for any 2,2' € [0,1)} k= [s] (25)

Note that this is a smoothness prior of the kind we discussed in our introduction. If s > 1
is integer, then C*(L) contains continuous functions having Lipschitz (s — 1)-th derivative.
We can now give a result on the rate of convergence of the kernel estimate. We acknowledge
Rosenblatt [71] for the first two statements of it, though it probably belongs to the earlier
folklore of nonparametric statistics.

Theorem 1 ([71]) Let fn be a kernel estimate with bandwidth hy such that hy — 0 and
Nhy — oo, with kernel K satisfying fa:jK(a:)d;t =0 for j=1,..., k. Here, 7 denotes
any product of the form x{lmQQ .. .xif where j1 + jo+ ...+ ja = j, and x1,..., x4 are the
coordinates of x. Assume that the observations X; are independent and identically distributed
on [0,1]¢ with density g(z) > ¢ > 0, g € C*(L), and that the noise satisfies Ee; = 0 and
Ee? < o2 < co. Then

1. Uniformly over f € C*(L) and = € [0,1]¢, we have the pointwise bound

. 2
Blfve) -~ fP s o (1205 + ) 29)
N

The optimal value of hn which minimizes the right-hand side of (2.6) is given by

o2\ /(2s+d)
hy = <L26N) . (2.7)

For this value of hy

2\ 2s/(2s+d)
BIf(e) - @) < cr/e (%) .

2. If we consider instead the global error measure E||fAN — |3, using again the same
optimal value (2.7) for hy yields the same bound, uniformly over f € C°(L).

1|s] denotes the maximal integer k < s.
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COMMENTS :

RR

1.

n

As expected from the above informal discussion concerning the rectangular kernel,
the bound for the estimation error variance given on the right hand side of (2.6) is
decomposed into bias + wvariance terms. And, as expected, the optimal choice of hy
in (2.7) exactly balances these two terms.

. Note that we have both pointwise and global bounds, which reflects the local nature

of kernel estimates.

. The properties of the Parzen-Rosenblatt algorithm of density estimation are identical

when the unknown density f satisfies f € C*(L). Note that, since supp f C [0, 1]%
the Li-norm of the error (restricted to the [0,1]9) is dominated by the Ls-norm. So
we get from the second statement of the theorem

2s/(2s+1)
Blfy - fIF < e/ (%)

provided Ay is chosen as in (2.7).

Often the following recursive version of the kernel estimator is considered, [33], [61] :

Fa(@) =T (2) (Zm d1< W )) if () £ 0 and fo(z)=0if [y(2) =0,

—d [T =X
:;hidh <h—Z) ;

or

Ja@) = fa-r(2) + 17 (2) (Yn — hy 'K ( _,EX) fn_l) ,
[o(z) = Ty (2) + h UK (‘E;EX") . (2.8)

n

In this form the algorithm resembles very much the recursive Least Squares algorithm
for estimating the parameters of linear models. When the bandwith is such that h; =
h i~ for some 0 < a < 1, the properties of the algorithm (2.8) in the static regression
problem are essentially the same as those of the “off-line version” (2.2).In [61], [67] and
[33] this algorithm was used to identify stable nonparametric autoregression models
of the form (1.11), and the convergence of this estimator was proved. Furthermore,
the same algorithm was used to provide the estimates of fn in the closed loop system
(1.12)—(1.13), and the stability of such an adaptive control scheme was proved —
[61] and [67] consider essentially one-dimensional case, and in [33] the general multi-
dimensional case is studied.
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Piecewise-polynomial estimators

Another nonparametric regression estimator which is commonly used is the piecewise-polynomial
one. The idea is the same as for the kernel estimator, though the averaging is made over bins
(i.e., small cubes) of fixed size 65 rather than in hy-neighborhood of the current point z. It
is also closely related to the radial-basis function (RBF) networks with rigid location for the
radial functions, see [65], [80]. The simplest example of this method is the piecewise-constant
estimator or regressogram. The value of the estimate ]?N in each bin equals the average of
observations Y; such that corresponding X; belong to the bin. For the sake of clarity we
consider one-dimensional case.

The piecewise-polynomial estimator can be formally defined in terms of the following
optimization problem. Let 65 — 0 be a positive sequence, and we assume that 63! = M is
an integer. Define u; = léy, [ =0,..., M, and divide the interval [0, 1] into M cubes (bins)

of the form Uy = [0, u;), Uz = [ug,uz2), ..., Um = [upr—1, 1], so each bin has length 6. Set
F(z)=(1,, ””2—2, e ”Z—IT)T and, for each bin U;, 1 =1, ..., M, solve for § € R**+! in the least
squares sense the system of equations
X; —
Y, =0T F <$) , Xz €l (2.9)
ON

and denote by @N,, the corresponding solution. Then the piecewise-polynomial estimate fN
of order k in each bin U; is expressed as

Fr(z) = 0%, F<w) v €U (2.10)

: on

The value 6 is called the binwidth. As for the bandwidth hx of kernel estimate, the binwidth
tunes the smoothness: larger 6 leads to a higher bias, and smaller é5 results in a higher
variance. In order for the least-squares problem in (2.10) to be nondegenerate we require
that the number of points X; in each bin is larger than k + 1.

Stone, [74] has proved a result similar to theorem 1 for this type of estimate (see (2.5) for
the definition of the Holder space C*(L)). We state this result in the general d-dimensional
case. Assume that the observations X; satisfy the assumptions of theorem 1. Let fN be a
piecewise polynomial estimate of order k = |s], with binwidth éy — 0 and Néy — oo as
N — co. Then statement 1 of theorem 1 holds with binwidth 6 substituted for the bandwidth
hy.

COMMENTS :

1. Note that, unlike for Kernel estimates, piecewise polynomial estimates compute pro-
jections on the fixed set of functions F (x_;i;_l) ,& € U (the l-th bin). The same

remark holds for the projection estimate to follow.

2. As can be seen, piecewise polynomial and kernel estimates have the same asymptotic
accuracy when N — oo.
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3. If f is a smooth function (i.e., s > 1), the optimal number of bins is ns ~ 6;/11 and
is much less than the number of observations (ns ~ N3 for s = 1). This number
is equivalent to the memory size required to implement the algorithm: to reconstruct
the estimate, k = |s] coefficients are necessary. Thus, if N is large, this algorithm
offers significant advantage, in terms of memory requirements, over kernel estimates
in which all measurements should be kept to reconstruct f(z). Also, computing (2.9)-
(2.10) is of lower computational burden than computing (2.2). These two points make
the piecewise polynomial estimate more attractive.

4. Unfortunately there is no reasonable recursive version of the estimate j?n Although on
can use the recursive least squares algorithm to compute linear regression coefficients
On 1 in (2.10), the derivations quickly become messy, because the number M of bins
depends on N, and so does the number of equations in the algorithm.

Projection estimates

Another class of function estimates was introduced by Cencov [9], who called them projection
estimates. The idea consists in expanding the unknown function into its “empirical” Fourier
series. Consider the set W3 (L) of functions f(z), = € [0, 1]%, defined as follows. Each f can
be represented by its Fourier series

f) =" ¢;®;(w), (2.11)

lil=1
where j = (j1,...,Jja) is a multi-index, z = (z1,... 29T, @;(z) = ¢;,(z!) x ... x pj,(z%),
01 = 1, pap(x) = V2sin(27kz) and @ary1(2) = V2 cos(2wkz), k = 1,.... Suppose that the

following condition is satisfied :

> e P+ [5%) < L7 (2.12)

ji=1

In fact, we have Ejozl lej[*(1 4 [41**) < C||f|l7 5 , where ||f]]s,2 is the norm of the Sobolev
space W3 of functions with all derivatives up to order s being square integrable. Note that
this is again a smoothness prior. We assume that input X is uniformly distributed 2. We
construct the estimate ]?N as follows:

m

@)=Y o;(x), (2.13)

i=1

where m is the “model order”, and the empirical estimates EJN of Fourier coefficients

N

N1 ,

e = ~ > Vid(X) (2.14)
i=1

2See chapter 4 for a thorough discussion of this assumption.
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are substituted for the true ones ¢j, j = 1,...,m. Note that the assumption that X is
uniformly distributed has been used. Note also that the estimate (2.13)-(2.14) is linear (cf.
(2.1)) with weights given by
1
Wni(z) = Z N ®j(x) @;(X;).

j=1
Cencov, [9] has proved the following counterpart of statement 1 of theorem 1 : Let ]?N be a

projection estimate. Then, uniformly over f € W5(L) and z € [0, 1]¢,

mmww—fwmzsc<wa%+i%f). (2.15)

The optimal order m of the model is

m= L<L2N>1/(25+d)J , (2.16)

2
Oc

it balances bias and variance error estimates, and yields the bound
" o2 2s/(2s+d)
ﬂMﬂ@—ﬂ@%SCﬁ”“m<ﬁ) | (2.17)

The following result, due to Ibragimov and Khas’'minskij [43], provides a global uniform
bound. Take
N esta)
m = ()
for the model order (note that this is slightly different from (2.16)). Then, uniformly over
f €C*(L) (the class C*(L) is defined in (2.5)), it holds that

In N) 2s/(2s+d)

Wﬁ—ﬂ&§0<——

v (2.18)

COMMENTS :

1. Projection estimates have the same rate of convergence (up to a constant) as kernel
or piecewise polynomial ones.

2. The bound (2.15) for the quadratic error of the algorithms appears rather naturally
if we consider the following argument: when we approximate f € W; using m terms
of its Fourier decomposition, the approximation error is O(m_zs/d). Furthermore, the
stochastic error in each term is of order O(N~1). This simple calculus can be repeated
for any nonparametric estimate. Obviously, it is beyond our possibilities to reduce
the stochastic component of the error. On the contrary, the bias part depends on the
method we choose to approximate the function (piecewise polynomial, trigonometric
series, etc.), and this choice of approximant is of primary importance.
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3. From the computational point of view, projection estimates are more attractive than
piecewise polynomial estimates, since it uses an orthonormal basis of functions (the
Fourier basis), which dramatically simplifies the computation of the least-squares es-
timates ¢; of the Fourier coefficients ¢;, cf. (2.14).

2.1.2 Practical implementation of the algorithms: adaptatation and
tuning of their various design parameters, Generalized Cross
Validation

As we have seen, the convergence of the estimates strongly depends on the choice of the
bandwidth hpx for kernel estimator, the model order m for the projection estimator, and
the binwidth éy (or, equivalently, the “model order” M = §~1!) for piecewise polynomial
estimator. These design parameters depend on the parameters of the smoothness class C*(L)
or Wi (L), which are a priori unknown — see definition (2.5) of this class and the use of
parameters (s, L) in Theorem 1 and corresponding results for others estimators. Even if
some information about smoothness parameter s is available, the knowledge of the value L
is of importance when the data sample is of bounded length. Let us illustrate this with the
following example, where input z is scalar. Consider the problem of estimating a function
f(z) in additive white noise e, with 02 = 1. Assume that f has support [0, 1], that all its
derivatives are continuous, and that f(1/2) = 1, f(0) = f(1) = 0. Note that in this case,
typically, sup, |f(*)(z)| & s°, i.e., higher order derivatives become very large in uniform
bound. In this case the bounds in Theorem 1 are of order ax(s) = (s/N)?*/(?+1) when the
parameter is selected for the smoothness s. Assume that the size of the observation sample
is N = 10000, then an(2) = 0.0110, an(3) = 0.0095, but we have already an(4) = 0.0122
(the value of s which minimizes ay is s & 3.4814 with an(s) &~ 0.00946). This illustrates
the fact that the tightest bound is not obtained by taking the largest possible s, but rather
by selecting the most favourable pair (s, L), which is obviously much more difficult.

Given that we only have in practice samples of finite size N, we shall not try to es-
timate the most favourable pair (s, L), but we shall proceed differently. The model order
(or bandwith, or binwidth, depending on the different estimates) shall be estimated from
data using a procedure usually referred to as the Generalized Cross Validation (GCV) test.
GCV procedures were studied for kernel (see, for instance, [69], [40]), spline ([49], [12]), and
projection estimates (c.f. [66], [50]). Let us consider, for instance, the procedure for the pro-
jection estimates 3. To make the model order explicit in formula (2.13) we shall write J?m,N
instead of fN. Set Sme =N"1 Ef\;l ||Y; — fm7N(Xi)||2. As for the prediction error variance
estimate in parametric prediction error methods, Sme is a biased estimate of the error.
Thus one cannot minimize Sme with respect to m directly : the result of such a bruteforce

procedure would give a function me’N(I) which perfectly fits the noisy data, this is known
as “overfitting” in the neural network litterature. The solution rather consists in introducing

3In fact, a similar result holds for the spline or piecewise polynomial ones.

RR n° 2315



24 A. Juditsky, Q. Zhang, B. Delyon, P-Y. Glorennec, and A. Benveniste

a penalty which is proportional to the model order m, i.e., we search for my such that

2 2
my = argnr1n<i11\1f (anyN + o;]m) . (2.19)

This technique is clearly equivalent to the celebrated Mallows-Akaike criterion [54], [1]. The
following result, due to Polyak and Tsybakov [66], shows the consistency of this procedure.

Assume that the Fourier coefficients of f in expansion (2.11) satisfy |¢;] < ¢j, E]Ci1 gj <
o0, (jej) is non-increasing, and o2 is known. Set V,, y = ||fm7N — f||3. Then for the

estimate (2.13), (2.14), and (2.19), it holds that

VmN,N

— 1 ae.as N - .
ming, Vi, N

2.2 Performance analysis of the nonparametric esti-
mators

The performance analysis of nonparametric estimation algorithms and/or identification pro-
cedures is much more difficult than for parametric estimation. In fact, the following specific
issues are important:

1. What plays the role of Cramer-Rao bound and Fisher Information Matrix in our case 7
Recall that the Cramer-Rao bound reveals the best performance one can expect in
identifying the unknown parameter  from sample data arising from some parametrized
distribution pg, € ©, where © is the domain over which the unknown parameter ¢
ranges. In the nonparametric case, lower bounds for the best achievable performance
are provided by minimaz risk functions. We shall introduce these lower bounds and
discuss associated notions of optimality.

2. For lower bounds, what is the class of systems on which best achievable performance
is considered, is another important issue. For nonparametric representations of linear
systems, Lo, Loo, Ho, Hoo, with their associated norm are typical spaces to work with.
For (even static) nonlinear systems, however, the choice is much wider. How wide
should be the class F of systems in consideration, what kind of smoothness should be
required 7 Are we interested in the behaviour of the estimate at one particular point
z of interest, or are we interested in the global behaviour of the estimate? Different
distance measures should be used in these two different cases.

2.2.1 Lower bounds for best achievable performance

In order to compare different nonparametric estimators it is necessary to introduce suitable
figures of merit. It seems first reasonable to build on the mean square deviation (or mean
absolute deviation) of some semi-norm * of the error, we denote it by || fx — f||. The following

*a seminorm is a norm, except it does not satisfy the condition: ||f|| = 0 implies f = 0.
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semi-norms are commonly used in nonparameteric regression : ||f|| = ( [ fP(x) dr)l/p 0<
p < 0o (Lp-norm), ||f]| = sup, |f(z)| (uniform norm, C- or Lo-norm), ||f]| = |f(z0)| (abso-
lute value at a fixed point zg). Then we consider the risk function
~ . 2
Ray(fn,f) = E |ay'lfn = fIl| (2.20)

where an 1s a normalizing positive sequence. Letting ay decrease as fast as possible so
that the risk still remains bounded yields a notion of a convergence rate. Let F be a set of
functions which contains the “true” regression function f, then the maximal risk r4, (fn)

of estimator fN on F is defined as follows:

Par (F5) = sup Ray(fn, f) -
feFr

If the maximal risk is used as a figure of merit, the optimal estimator fj{, is the one for which
the maximal risk is minimized, i.e., such that °

~

Tan(fn) = minsup Ra (fn, f) .
in fEF

We call fj{, the minimax estimator and the value

minsup R, (fn, f)

in FEF
the minimaz riskon F. The construction of minimax nonparametric regression estimators for
different sets F is a hard problem. Today, it is only solved asymptotically (for large samples)
for some special cases (see, for instance, [34], [35], [36]). However, letting an decrease as
fast as possible so that the minimax risk still remains bounded yields a notion of a best
achievable convergence rate, similar to that of parametric estimation. More precisely, we
state the following definition :

Definition 1 (lower rate and minimax rate of convergence)

1. The positive sequence an is a lower rate of convergence for the set F in the

semi-norm || - || if
hmmfraN(fN)_hmmf mf sup E |ay ||fN fll = Co (2.21)

for some positive Cy. The inequality (2.21) is a kind of negative statement that says
that no estimator of function f can converge to f faster than an. This notion can be
refined as follows.

5to properly understand the statement to follow, the reader should pay attention to definition (1.3) of an
estimator.
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2. The positive sequence an is called minimax rate of convergence for the set F in
semi-norm || - ||, if it is lower rate of convergence, and if, in addition, there exists an
estimator fx achieving this rate, i.e., such that

limsupra, (fi) < oo .

— 00

Thus, a coarser, but easier approach consists in assessing the estimators by their conver-
gence rates. In this setting, by definition, optimal estimators reach the lower bound as defined
in (2.21) (recall that the minimax rate is not unique: it is defined to within a constant).

Some negative results. We state first a negative result, due to Devroye and Gyérfi [21]
[20], which expresses that no convergence rate exists if no smoothness assumption about the
unknown regression function f is stated . Consider the following classes of functions on R.:

F* : the class of all functions f such that f(z) =0 for 2 > 1 or # < 0, and |f(z)| < C for
z € [0,1].

F§ i the class of all continuous functions f € F*.

FZ, :the class of all functions f € F* having all continuous derivatives on [0, 1) (be careful
that the interval is right open).

Let fN be an arbitrary estimate of f. Then for the classes F* F§ and FZ, defined above
(we denote them generically by F),

1

sup limsup E [a]_\fl/ |J?N(JJ) — f(2)|dz| =
F N—x 0

for any positive sequence ay — 0.

There is also a similar result for the adaptive classification problem : consider the classifi-
cation problem of section 1.2 and notations therein. Suppose that there are only two classes,
i.e., M = |Z| = 2. Let ay be any positive sequence such that ay — 0, and A € [0,1/2). Let
gn be an arbitrary estimator. Then there exists a distribution of the pair (X, Z), with X
uniformly distributed on [0, 1], such that

limsupaj_\,l(ELN - L) =00,
n—oo
where Ly is associated with gn through (1.7).

Thus, no convergence rate does exist for any of the above classes F*, F} and F2 . In
other words, the convergence can be arbitrary slow, depending on the unknown function or
density f to be estimated! It is a natural consequence of the fact that the above classes F*,
F§ and FZ, are too rich : they contain functions which are extremely difficult to approximate.
In other words, in order to obtain any interesting rate of convergence, smoothness conditions
should be imposed.

6Note that convergence can sometimes be proved without any smoothness assumption [22].
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Some positive results. Let us now concentrate on the case of deterministic uniform
design, i.e., the input data X are uniformly sampled in the considered interval. The following
result in the case of regular design can be acknowledged to [43] (for the random design case,
see [74], [47]).

Theorem 2 Let us consider the Holder class C*(L) on [0,1]¢, see (2.5) for the definition of
C*(L). Consider

1/p
loll= ( [latePas) . 0<p<oe ol =lateo)l

Then N™7%2 is a lower rate of convergence for the class C*(L) in the semi-norm || - ||.

Furthermore, %_25“ is a lower rate of convergence for the class C°(L) in the norm ||g|| =

SUPze[o0,1] lg(2)|.

Note that to obtain the correct rate of convergence for the distance at a fixed point
zg, the corresponding Lipschitz property is required at zg only. Similar results hold when
the class C*(L) is replaced by the class Wy (L), p > 2, where W;(L) is the set of k-times
differentiable functions f on [0,1]¢ such that ||f]|2 < 1, [|f*)(t + h) — f(k)(t)Hp < L||h||%,
0<a<1ls=k+a? Then N”"%% is also a lower rate of convergence for this class in
Lp-norm of the error.

2.2.2 Discussion

Criticizing the minimax paradigm. Let us compare the lower rates of convergence of
theorem 2 and the upper bounds obtained in this section for different estimators. One can
see that the estimators considered are optimal on the classes W5 and C*® in the sense that
they reach the minimax optimal rate of convergence ®. Despite many impressive technical
achievements in the above work, the general reaction within the statistics community has
not been really enthusiastic. For example, David Donoho quotes that “ ..a large number of
computer packages appeared over last fifteen years, but the work on the minimax paradigm has
relatively little impact on software” [29]. One of the arguments supporting this skepticism
about methods based on the minimax paradigm — kernel estimators, spline methods or
orthogonal series — is that they are spatially nonadaptive, while real functions exhibit a
variety of shapes and spatial inhomogeneities. To illustrate this point let us look at the
following example. Consider the function f(z) = 1{o<s<q} for some 0 < a < 1. The Fourier
coefficients of this function are

V2 sinz(wka)

sin(wka) cos(mka)
2
wk ' V2

wk '

Co = a, Cap = Cok41 =

7 Although defined in a different way, this 1475 (L) space coincides for p = 2 with the space introduced in

formula (2.11) and subsequent ones.
8the projection estimates are also minimax on W (see th. 4.3 [43])
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hence the condition in (2.12) is not verified for s > 1/2. Thus, we conclude from (2.18)
that the rate of convergence (2.17) for the projection estimate (2.13), (2.14) will not be
better than N~'/2. Furthermore, since f does not belong to the Sobolev space W; for
s > 1/2, this rate of convergence is minimax. On the other hand, one naturally expect that
a procedure to detect the edges of f can be designed which would have a rate of convergence
“close” to N~1. Indeed, the linear methods fit very well functions which are, say, “uniformly
smooth” or “uniformly non-smooth”. Facing the problem of estimating a function with sparse
singularities, the projection method will infer erroneously that the function is “uniformly
smooth”, but with a pessimistic smoothness parameter.

The minimax paradigm as discussed before does not seem to provide methods with
convergence rates of order N~1! for the above example, thus the authors of [29] argue that
one should construct methods (heuristically, if necessary) which address the “real problem”,
namely spatial adaptation. This point of view has had considerable influence on software
development and daily statistical practice, apparently much more than the minimax para-
digm. Interesting spatially adaptive methods include all sorts of neural networks, projection
pursuit [38], classification and regression trees (CART) [8], Multivariate adaptive regression
splines (MARS) [37], Variable Bandwidth Kernel methods [57], and others. These methods
implicitly or explicitly attempt to adapt the fitting method to the form of the function being
estimated, by ideas like recursive dyadic partitioning of the space on which the function is
defined (CART and MARS) and adaptively estimating a local bandwidth function (Variable
Kernel Methods). Citing again David Donoho, one could say that “the spatial adaptivity camp
is, to date, a-theoretical, as opposed to anti-theoretical, motivated by the heuristic plausibility
of their methods, and pursuing practical improvements rather than hard theoretical results
which might demonstrate specific quantitative advantages of such methods. But, in our ez-
perience, the need to adapt spatially is so compelling that the methods have spread far in
the last decade, even though the case for such methods is not proven rigorously” [29]. To
conclude, a deeper investigation is needed to find the proper framework.

The adequate answer: Besov spaces and wavelets. This short analysis reveals the
crux in the route to both practical efficiency and mathematical support of the methods. It
consists in finding a parametrized family of functional classes which

1. fits our prior knowledge about the smoothness of the function to be estimated, (in
particular, that f is smooth everywhere, except at a sparse set of points), and

2. has associated with it an estimation technigue which is minimaz within these classes.

It was the merit of David Donoho and Tain Johnstone [25] to recognize that Besov spaces,
which play a central role in Yves Meyer’s mathematical theory of wavelets [55], provide an
adequate answer. They are perfectly suited to nonlinear systems which have sparse singula-
rities and otherwise are smooth. This material will be the topic of Chapter 4.

However, before discussing wavelets and their use in identification, we briefly scan some
popular nonlinear estimates. They all provide the kind of “spatial adaptation” that we
advocated before. Some of them are supported by efficient software. And some of them have
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become extremely succesfull and their name are now buzzwords widely known beyond the
scientific community.

2.3 Nonlinear estimates

Starting from early 1980’s a variety of techniques have been proposed in the statistics litte-
rature, which exhibit this desirable feature of “spatial adaptivity”. Among them Projection
Pursuit Algorithm developed in [38] (very good review of these results can be found in [41]),
Recursive Partitioning [56], [8] and related methods (c.f., for instance [37] with discussion).
These methods are derived from some mixture of statistic and heuristic arguments and give
impressive results in simulations. Their drawback lies in the almost total absence of any
theoretical results on their convergence. We refer the reader to the above references for
additional information.

Surprinsingly enough, the A.I. litterature has proposed independently and at the same
time different techniques with the same feature of “spatial adaptivity”. These include various
forms of neural networks [42], see the other tutorial [52] by Lennart Ljung. We shall briefly
describe these. In addition we shall sketch a recent technique due to Leo Breiman [7], which
practically combines some advantages of neural networks (in particular the ability to handle
very large dimensional inputs) and of constructive wavelet based estimators (availability of
very fast training algorithms).

A relationship with neural networks; A. Barron’s result

The following result was recently published in [2], it is the most accurate theoretical result
about neural networks available today. Let o(z) be a sigmoidal function (i.e. a bounded
measurable function on the real line for which o(z) — 1 as ¢ — oo and o(z) — 0 as
z — —o0). Consider a compactly supported function f with supp (f) C [0, 1]¢, and assume
that

Cr= [ ol 1F@)] do < o, (2.29)

~

where f(w) denotes the Fourier transform of f. The main result of [2] can be roughly stated
as follows: there exists an approximation f,, of the compactly supported function f, of the
form

n

Falz) =) cio(al e +1:) + co (2.23)

i=1
(note that f, is not compactly supported), such that
(fa = F) Lpoagellz < 2Vd Gy n=Y2 (2.24)

This result provides an upper bound of the minimum distance (in Ly-norm) between any f
satisfying condition (2.22) and the class of all neural networks of size not larger than n. In the
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least squares

f least squares
fit fit

Figure 2.1: A hinge function on R2. On each side of the corner, best fit is just performed
via linear least squares.

same article, this upper bound is compared with the best achievable convergence rate for any
linear estimator in class (2.22). It is shown that a lower rate for linear estimators is n=1/d
compare with the much better rate n='/2 for neural networks, especially for large dimension
d. No result is available which takes advantage of possible improved smoothness of the
unknown system f. An iterative algorithm for the construction of the approximation (2.23) is
also proposed. The true problem of system identification, i.e., that of neural network training
based on noisy input/output data, is not addressed in this paper. Also, neural networks need
the backpropagation procedure for their training, a stochastic gradient procedure which is
known to be of prohibitive cost. In turn, neural network training works even for very large
dimensional input data.

Breiman’s Hinging Hyperplanes

We now briefly discuss a recent technique due to Leo Breiman [7], which practically combines
some advantages of neural networks (in particular the ability to handle very large dimensio-
nal inputs) and of constructive wavelet based estimators (availability of very fast training
algorithms). Breiman’s technique is a very elegant and efficient way of identifying piecewise
linear models based on data collected from an unknown nonlinear system, see [73] for the
use of such models in control. Following [7], we call hinge function a function y = h(z),
z € R? which consists of two hyperplanes continuously joined together, i.e., an open book,
see figure 2.1. If the two hyperplanes are given as
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y= (B, 2)+ 8%, y=(8",2)+87,

where (.,.) denotes scalar product in Euclidian spaces, then an explicit form for the hinge
function is either

h(l‘) = max( <ﬁ+,l‘>+ﬁg_ ) <ﬁ_,‘$>+ﬁ0_ )}
or h(z) = min( (ﬁ*’,x)—i—ﬁg BT a)+ 6y ) -

It is proved in [7], using the methods by Barron [2] that there is a constant C such that for

any n there are hinge functions hy, ..., h, such that
n
1f = hilpgall2 < Cn=Y? (2.25)
i=1

for any f such that

/Rd |w|?| f(w)]dw < oo ,

i.e., Breiman’s hinge model is as efficient as neural networks for the Ls-norm. An iterative
projection algorithm is proposed to compute the approximation. The interesting point about
this iterative approximation technique is that it converges with a magnitude order faster than
backpropagation does. To understand why this can happen, consider the simplest case where
z is of dimension 1, f itself is a hinge function, and we try to fit a single hinge approximant
(i.e.,, n = 1 in (2.25)). Thus we have to estimate the four unknown parameters (Bi,ﬁoi).
This is done iteratively as follows. First, guess the corner of the hinge (i.e., the z where both
arguments in the “max” or “min” are equal), call it 2(0). Selecting only those z > z(0)
with corresponding y’s, a first estimate for, say, (37, ﬁg’) is obtained by ordinary linear least

~

squares fit, and similarly for # < 2(0). Thus we now have a first hinge f(1), which yields a
new corner (1), and so on. This converges extremely rapidly. In contrast there is no such
fast procedure for a single neuron with adjustable parameters to estimate an unknown single
neuron, since stochastic gradient must be used even in this case. A method based on nested
iterations of the above kind is proposed in (2.25) to fit general f’s. Reported experimental
results show the efficiency of this technique. These experiments show that practically the
approximation obtained is much more accurate than it is suggested by the estimate in (2.25).
On the other hand, note that a superposition of hinge functions is not smooth, since it is
piecewise linear. Also the use of superposition of hinge functions is especially advocated in
(2.25) for large dimensional #’s. However, as indicated at the beginning of this section, no
convergence rate is given for models identified from noisy data (the bound (2.25) is not a
convergence rate for identification, but only a rate of approximation of a given function by
some finitely parametrized class of approximants).
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Chapter 3

Wavelets : what they are, and
their use in approximating
functions

WARNING : throughout this chapter, the notation $(w) denotes the Fourier transform of
function (), and not the estimator of ¢.

3.1 The continuous wavelet transform
The continuous wavelet transform and inverse transform of a function f are respectively
given by equations (3.2) and (3.3) below. These transforms use two functions ¥(z) and

o(z) € L2(RY), both radial (i.e., depending only on |z|), known as the analysis and synthesis
wavelets:

Theorem 3 Let ¢ and ¢ be radial functions satisfying
Vw e RY . / a_lgﬁ(aw)a(aw)da =1 (3.1)
0

where we recall that $(w) denotes the Fourier transform of function ¢(z). Then for any
function f € Lo(RY), the following formulae define an isometry between La(R?) and a
subspace of L2(R% x Ry) [14] :

u(a,t) = ad_l/z/f(a:) Pla(z —1t)) de (3.2)
flz) = /u(a,t) ola(z —1)) a®? da dt . (3.3)
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Here a € Rt and t € R? are respectively the dilation and translation factors. Note that
the integral (3.1) does not depend on w # 0 since the functions ¢ and ¢ are radial. In order
for this integral to be properly defined, it is sufficient that, for example @(w)&(w) =0O(|w]);
this happens if ¢(z) and (14 |z|)¥(z) are in L (R?)N Ly(R?) and ¥ has zero integral. Once
the integral (3.1) is well defined and finite, a simple normalization leads to a pair (¢, ¥)
which satisfies the assumption.

Examples: One can verify that the following pairs ¢, ¢ satisfy the assumption :

U(@) = Vad - eP)e T, o) = V2T
|2

1
z) = () = —=(d— |z|*)e” 2"
¥o) = o(e) = Z=(d = Jol)
and, in the one dimensional case :
1— ||

Y(z) = —sign(@) o<1y s 9(2) = —5— Ljal<)

¥(@) = ~licoco ) F lmtgocy) ~ lggacny s #(@) =AT1TF

with A = —0.03527343656 . .. and 1;4; is the indicator function of the set A. The choice of
possible pairs ¥, ¢ is very large. In particular, pairs (¢, ¢), with ¥ nonsmooth but ¢ smooth,
are allowed.

Time-frequency localization: even this simple construction provides a very interesting
property: roughly speaking, the behavior of function u(a,t), when scaling factor a is fixed,
measures the smoothness of f in the neighbourhood of point ¢. This focusing effect is called
“time-frequency localization” (see discussion in chapter 2 of [14]). It is not provided by the
Fourier transform (the behavior of the Fourier transform f(w) reflects the global smoothness
of f). Unfortunately, these localization properties of continuous wavelet transform cannot
be used for estimation, because there is no associated algorithm to compute this transform.
For practical purposes the reconstruction formula (3.3) has to be discretized :

f(z) = Euz elaje —t;) (3.4)

this point will be discussed in Section 3.2 and in the next chapters.

3.2 The discrete wavelet transform : orthonormal bases
of wavelets and extensions
Multiresolution analysis introduced by Stephane Mallat and further developed by Ingrid

Daubechies provides orthonormal bases of Ly(R) of the form ¢;x(z) = {2022 & —
k) : j,k € Z}, i.e., each element of the basis is a translated and dilated version of a
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single wavelet 9. For a function f € Ly(R), the inner product (f, ¢; x) performs zooming on
f over a O(277) width interval centered at point 277 k. Thus, large j corresponds to checking
function f at fine scales. This implies that a local singularity of a function f will affect only
a small part of its coefficients in this wavelet basis. This is the main difference with the
Fourier basis: a local singularity of f would affect the whole Fourier representation.

3.2.1 Definition and construction of orthogonal wavelet bases

To begin we first discuss the scalar case, i.e., that of functions defined on R. Otherwise
explicitly stated, all results in this subsection are borrowed from monograph [14].

Definition 2 (Multiresolution Analysis (MA)) A multiresolution analysis consists of
a function ¢, ||¢||l2 =1, and a sequence (Vj)jeZ of spaces defined by

pit = 2Pp(Qz—k) , jkeZ

Vi = Span {pjx, k € Z}

with the properties:

(MAO): (goOk)keZ is an orthonormal family

(MA1): ez Vi ={0}

(MA2): U7V, = Lo(R)

(MA3): V; C Vip

Property (MA3) is equivalent to the existence of a square integrable sequence (hy) such that

p(z) = V2 hy (22 — k) . (3.5)

We call such a function the scale function (also known as the father wavelet [55]). Theorem 4
to follow is the basis of the theory ; it shows how, starting from a multiresolution analysis
and its scale function ¢, we can construct very simply an orthonormal basis of La(R).

Theorem 4 Assume that conditions (MA0-3) are satisfied. Set '
) = V2Y g ez—k), gr= (-1 Ry

vip = 27 (e —k)
W; = Span(¢;, k € Z) (3.6)

then

1. Viya =V, @ W; and {¢jr : j, k € Z} is an orthonormal basis in Lo(R);

1% denotes the complex conjugate of A.
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CTrTrT1 7/ XXX\

1] 11L HQP@QQP@A

UL

Figure 3.1: The Haar basis (left side) and a wavelet basis (right side). The first row shows
the scale function ¢ and the subsequent rows show wavelets 1 at two successive scales.

2. Ly(R)=Vi WP W1 ... and {wor, ¥jr = j >0,k €Z} is an orthonormal basis
in Ly(R).
The function (x) defined in (3.6) is often referred to as the “mother wavelet”.

Multiresolution analysis and orthonormal wavelets are pictured in Figure 3.1. Then theo-
rem 5 gives the basic tool for building scale functions.

Theorem 5 Let mg(w) be a trigonometric polynomial

L
1 .
mo(w) = ﬁ g he~ ke

k=K

such that

(QMF1) : m(0) = 1,

(QMF2): mo(w) # 0 if w € [-7/2,7/2],
(QMF3) : [mo(w)f? + [mo(w + 7)|* = 1

Then the function ¢, with Fourier transform given by
[e 0]
Pw) =T mo(27w)
ji=1

satisfies assumptions (MAO-3) and supp(p) C [K, L].
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Examples of polynomials satisfying assumption (QMF1-3) are given in [14] and smooth-
ness properties of ¢ and @ are studied. Links with multirate digital signal processing and
Quadrature Mirror Filter (QMF) banks are discussed in [4], see the next subsection.

We now move on discussing the multidimensional case. There exist two main types of
constructions of the wavelet basis with dilation factor 2 in R? ([14], 10.1). A first guess
simply consists in taking tensor product functions generated by d one-dimensional bases :

Vi ke, daka(®) = Uiy e (1) X oo X Pj, k0 (2a). (3.7)

This construction has the drawback of mixing different resolution levels j;. Alternatively, if
such a mixing is not desired, we proceed as follows. Introduce the scale function

P(z) = p(z1)x...x p(za) (3.8)

and the 2¢ — 1 mother wavelets W()(z) i = 1,...,29 — 1 obtained by substituting in (3.8)
some @(z;)’s by 1(z;)’s. Then the following family is an orthonormal basis of Ls(R?):

{@ok(r),\llﬁ)(x), . ..,\Il](.id_l)(x)}; jEN, k= (ki,... k)€ Z¢ (3.9)
where Ng = N U0, and

Bip(z) = 2By —ky, ..., 224 — ka)

VW) = 2290 (2ay — k. 2P ag—ka) .

Nota: asformula(3.9) shows, constructing and storing orthonormal wavelet bases become
of prohibitive cost for large dimension d. This is the main limitation for using the otherwise
very efficient techniques which rely on orthonormal wavelet bases (and their generalizations).

3.2.2 Orthogonal wavelet bases and Quadrature Mirror Filters (QMF)

For the sake of simplicity, we only discuss the one dimensional case. Equations (3.5) and
(3.6) imply that ?, for f € La(R),

ajr = (fiej), Bix = (f,¥jk) (3.10)
satisfy 3
ajp = ZEI—Zk Qj41,1 (3.11)
]
Bir = Z?z_% 41,0 (3.12)
]

2recall that (.,.) denotes the inner product in L.

3recall that & denotes the complex conjugate of A.
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Introduce the polynomial filters

H(z) =Y hez™" | Gz)=> aqez* (3.13)

where coefficients hy, g are as in (3.5) (3.6). Also denote by |(?) the decimation of a signal
by a factor of two:

1@ (@n) = (220)

Thus, if we consider «j; as a signal indexed by k and denote it by «;, relations (3.12)
translate into

a; =|® Hajpyr , 8 =1% Gajpn

and property (QMF3) expresses that the pair (H,G) is QMF [78] [4]. Equations (3.11) and
(3.12) are used to compute recursively from fine scales to coarse scales the orthonormal
wavelet decomposition. Assume that, in addition, scale function ¢ is selected so that the
computation of inner product (f, ¢jz) in (3.10) is performed efficiently for some scale j. Then,
formulas (3.10), (3.11), and (3.12) together build a highly efficient procedure for computing
the wavelet decomposition of f. As pointed out at the end of the preceding subsection,
orthonormal wavelet bases become of prohibitive storage cost for large dimension d, however.
Scale functions ¢ are proposed in [14], with vanishing moment conditions, for which

(frei) = f277k)+0027M) (3.14)

holds, where integer M is related to the number of vanishing moments (such scale functions
are often referred to as “coiflets”). Note that the above approximation is at the same time
good and very easy to compute. Alternative techniques to get simple approximations similar
to (3.14) are proposed in [23] and [16].

Since QMF pairs are known to allow exact reconstruction of filtered-and-decimated si-
gnals [78] [4], equations (3.11) and (3.12) can be “inverted” to yield the synthesis equation

ajr = th—zl aj_11+ gr—21 Bj—1,1. (3.15)
]

For f € Vj,, we have, by definition of this space,
=" ok @iok (3.16)
k
and, since V;, = Vo @ Wo P Wi....W;,,

F=" ok vor+ Y Bik ik - (3.17)
k ik

Formulas (3.11) and (3.12) allow us to switch from representation (3.16) to representation
(3.17). The latter one is generally much more compact since, when f is smooth, most 3; are
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negligible. In the multidimensional case, f € Ly(R?), formula (3.17) generalizes as follows:

= ZOZqu)Ok-I-ZZ Z (1) ‘1’(1)

J=0peZa =1

where the ®g;’s and \Ilglk) ’s are the basis functions defined in (3.9).

3.3 Wavelets and functional spaces

We first state a result [55] [44] concerning functions that satisfy Holder type conditions. This
result then motivates introducing Besov functional spaces. Recall, that a function f is called
Holder continuous with exponent s at point zg, written f € C: | if there is a polynomial P
of degree at most |s| such that 4

|f(z) = P(z — z0)| < Clz — zo|” .

If f is Holder continuous, with exponent s at xg, then there exists C' < oo such that, for
J>0,

zg?

i) < € 27i(sHd/2) 3.19
{k: xoéns?l);p wjk}<f 1/}Jk> - ( )

Conversely, if (3.19) holds and f is known to be C; for some ¢ > 0, then

) — Plx — : <(Cle -z 51 .
|f(z) = P(z — z0)| < Clo — o P

This result states that local smoothness of Holder type can be characterized with the va-
nishing rate of the wavelet coefficients in the neighbourhood of this point. This property is
specific to the wavelet transform, and does not hold for other orthogonal bases. This remark
also motivates introducing Besov spaces of functions.

3.3.1 Besov spaces as spaces of smooth functions with localized
singularities

Smooth functions with sparse singularities are typically encountered in nonlinear systems,
e.g., in mechanical and chemical systems. As we shall see, Besov spaces are spaces

— of smooth functions with possibly localized singularities,

— in which norms are easily evaluated using wavelet coefficients.

“recall that |s| denotes the largest integer < s.
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For the sake of clarity we consider only compactly supported functions f: supp f C [0, 1]%,
though all the definitions below can be generalized for noncompact and multi-dimensional
case (we recomend [76] and [77] as extremely complete presentations of the current state of
the theory of functional spaces).

For f € L, and M € N we define the local oscillation of order M (or M-oscillation for
short) at the point z € [0,1] by

A . 1
oscyf(z,t) = inf 3 |f(y) = P(y)| dy , (3.20)
le—y|<t

where the infimum is taken over all polynomials P of degree less than or equal to M. This
quantity measures the quality of local fit of f by polynomials on balls of radius ¢.

Select p,q >0, s > d(p~! — 1), and take M = |s|. The following set of functions:

1/q
o0

B3, = fllp + | D_(2°| osear f(,27)|[p)* | < oo p (3.21)

ji=1

B;q = f 6 Ll/\p : ||f|

(with the usual modification for p or ¢ = o) is identical to the Besov spaces of functions
6], and it is shown in [76] that || - [|s; is equivalent to the classical Besov norm.

Comments:

1. The triple parametrization using s, p, and ¢ provides a very accurate characterization
of smoothness properties. As usual for Holder or Sobolev spaces, index s indicates
how many derivatives are smooth. Then, for larger p, ||f] Bs. is more sensitive to
details. Finally, index ¢ has no useful practical interpretation, but it is a convenient

instrument that serves to compare Besov spaces with the more usual Sobolev spaces
W, as indicated next. It is interesting to notice that the indicator functions of intervals
belong to the spaces Bi_,__ for all s > 0, this illustrates our claim in the title of this
subsection.

2. Tt can be shown that (cf [76]) for s > 0,0 < p,¢ < o0 :

e The family of Besov spaces includes some more classical spaces. for s non integer,
Holder classes C° = B2, and Sobolev spaces W3 = B3, ;

! . d d . . . .
B,, C By, it p>p, ¢ >q, 5’§5—5+17 (strict inequality if
p=00);
ongngngq, where g = 2Ap and ¢ =2Vp;
B,, CW, C B,, for p < 2;
oo CW, C By, forp>2.

In particular, if s > d/p, then B;, C C.
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3.3.2 Approximation in Besov spaces, some general results

We consider the d-dimensional case and supp f C [0,1]%. Free knots spline approzimations
have been analysed in [63] (theorems 7.3 and 7.4) using Besov spaces. Recall that a function
fn is called the spline function on [0,1] of order k& with with n knots if f, € C*~2 and
there exist points (knots) 0 = zg < 21 < 22 < ... < 2y-1 < @, = 1 such that f, is
an algebraic polynomial of degree £ — 1 in each interval (z;_1, ;). Therefore, a spline is a
smooth piecewise polynomial function. One can also consider a d-dimensional spline which
is the natural generalisation of the 1-dimensional one.

We now state the so-called Jackson inequality for spline approximations. Consider f €
B;,,p,q > 0. Then there exists a spline function with n free knots f,, such that the following

P
bound holds:

I1fa = fllu < C(s,p,9) n=/4||f]

where u satisfies s — d/p + d/u > 0. The converse bound is provided by the Bernstein
inequality: For any f € Ly, s —d/p+d/u=0, u < o,

Bi. (3.22)

I1/1

rp —

B < C(s,p,9) <1 + nld l}lfo_anu) ;

where the infimum ranges over the set of spline functions f,, of order k > s 4+ 2 with n free
knots. A similar result holds for n-order rational fraction approximations, see theorem 8.3
in [63].

In contrast, linear approximations perform poorly in Besov spaces. Consider some in-
creasing family (£,,) of n-dimensional linear subspaces of Ly, u > p. Let f, denote the linear
projection of f € B;, on L, using the L,-norm. Then for any such family (L), there exists
a least favorable f such that the following lower bound holds:

1F = Falle = € = | fl g1 (3.23)

where s’ = s —d/p + d/u. Consider again the example of the indicator function f(z) =
ljo<z<a}- Recall that f € B:_,  for any s > 0. On the one hand, (3.22) shows that f is
approximated using rational fractions with an Ly-error of order O[exp(—C+/n)], where n is
the order of the rational fraction [63]. Thus rational approximations are very efficient for such
a function, and the same is true for splines with free knots. On the other hand, by (3.23),
linear approximations of the same function have an L,-error of order O(n_l/“), where n 1s
the dimension of the linear subspace, which is extremely poor for large u. This remark would
make rational approximations or splines with free knots very attractive for approximation
in Besov spaces. Unfortunately, such approximations are very hard to compute, for example,
the optimal positionning of the knots of the spline approximation is very hard to find. It is
amazing that wavelet approzimations are as good as spline or rational ones, but are much
more easily constructed. We discuss this next.
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3.3.3 Wavelets and Besov spaces : mathematically efficient and prac-
tically effective

Let ¢ be a piecewise continuous scale function satisfying the following conditions:
Ja>0 : supp e € {|z|<a} (3.24)
Ir>s : p€eB, (3.25)
We have the following result (c.f. theorem 4 in [72]):

Theorem 6 (Besov norms and wavelet decompositions) Let s > d(1/u — 1) and ¢
be a scale function satisfying conditions (3.24) and (3.25). For any f € By, define

1/q

1/p 00
"S — q 9§
1£llspe = (Zlaup) + [ [P ligy (3.26)
k

and |85, = O, 1 18 (l)|p)1/p see (3.10) (3.18) for the definition of coefficients ap = agp

and Bj(lk) Then (3.26) is a equivalent to the norm of Besov space By, ie.,
constants Cy and Cs, independent of f, such that

C1 If] B, < ||f||qu <

there exist

(3.27)

Theorem 6 states that norms in Besov spaces are suitably evaluated using orthonormal
wavelet decompositions. This fact can be used to obtain very efficient approximations.

We now indicate how such a wavelet approximation of f can be constructed. Consider
the full wavelet decomposition of f:

291

= Y a0k (e +Z S5 AR vl (3.28)

kEZ i= OkEZd =1

1. Keep the projection of f on the subspace Vj, this corresponds to the left most sum in
(3.28). When f and ® are both compactly supported this requires computing only a
fixed amount of coefficients, say m. And then

2. Select in the second (triple) sum those coefficients Gy, A = (4, j, k) with largest absolute
value, denote by A the set of the n — m so selected wavelet coefficients. Finally

3. Add n — m detail terms 8, ¥ to the sum taken in step 1.

This procedure yields the approximation

241

wa(z) = Y aop o) +ZZ 3B vl (3.29)

J=0peZa =1

m coeffs. #0 keep the largest n—m coeffs.
(f,® compact. supp.)
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and the following theorem provides coresponding approximation bounds.

Theorem 7 (DeVore, Jawerth, Popov, [19]) Consider f € B,,, s,p > 0 and s —d/p+
d/u > 0. Let w, denote the approzimation (3.29) of f. If the scale function satisfies condi-
tions (3.24) and (3.25), then

If = walla < C(s,p) n™*/" |||

holds. If, in addition, u salisfies s — d/p+ d/u =0, u < co, and it is a priori known that
f € Ly, then the following converse bound holds.

I1/1

s
BPP

B;p S C(‘S;paq) (1 + n5/d ||f_wn||u) .

This result is very interesting for us. It implies that, in the wavelet decomposition of
a function f € Bj,,p < 2, only a small number of coefficients are important, and the
other ones can be neglected. Consider once more our example f(x) = l{o<s<a}. Consider
the wavelet decomposition of this function using a compactly supported wavelet ¢(2) such
that [ ¢(2z)dz = 0. It is evident that the coefficient 3;; vanishes for any wavelet ¥ (z)
which does not across the (local) singularities of f. Thus if we consider the projection of f
on the subspace Vj, only O(j) coefficients of the decomposition significantly differ from zero
(among 2/ potential candidates).

Discussion. At this point we have the requested background for understanding how to
perform wavelet based estimation. Roughly speaking, the crux is the following. The function
[ € B,, to be estimated can be approzimated using expansion wy, in (3.29) with n terms.
This is achieved with a rate of O(n_s/d). Then coefficients oy and By in (3.29) are estimated
via empirical means based on N noisy observations, exactly as for the projection estimates
in Section 2, formula (2.14). The mean square error on the estimate of each coefficient is
O(1/N). Thus the total mean square error of the estimate will be, as usual, the sum of
the stochastic part and of the bias due to the approximation error : this yields O(n/N) +
O(n_25/d). The optimal choice for n balances these two terms: n = N =z% . This choice for
n yields a quadratic error of order N~ 742 (independent of p, ¢q). As we shall see, this is the
typical minimax rate of convergence on Besov spaces. Thus we might be ready to deduce
that wavelet estimators are minimax optimal in Besov spaces. Unfortunately, the set A of
“important” coefficients in truncation (3.29) is not known a priori when noisy data sets
are at hand for estimation. Thus some kind of hypothesis testing problem must be solved
in order to obtain the optimal approximation. This adds to the estimation problem a nice
stochastic flavour. We address this point in the next chapter.
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Chapter 4

Wavelets : their use in
nonparametric estimation

We consider here some simple results concerning the estimation of a regression function or
a density f : R? — R, and we assume f to be compactly supported ( supp f C [0, 1]9).
For the sake of simplicity we measure the estimation error in Ls-norm. Similar results were
proved for a general d-dimensional case and a variety of error measures, which includes,
for instance, L,-norms for 0 < p < oo (see the references at the end of the section). We
successively discuss the problems of non-parametric regression and density estimation.

4.1 Wavelet shrinkage algorithms

Non-parametric regression. Assume a N-sample of input/output observations of the
following system are available:

Y = f(Xi) +w;

where (X;) and (w;) are i.i.d. sequences of random variables, X; is uniformly distributed
n [0,1]¢ and Ew; = 0, Ew? < o2. These assumptions are introduced for the sake of
simplicity. They can be weakened, in partlcular the (unusual) assumption that X is uniformly
distributed can easily be relaxed, see [15], this would introduce additional burden to our
presentation, however.

For f € L4, recall the wavelet expansion

291

Z Aok q)Ok —1—2 Z Z (1) \I/(l) , (4.1)

kEZ i= OkEZd =1
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where
aok:/f( )Poi(x)dz and B _/f W) (2)dz (4.2)

To construct an estimate of f a first idea consists in using the law of large numbers and
replacing, in expansion (4.1), the coefficients «j and ﬁ](lk) by their empirical estimates

N N
1 ! 1 !
= 2 Yi%o:(X;) and BN = NZYZ-\I!;,C)(XZ-). (4.3)
i=1 i=1
Note that the assumption that input X is uniformly distributed has been used at this point.

Density estimation. Assume independent observations X1, ..., Xy of some random va-
riable X with unknown density f(z) are available. Again f can be expanded using (4.1)
(4.2). But it turns out that

aOkI/f(l)(I)Ok(I)dI = Efq)ok(Xi)

where E; denotes expectation with respect to density f, and the same holds for the §’s.
Thus empirical estimates of the wavelet coefficients o and 3;; are given by

N
1
= Z Qor(X;) and G = Z \I’(l) (4.4)
i=1

Thus both non-parametric regression and density estimation are faced with the same issue:

in formulas (4.3) and (4.4), they may not even be available X;’s within the support of many

of the ®’s and ¥’s! We shall now discuss this key point for the case of density estimation.
Obviously, in order to compute the empirical coefficient B(I) we need that at least several

observations X; hit the support of \Il( )( ). Statistical laws of loglog type guarantee that this
would generically hold for scales that are not too fine. More specifically, for j < jnax, where
N 2N

< Zd]max < =
InN — = InN

Thus we bruteforce set BJ(Q = 0 for j > jmax. At this point we have built an estimator of the
linear projection type, as in the case of Fourier series in section 2.1. Since these estimators
are linear, we cannot expect them to be efficient for Besov spaces [46].

A first proposal. Our first attempt to construct an “interesting estimate” is, following the
intuition at the end of the previous section, to keep a properly chosen number of coefficients
with largest absolute values, and set the others to zero. More precisely, let us consider the
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set Kn of pairs A = (j, k) corresponding to the n estimated wavelet coefficients B](Q with

largest absolute values. We construct the estimate fN as follows:

241

Iv@) = Y Gor o) +Z SN A vl (4.5)

=0 peZa =1

m coeffs. # 0 keep the largest n—m coeffs.
(f,® compact. supp.)

The following result can be proved about estimate (4.5) (see (3.21) for the definition of the
Besov spaces) :

Theorem 8 Let f € By, with s > d/p, ||f||c < 00. If n = NUCstd) s selected in (4.5),
then

In N\ 7+
n—) . (4.6)

Bl - 11 =0 (%

The idea of the proof of theorem 8 is quite intuitive and typical for wavelet estimators.
We follow the argument at the end of the previous chapter with the only following difference :
since no information is available about the distribution of the error |3y — fi] for A € A,,, we
take a cautious upper bound for it :

~ In N
E B — 621~ < E <’>2 —o( 21X
B = Al Loy < Sfjl?cl ¢l N )’

which explains the extra logarithmic factor in (4.6).

The final solution. Note that n in Theorem 8 depends on s, which is generally unknown.
Hence, to complete the estimation algorithm, we need a method to estimate our model order
n. Though Generalised Cross-Validation type techniques could be used, we prefer a somewhat
different estimation approach developped by D. Donoho, I. Johnstone, G. Kerkyacharian and
D. Picard (see the references below). It uses simple thresholding rules !

Y = A, (4.7)

{1812 2,1

where JA; is a threshold parameter, so we set

241

Zaok <I)Ok +Z E Z 6Jk {|ﬁ(l)|>)\} ()( ) (4'8)

J=0peZa I=1

lwe consider here the so called “hard thresholding”, meanwhile, other rules can also be studied, for

example the“soft thresholding” [26]. See also the discussion in [17].

RR n° 2315



46 A. Juditsky, Q. Zhang, B. Delyon, P-Y. Glorennec, and A. Benveniste

In other words, in expansion (4.1), we keep those empirical estimates of wavelet coefficients
which exceed some properly selected threshold. How this threshold should be selected is
provided by the following result :

Theorem 9 ([28] and [29]) Let f € B, with s > d/p, ||fllee < 00. Select Aj = A =
\/ —CIJIVIN; with an appropriate C < co. Then

lnN)%

Bl - 11 =0 (%

The constant C' in the expression for the threshold parameter A is a sort of an “hyperpa-
rameter” of the procedure, it can be easily estimated, see [17] and [28] for related discussions.
Note that the estimator fN is adaptive because it does not require prior knowledge of the
reqularity parameter.

DiscussIon.

e Theorem 9 has the following intuitive explanation. As already mentioned, Besov classes
B, for p < 2 have a special structure : a relatively small number of “important” wavelet
coefficients are sufficient for obtaining a good function approximation. In the wavelet
decomposition (&, Bj(lk)) using noisy data, all coefficients are “contaminated” by noise.
A Central Limit theorem argument suggests that this noise is approximately Gaussian
with zero mean and variance O(1/N). Thus loglog law implies that the maximal error

in the estimates has magnitude given by

~ 2In N
maxg, B — A~ [~ -

Thus when small (according to threshold A in Theorem 9) coefficients are shrinked
to zero, noise is cancelled with very high probability. On the other hand, coefficients
exceeding this threshold are likely to be significantly different from zero. This property
of thresholding explains another useful feature of the estimator: the estimate fy has
the same regularity as the unknown function f to be estimated (cf. discussion in [29]).

e Let us now consider again our example of estimating the regression function or density
Jf(x) = lj0<e<q}- Theorem 9 states that the mean square rate of convergence of the
wavelet estimator for any bounded function f € Bj_, __ is very close to O(N~1), which
is nearly as good as the “parametric” rate of convergence, though the function we
estimate is not even continuous. Let us compare the results above with the lower rate
of convergence for this problem obtained in [60]. Using the comments 2. of section
3.3.1, the following lower bound is a direct corollary of the results of [60] which were
originally formulated in terms of Sobolev spaces :

inf sup B|[fy — fllz > CN=2/2r+0) (4.9)

N J€Bg,
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for any estimator fN. As compared to (4.9), there is an extra logarithmic factor in
the upper bound of theorem 9. In the more subtle construction presented in [25], this
logarithmic factor is eliminated (and even a precise minimax constant is obtained)
in the case of Gaussian noises and deterministic design (observations are #; = i/N,
i=1,...,N). In [27] a cross-validation procedure is proposed to adapt the optimal
algorithm to unknown smoothness. Finally, in [17] the authors of this paper showed
that properly selecting the threshold A for shrinking provides the optimal rate of
convergence (without a logarithmic factor). An adaptive version of this algorithm is
developped in [45].

4.2 Practical implementation of wavelet estimators

We now move to the practical implementation of wavelet estimators. We propose two versions
of it which differ in the way the empirical estimates of the wavelet coefficients &5 and Gj
are computed. The first one, we call it direct realization, is based on the explicit formulae
(4.3) and (4.4) for empirical coefficients. The second one, called fast realization procedure,
relies on the Quadrature Mirror Filters (QMF') presented in section 3.2.2.

Direct wavelet estimation procedure for an N-sample length (put Y; = 1 for
density estimation): the WSA procedure. (Recall that the assumption that X is
uniformly distributed is required for the case of regression.)

1. Select jmax scales for the wavelet expansion, where

N ZdJmax < = 2N
InN — = InN

2. For j < jmax compute the empirical estimates
= ZY Dor(Xi), B = ZY v (x (4.10)

3. Shrink these estimates according to
20
Bl = B L1pw s, (4.11)
where ); is a properly selected threshold (cf. theorem 9).

4. The final estimate is given by

Zak Oo(z) + 3 A () . (4.12)

0,5,k
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This procedure for nonparametric regression can be extended to the case in which X is not
uniformly distributed over [0, 1], and has density g(z). In this case, we have

Gy = %EY Boe(X) & [ f2) Busle) 9(6) de = [Uol(e) Dore) da

and similarly for the B](l,c)’s. Thus applying WSA to estimate regression function f (with the
Y; in the empirical estimates) as if X was uniformly distributed yields in fact an estimate

e

[fg]ln of [fg]. From this remark the following procedure follows.

1. apply WSA to estimate density ¢ (without the Y; in the empirical estimates): this
yields 7;

2. apply WSA to estimate regression function f (with the Y; in the empirical estimates)
as if X was uniformly distributed : this yields funiform ;

3. the final estimate 1s f: funiform/ﬁ-

COMMENT : The above direct estimate has some drawbacks (we consider only the com-
putational aspect for a moment). First, we know that there is no closed form for the scale
function ® or wavelet ¥, thus in order to compute & and Bjk we would have to compute
and store the values of ® and ¥ on a fine grid, which is prohibitive. Second, we would like
to take advantage of the fast QMF algorithms of section 3.2.2 for computing orthonormal
wavelet decompositions. We can not apply these algorithms directly on the data, since the
available observations X, ..., Xy are randomly sampled and do not form a regular grid. To
circumvent this difficulty, we preprocess the observations to obtain the empirical coefficients
Qjaek at the finest resolution level jmayx ; then we can apply the QMF algorithms of section
3.2.2 to compute the coefficients at coarser scales. The proposed procedure is close to the
empirical wavelet transform or hybrid transform, studied in section 5 of [24], mathematical
details can be found in [16]. We assume that the function f is supported on [0, 1]%.

Fast wavelet estimator (X does not need to be uniformly distributed).

1. (preprocessing) Select again jmax such that

. N
< 9dmax <

InN — InN -~
Let k = (k1,...,kq)7 be a multi-index, consider the bin
Ap = [279mexky, 27 max (kg +1)] x ..ox [270mexkg, 27 mex (kg 4 1)]

For density estimation we first take the empirical probability of bin Ay (recall that
Ay, has volume 27 %mex) | this yields :

N

~ ; 1 ~ i 7

Fyr = 9 G max WE :1{X,6Ak} , and then a;__ = 9 G max/2 v -
i=1
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For nonparametric regression, similarly, compute
N
~ Sl Y lix ) ~
= ‘LGA o~ P
fN,k = L ]\1, { x} , and then Qjak = Zd]m‘”‘/z fN,k .
2iz1 Mxiean)

At this point we have constructed synthetic input-output pairs, where the input is the
considered bin and output is the associated ;1 estimate. Getting the full wavelet
expansion is then performed by applying to these synthetic data the QMF fast formulae
(3.11), (3.12).

2. (QMF filtering) Use the multi-dimensional version of filters (3.11), (3.12) to compute
~ a0 . . .
ajkaﬁj('k;): ij:"'aJmax_lal:1a"':2d_1:
ajr = ZE—% Qjt1,
i

a0 _ 1 ~
6jk = Zgi—% Qi1 -
i

3. Shrink the estimates BJ@ according to

(O N O)
Pie = Fix LigWiza,y
where ); is a properly selected threshold (cf. theorem 9).

4. Use the “inverse” filter (3.15) to obtain &,  :
~ ~ (1
ajr = th—zi &j_1i+ Gh_oi BJ('_)M : (4.13)
il
5. Finally set

A

fN(Q_jmaxk) fN,k — 9~ dmax/2 aik -

In this way we obtain estimates of f(27Jmaxk). If this accuracy is not sufficient, it is possible

to interpolate fy at a finer grid by applying upsampling (4.13), using the filters that are
biorthogonal to those associated with the Haar basis (see, chapter 8 in [14], or [24]).
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Chapter 5

A wavelet network for practical
system identification

The estimation procedure described in the previous section may not be effective for X of
higher dimension, and sparse input data sets for training. In this chapter we attempt to
cope with highly-dimensional problems and bad data sampling using an alternative tech-
nique of wavelet estimation. We present here a method for constructing estimators with non
orthogonal wavelets, the corresponding software is available [89]. We investigate problem 1
of Section 1.2 in the case of additive noise, i.e., we suppose that the pair of random variables
X, Y satisfies

Y = f(X) +e, (5.1)

where f(z) : R? — R and e is some noise of zero mean and independent of X. We want
to estimate f based on a sample of size N that we shall refer to as the training data
set: O = {(X1,Y1),...,(Xn,Yn)}. We are particularly interested in training with sparse
data sets. Sparse data often occur in classification problems and in the modeling of control
systems, where available data can be relatively few as compared to the dimension of input
X. Throughout this chapter, ¢ shall denote a radial wavelet as defined in Theorem 3, thus
we are not using orthonormal wavelets.

5.1 Adaptive dilation/translation sampling

We present here a result which can be regarded as a theoretical justification of the techniques
in this chapter. Note that in the orthonormal wavelet expansion

flz) = Z aor®or(z) + Z (1)‘1’(1) ;

ljk
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the dilation and translation parameters — 2=% and k do not depend on the function to
expand and only the linear weights a;; and ﬁj(lk) depend on f. Suppose that we construct
a wavelet “basis” with dilations and translations depending on the function f. The wavelet
expansion of f using these basis functions is expected to use less wavelets, and thus we expect
it to be more convenient for estimation purposes. To obtain such a basis we discretize the
continuous wavelet transform (3.3) (see section 3.1).

We first recall the following algorithm proposed in [18]. Consider the continuous wavelet
transform (3.3), which we rewrite as

f(z) /u(a,t) ela(z — 1)) a®? dq dt
/go(a(a: —t)) sign(u(a,t)) ald=1/2 |u(a,t)| da dt

é /go(a(m —t)) sign(u(a,t)) w(a,t) da dt

where we have renormalized u(a,t) by a constant factor C so that the function w(a,?) =
Cald-1/2 |u(a,t)| can be considered as a probability density. Then we draw n independent
random samples (a;,?;)i=1, . n» from distribution with density w(a,t). Then we build

fule) = 237 al plaste — 1) sign(uar, 1) (5.2)

which, thanks to the law of large numbers, converges to the true wavelet transform. Some
faster implementations of this algorithm are given in [18]. Improving this estimate by some
“bootstrapping” like technique, yields the following approximation result.

Theorem 10 ([18]) ¢ is any radial wavelet funciion such that there exists a related radial
function ¢ which satisfies condition (3.1). Let p, u, 1, p be real numbers satisfying

l<p<(1-£2! - in(1-1 1
- — =min|(l--, =
p y . n 3

and f be a function of the Sobolev space WY (R?); then, for any n > 0 there exists a function
fn of the form

Jnlz) = Z u; p(ai(z —1;)) (5.3)

such that
lfn = Fllwy, < Cn7H{[ fllwe -

In particular, if p > d/2 then
[fn = Fll2 < n =217
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COMMENT : Theorem 10 provides us with an upper bound for the rate of approximation
when adaptive dilation/translation sampling is used to discretize the continuous wavelet
transform. We should compare this rate with rates of convergence for approximations based
on fized dilation/translation sampling. For example, the following theorem is proved in [18]:

Theorem 11 Lei p = 2 and p = d/2+ ¢, € > 0. For a collection hy,..., h, of basis

functions!, consider the error

Vo = inf sup||f —span{hy,..., hn}||2 ,
R F

where span{. ..} denotes the linear space spanned by the listed functions, and the supremum
is taken over the unit ball B = {f : ||f||7 < 1} of the Sobolev space WY. Then there exists a
universal constant C such that, for any fized basis hy, ..., hy,

V, >Cn=¢/? .

The result of the theorem implies that for any fized basis hy,...,h, and any set of
@i, ...,an, there are “worst functions” f for which a projection approximation f%(z) of the
form

falz) = Zn:aihz’
i=1

converges much slower than the approximation (5.3). Note that this is not in contradic-
tion with the optimality of wavelet shrinkage procedures, since shrinking coefficients in the
wavelet expansion makes the estimator to be nonlinear.

5.2 The wavelet network and its structure

Though the above adaptive dilation/translation sampling algorithm provides us with a good
basis, its implementation using Monte-Carlo technique is of prohibitive computational cost.
We rather implement adaptive sampling in a different way, by combining regressor selection
and backpropagation algorithms in order to find good dilations and translations. The resul-
ting estimator is called wavelet network. Related works have been reported in [91, 87, 88].
We refer the reader to [91] for heuristic comparisons between neural and wavelet networks.
For any wavelet function ¢ : R? — R, the wavelet network is written as follows

Jnlz) = Z uip(a; * (z —t;)) (5.4)

lone can take, for instance, the trigonometric basis on [0, l]d7 or a truncated wavelet basis with fixed

dilation and translation sampling.
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a wavelon

Figure 5.1: The wavelet network. A waveleon is shown, which corresponds to one term o(a; *
(z —t;)). Dashed arrows figure output connections to other wavelons.

where u; € R,a; € R%,¢; € R?, and “4” means component-wise product of two vectors.
Note that we could have used scalar dilation parameters a;, but we prefer vectorial dilation
parameters because they considerably increase the flexibility of network (5.4) at a reasonable
price. The strcuture of the wavelet network is depicted in Figure 5.1. In this chapter we
present an efficient comprehensive method for wavelet network training. The following is an
outline of this method.

1. Construct a library W of dilated/translated versions of a given wavelet . This library
W is adapted to the available training data set, by selecting a subset from all dila-
ted/translated versions of ¢ on a regular grid. This technique makes it feasible to build
the library W even for significantly large input dimension when the training data are
sparse.

2. Not all wavelets from library W are useful in fitting f from noisy data, however. This
leads to the problem of selecting the best wavelet regressors among W. Three heuristic
methods will be proposed for this. When the regressors are conveniently selected, fitting
model (5.4) amounts to identifying the u; coefficients, which is a standard least squares
estimation problem.

3. Steps 1 and 2 above yield a fast training procedure. The result can still be further
improved by subsequently applying an iterative backpropagation algorithm with steps
1 and 2 as fast initialization. In fact, since initialization was good, a faster Newton
procedure can be used.
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More details of each step are given below.

5.3 Constructing the wavelet library W

First we should build a library W of wavelets which will be considered as candidates of
regressors. We have to restrict ourselves to a finite set of regressor candidates, in order to
apply regressor selection algorithms. Naturally W is chosen to be a subset of the continuously
parameterized family {¢(a(z—1)) : @ € RT,t € R?}. The choice of W is in principle the same
problem as discretizing the continuous wavelet reconstruction (3.3) to obtain the discrete
reconstruction (3.4). The standard discretization is a regular lattice:

{p(aiz —mto) : n € Z,m € Z9} (5.5)

where ag,tg > 0 are two scalar constants defining the discretization step sizes for dilation
and translation, respectively. Typically we take a dyadic lattice. Now the countable family
(5.5) should be truncated into a finite set. Usually we only want to estimate f(z) on a
compact domain D C R? and the wavelet function o(z) is chosen to have compact or
rapidly vanishing support, therefore we can replace in (5.5) m € Z¢ by m € S; with a finite
set S; C Z%; on the other hand, n € Z should be replaced by n € S, with a finite set
Sa C Z corresponding to the “desired” resolution levels of the estimation. In practice, 4 or 5
consecutive dilation levels are usually sufficient, with the largest wavelet scale corresponding
to the size of D, the compact domain on which f is to be estimated. After such a truncation
being performed, family (5.5) is replaced by

{p(afz —mtg) : n € Sy, m € Si(n)} (5.6)

Note that the cardinality of this wavelet library grows exponentially with the dimension d.
The following procedure is used to overcome this curse of dimensionality when the training
data are sparse: scan the training data set @), for each sample point in O determine
the wavelets in (5.6) whose supports? contain this data point; add these wavelets to W
if they have not figured in it. With this method, the dimension d is not a critical factor
of complexity, since family(5.6) does not need to be actually created. For sparse training
data set, this method allows to handle problems of relatively large input dimension d. In
particular, if the supports of the wavelets are approximated by hyper-cubes in R, this
method is easily implemented. From now on we denote by W the resulting library of wavelet
regressor candidates. For computational convenience we normalize the wavelets and get the
library W composed of the wavelets :

pi(r) = a; plai(e—1t;)), i=1,...,L
o = (Z[so(ai(l‘k—ti))]z) )

2For non compactly supported but rapidly vanishing wavelets, the term “support” should be interpreted
in an approximative way as some domain around the center of the wavelet.
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where L is the number of elements in W, a;,; correspond to the dilation and translation pa-
rameters aff and ay "mtg of the wavelet ¢;, and «; is the normalizing factor. The numbering
order with 7 is arbitrary.

5.4 Selecting best wavelet regressors

The problem of regressor selection is to select a number M < L of wavelets, the “best” ones
from W for building the regression.

fu(z) =) uigi(w) (5.7)

i€l
where I is a M-elements subset of the index set {1,2,..., L}. This is a classical problem in
regression analysis [30]. Let Zps be the set of all the M-elements subsets of {1,2,..., L}. For
any I € Ty, the optimal linear weights u; of (5.7) are found using the least squares method.
Then the question is how to choose I € Zy; which minimizes the averaged square residuals

1 ’
J(I) = {u{r}l@g]} ~ (Yk - Zum(xk)) . (5.8)
k=1 i€l

Determining the optimal number M should be performed using Generalized Cross Vali-
dation, cf. Section 2.1.2. For given M, selecting the M optimal regressors from W must
be performed via exhaustive search which may involve massive computations. To overcome
this difficulty, three different heuristics are proposed instead, details can be found in the
appendix.

Residual based selection (RBS). The idea of this method is to select, for the first stage,
the wavelet in W that best fits the observations O, then repeatedly select the wavelet that
best fits the residual of the fitting of the previous stage. In the literature of the classical
regression analysis, it is considered as an simple, but not quite effective method, for example
in [30] where it is called stagewise regression procedure. For classical regressions the number of
regressor candidates is usually small, hence alternative more complicated and more effective
procedures are preferred. In our situation the number of regressor candidates may reach
several hundreds or even more, the computational efficiency becomes more important and
the simple residual based selection should be a first choice. Recently it has also been used
in the matching pursuit algorithm of S. Mallat and Z. Zhang [53] and the adaptive signal
representation of S. Qian and D. Chen [68]. This procedure is described in Appendix A.1

Stepwise selection by orthogonalization (SSO). The idea of this method is to select,
for the first stage, the wavelet in W which best fits the observations O1", then repeatedly
select the wavelet that best fits O while working together with the previously selected
wavelets. This method has been used in radial basis function (RBF) networks and other
nonlinear modeling problems by S. Chen et al. [10, 11]. This procedure is described in
Appendix A.2.
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Backward elimination (BE). In contrast to the previous methods, the backward elimi-
nation method starts building the regression (5.7) by using all wavelets in W, then eliminates
one wavelet per stage, while trying to increase as less as possible the residual at each stage.
This procedure is described in Appendix A.3.

5.5 Combining regressor selection and backpropaga-
tion

Any of the above procedures can be used to initialize wavelet network (5.4). This network is
then further trained using a backpropagation procedure. Note that in (5.4) we use vectorial
dilation parameters a;, but for the regressor selection procedures the dilation parameters a;
in W are scalars. Before applying any backpropagation procedure, change the scalar dila-
tion parameters resulting from the regressor selection procedures into vectors with identical
components. Standard backpropagation is a stochastic gradient procedure, a quasi-Newton
algorithm is however preferred for training the wavelet network, due to the good perfor-
mance of the initialization procedures. Finally, in order to better capture linear properties
in regressions, we replace (5.4) by

n

Fa(@) = uwip(ai (& — 1))+ "w +b (5.9)

i=1

with the additional parameters ¢ € RY, b € R. The initialization procedures are slightly
modified accordingly.
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Chapter 6

Fuzzy models: expressing prior
knowledge in nonlinear
nonparametric models

6.

1

Fuzzy rules and prior knowledge in nonparametric
models

We first begin by introducing fuzzy models such as typically used in fuzzy control [48].
Several presentations are possible, see for instance [85]. The presentation we give now is
slightly heterodox, but is simple and consistent.

RR

1.

n

Input variables are scalar and are written z1, ..., z4. Input locations are encoded via
fuzzy set membership functions, i.e., functions 4 (2;) with valuesin [0, 1] where symbol
A is just a label ; fuzzy set membership function p4 is the mathematical meaning of
“fuzzy set A”. Thus, for each actual value of z;, the statement “ x_i is A ” has
a value equal to pa(x;), such statements are premises of so-called “fuzzy rules”. Be
careful that a typical form of such statements is “ x_i is large ”, which does not
convey as much information as formula p 4 (2;) does, since function 4 is not explicitly

specified by this statement.

[43 »”

Fuzzy sets can be combined using the operators of first order pre-

dicate logic. For instance,

and, or, not
(x_1 is A_1) and (x_2 is A_2) ... and (x_d is A_d)

is a fuzzy set involving the vector (z1,...,24). Keyword “and” is a combinator of
fuzzy sets which must be defined formally in terms of combination of membership set
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functions. Several choices have been proposed by the various authors [32], the most
widely used ones are

and(u,v) = min(u,v) , or(u,v) = max(u,v)
and(u,v) =uv , or(u,v)=u+v—uv
and(u,v) = max(0,u+v—1) |, or(u,v)=min(l,u+ v) (6.1)
(corresponding definitions for and and or are written on the same line) and not(u) =
1 — u. Then, as usual in logic, implication “ (x is A) implies (y is B) 7, also
written

if x is A then y is B
is a macro which expands into !
(y is B) or mnot(x is A)

In the sequel, we shall encode the “and” as the product: and(u,v) = uv, with cor-
responding codings for the “not, or”. Finally the implication is expanded as lastly
stated.

3. Fuzzy rules are statements of the form
if x is A then y is B

Note that more complex premises can be used, using and, or, not. Here we state the
mathematical translation of the classical “modus-ponens” mechanism, which writes

rule : if x is A then y is B
fact x is A?
conclusion y is 7B

Modus-ponens is a mechanism which combines membership functions and yields a
membership function, it can be viewed as a mechanism to express interpolation. De-
note by pa(z) the membership function associated with fuzzy set x is A , and by
ta=p(z,y) the membership function of “ if x is A then y is B ”. We now
state the mathematical translation of the modus-ponens [32]. It is defined as:

pep(y) = proj, {par(u) and pa=p(u,y)}

(1>

muax{uA/(u) and pa=p(u,y)} (6.2)

where elimination of component u has been performed via maximization. We now
consider the particular case in which the fact is a crisp statement, i.e., has the standard

1This is the point where we deviate from the usual presentation: in the fuzzy litterature, implication is
“ and 7, and the modus-ponens mechanism is modified accordingly. We preferred this
presentation, since it is fully consistent and in accordance with the usual predicate calculus.

often encoded as a
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RR

n

form ¢ x is 2” where # is an ordinary value. In this case, we have pa/(u) = 1ifu = #,
and pa/(u) = 0 otherwise. Hence for such a case, the modus-ponens mechanism (6.2)
reduces to

wB(y) = pasp(r,y) = 1—palz)(l—pus(y) (6.3)

where we have used the formulas u == v = vormnot u = v+ (1 —u) —v(l —u) =
1 — u(1 — v). To conclude, since we only consider crisp facts, fuzzy rule

if x is A then y is B
shall represent fuzzy set (6.3).

A “fuzzy rule basis” is a collection of fuzzy rules of the form, say,

if (x_1 is A_1_1) and (x_2 is A_1_2) ... and (x_d is A_1_d) then (y is B_1)

if (x_1 is A_p_1) and (x_2 is A_p_2) ... and (x_d is A_p_d) then (y is B_p)

where the A; ; are doubly indexed labels, ¢ is the index of the input coordinate, and j
is the index of the rule. The mathematical translation of this rule basis is now given.
We assume that the fuzzy sets form a “fuzzy partition” of the space, i.e.,

D Twas@) =1 (6.4)

j=1i=1

Then, combining fuzzy rules within our fuzzy rule basis is interpreted as taking the
and” of their conclusions. Thus, using notations of item 3 above, the above fuzzy
rule basis represents the fuzzy set ?B equal to

y is ?B_1 and ... and y is 7B_p

where the ?B_j’s are defined according to (6.3). Expressing the and combinator as
the product of membership functions, we get

prp(y) = jﬁlumj(y)
(by (63) = li(l - U/MJ, (1 - up, (y)))
. Z 1= Huu)
(by (6.4)) = é}usj(y)iljlmj,,(ri) (6.5)
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where we have used the property (6.4) of “fuzzy partition”, and approximation H];:l (1—
uj) R 1— E?:l uj, which is valid for u; small and p large. Next, we also assume that
sets B; are crisp, i.e., they are of the form “ y is y;”, thus pup,(y) =1ify=y;, =0
otherwise. Hence, assuming that both the consequences of the rules and the facts are

crisp statements, we get for the conclusion the fuzzy set “ y is 7B 7, where

P d
we(y) = Zl{y:yj}HuAj,i(l‘i)~ (6.6)
ji=1 i=1

At this point, setting = (21, ..., 24), formula (6.6) defines a function mapping points
z € RY into fuzzy sets. To get a function in the usual setting RY — R, we perform
defuzzification of pop(y) in (6.6),1.e., we replace puop by its center of gravity, using again
fuzzy partition property (6.4), see [48] [32]. This finally yields the ordinary function

d

Y
S =Y ( uAJ,,w))
j=1 i=1

where ¢ = (1,...,24), this defines the weights w;(z). If property (6.4) does not
hold, i.e., if our fuzzy rule basis is sparse so that the range of each coordinate z; is
not covered by a fuzzy partition, then the above defuzzification formula is modified
accordingly :

>

Z yj wi(z) , (6.7)

Xy wa)
YT i)

Usually, fuzzy set membership functions are parametrized functions of the form

pa(e) = pla(e —1)) (6.9)

where () is a given function with values in [0, 1], a is a dilation factor, and ¢ is a translation
factor, and the pair (a,t) encodes the fuzzy set A. Mostly used is the piecewise linear function
p such that p(1) = 1 and p(z) = 0 for z outside the interval [0,2], i.e., a spline of order
1. In this case, the defuzzification mechanism (6.7) just performs interpolation. If the fuzzy
partition is fixed and not adjustable, then we get a particular case of the Kernel estimate
(2.1). Obviously, fuzzy models such as (6.7) or (6.8) are amenable of identification since
they have some unknown parameters for tuning, namely the y’s, a’s, and ¢’s. Identified
fuzzy models are often referred to as “neuro-fuzzy models” in the A.I. litterature [39], since
standard backpropagation (i.e., stochastic gradient) can be used for their training, exactly
as for neural networks. It is also proved that fuzzy models are universal approximants [81],
which is not surprising.

To summarize, fuzzy models are described by fuzzy rule bases, plus some additional
parameters which make vague statements such as “large”, “small”, etc., to be precise in
terms of fuzzy set membership functions. The fuzzy rule basis exhibits the structure of the
model, plus some coarse features related to the location of the elementary functions in the

(6.8)
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decomposition (6.7) or (6.8). Thus fuzzy models are just particular instances of the kind
of nonlinear nonparametric model we consider here, with the advantage of providing the
fuzzy rules as a way to describe some possibly available prior knowledge. In the experiments
reported in section 7.1.2, neuro-fuzzy modelling is used in the above sense.

6.2 Fuzzy rule bases for wavelet based estimators

In this short section, we briefly discuss a proposal for blending the practical advantages
of fuzzy models with the mathematical quality of wavelet based identification techniques.
Further development of this proposal will be the subject of future work and will be reported
elsewhere.

Requirements

Formulae (6.4) and (6.7) reveal that fuzzy models can be viewed as interpolation procedures :
interpolation is performed between points where the set membership function takes value
1, with associated y value. Thus fuzzy models cannot reflect hierarchical or multiresolution
approximations of a function such as performed by wavelet based identification techniques.
So the following natural question can be considered : how to provide fuzzy rule bases for
wavelet based estimators? Thus what we need is to abstract wavelet networks, say, of the
form (5.4), in the form of syntax similar to fuzzy rule bases. Such syntax would not specify
the considered wavelet network exactly, but should capture some essential features of it.
Objectives would be to use such a syntax for a rough but easy description of a wavelet
network based on some qualitative prior knowledge on the system, or to use it as an initial
guess for some iterative identification procedure based on recorded data from the system.
Reflecting the notion of multiresolution or hierarchy within rules calls for a synctac-
tic notion of context. For instance, in the context “ x is large ”, we may want to write
“ x is small ” to express that x 1is not too large, and “ x is large ” again to insist
that x is very large indeed. This calls for logics handling context dependent statements.
Such logics are studied under different frameworks independently in the A.I. and theoretical
computer science communities. The notion of a “conditional object” proposed and studied
by Didier Dubois and Henri Prade [31] in the A.I. community is a candidate model for such
“context dependent rules”. In [31] various definitions are investigated for such “conditional
objects”, based on some reasonable requirements accepted as axioms. On the other hand,
“structured operational semantics” (SOS) was introduced by Gordon Plotkin [64] in theore-
tical computer science. SOS rules describe the legal transitions of a considered program for
a given context. SOS rules are used to specify primitives as well as the various combinators
for program contruction. We shall not elaborate any further on possible theoretical models
for the kind of context dependent statements we shall take the liberty to write in the sequel.
Let us propose the following syntax we call hierarchical fuzzy models.

1. Standard fuzzy rules are hierarchical fuzzy rules. Thus we can still write
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if (x_1 is A_1) and (x_2 is A_2) ... and (x_d is A_d) then (y is B)

with the same mathematical meaning as before.

2. Let us give names to fuzzy rule bases, e.g.,

RULE_BASE is

if (x_1 is A_1_1) and (x_2 is A_1_2) ... and (x_d is A_1_d)
then (y is B_1)

if (x_1 is A_p_1) and (x_2 is A_p_2) ... and (x_d is A_p_d)
then (y is B_p)

end

Then the following statement

if (x_1 is C_1) and (x_2 is C_2) ... and (x_d is C_d) then RULE_BASE applies

is a hierarchical fuzzy rule. Its premise is an ordinary fuzzy statement

(x_1 is C_1) and (x_2 is C_2) ... and (x_d is C_d)

”

as before. The second part of this statement, namely “ then RULE_BASE applies
has “ then ” and “ applies ” as keywords and RULE_BASE as a parameter. This
hierarchical fuzzy rule has the following interpretation :

(a) The reference space for input , which was, say, [0, 1]¢, is now stretched down, to
enforce validity of the statement
(x_1 is C_1) and (x_2 is C_2) ... and (x_d is C_d)
Thus all premises of RULE_BASE are stretched down accordingly.

(b) Since RULE_BASE was a standard fuzzy rule basis, our new rule is a hierarchical
fuzzy rule.

. Collections of hierarchical fuzzy rules are termed hierarchical fuzzy rule bases. Hierar-

chical fuzzy rules can call hierarchical fuzzy rule bases, this captures multiresolution.
Obviously, in doing so, the question of recursivity in the computer science setting oc-
curs : does it happen that a rule recursively calls itself 7 Recursion may or may not
be accepted. Anyway, simple syntactic constraints in writing rule bases would prevent
from recursivity.

INRIA



Wavelets in identification 63

S XCOC XN

fuzzy partition

VAR

stretching down within a context

Figure 6.1: The down stretching mechanism.

The “down stretching” mechanism

The key issue in this informal discussion is the precise mathematical meaning of the “down
stretching” mechanism. We assume for convenience that the default context is [0, 1]¢. Consi-
der a fuzzy partition satisfying condition (6.4), which we recall now

> ITma) =1 (6.10)

Down stretching this fuzzy partition to a given membership function pc(z;), consists in

building a collection g4, ¢y, J = 1,..., p of membership functions which satisfy
p d
Yo ITucs @) = uel:) (6.11)
j=1li=1

and, in addition, preserve the “geometry” of the original fuzzy partition. This is illustrated
in Figure 6.1. A possible procedure achieving this is described now.

We first need to define the notion of a fuzzy set more accurately. A fuzzy set A is a triple
A= (pa(z),a,b), where

ta :[a,b] — [0,1] is the membership function, and
—o<a<b< 4.

The interval [a, b] is the context of the fuzzy set A. For example, when we define a fuzzy set
“ small ”, we must specify its context interval [a, b] in addition to its membership function.
This “ small ” label means that the g4 membership function is mainly concentrated on
the small values of this context interval. Note that this set may not be “ small ” within
other context intervals.
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Now consider a fuzzy set C = (uc(z),d’,b’), we consider its left and right boundaries

defined by :

lec= inf = |, re¢e= sup =z
He(e)>0 no(z)>0

bl

i.e., [lg,rc] is the support of pe. Consider a pair (A, C) of fuzzy sets, define the contextual
fuzzy set (A|C) as follows:

(AlIC) = (peae),le,re)
majey(x) = pa (Ti%c;c(:v ~lc) +a) pe(z) . (6.12)

Hence (A|C) has the support of C as context, and its membership function is obtained by
mapping the interval [a, b] onto [lc, r¢], and then by multiplying by pe. With this definition
of contextual fuzzy sets, a fuzzy partition having the default context, i.e., satisfying property
(6.10), is down stretched to a fuzzy partition satisfying property (6.11).

Mathematical implementation of the hierarchy

Here we formalize what it means for a rule base to be called within a given context. As an
example, we give the meaning of the hierarchical statement

if (x_1 is C_1) and (x_2 is C_2) ... and (x_d is C_d) then (y = y_o)
if (x_1 is C_1) and (x_2 is C_2) ... and (x_d is C_d) then RULE_BASE applies

where RULE_BASE has been defined before. We may also rewrite this as

if (x_1 is C_1) and (x_2 is C_2) ... and (x_d is C_d) then (y = y_o)
and RULE_BASE applies

First, we have to combine two rules, and this is performed using the general formula (6.7).
Then we must recall that RULE_BASE is called within the context of C; x ... x Cg hence
we use definition (6.12) of contextual fuzzy sets. This yields the following mathematical
interpretation of the above hierarchical rule base :

¥y = Y (Huc,(l‘i)) + Z Yj (H/L(Aj,JC,)(Ii)) (6.13)

This shows that the value y, can be interpreted as a “first order approximant”, while the
y;’s, 3 = 1,...,p, are increments corresponding to a refinement of our modelled function.
Thus truncating such an approximation is simply performed by truncating the tree of the
nested calls of rule bases.

Thus what we have at this point is a flexible way to associate syntax with multiresolu-
tion expansions of functions. If, in addition, we carefully choose our membership functions
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ta to be derived from scale functions ¢ associated with wavelets, we now have a way to
abstract wavelet networks in the form of hierarchical fuzzy rule bases. See Section 3.1 for
scale functions which are nonnegative and bounded, and thus satisfy the requirements for
being prototypes of membership functions. The “call” mechanism provides some kind of
genericity, since the same rule base can be called within different contexts. This genericity
is expected to be useful mainly when adjustable parameters, which are hidden inside fuzzy
rules, are identified from data. On the other hand, for fuzzy models specified based on the
prior knowledge of the user, it is not expected that the same rule base will be called under
different contexts.
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Chapter 7

Experimental results

In this chapter we consider the application examples introduced in chapter 1.1. We provide
detailed results obtained with the wavelet networks and the fuzzy network. For the gas
turbine example, we also compare them with alternative semi-physical models which were
developed in [3] for the purpose of monitoring and diagnostics.

7.1 Modelling the gas turbine system

7.1.1 Using the wavelet network

In the gas turbine system we introduced in Section 1.1.1, the temperature profile at the
exhaust of the turbine is considered as the output. We need a model which predicts this
temperature profile from available measurements. For the semi-physical model we mentioned
in subsection 1.1.1, the temperature profile is predicted from the mean temperature in the
combustion chambers T;, the mean temperature at the exhaust of the turbine 7}, and the
rotation velocity of the turbine N. Velocity NV is directly measured, 7T is given by the average
of a set of thermocouples installed at the exhaust of the turbine, 7. is computed from T
and the compression rate m of the compressor [86, 90]. By substituting 7., the temperature
profile at the exhaust of the turbine depends on 75, # and N. As suggested by this semi-
physical model, we assume that the temperature measured by each of the thermocouples
installed at the exhaust of the turbine is a function of Ts, = and N, which all are measured.
Therefore, we can try to construct, for each of the thermocouples, a wavelet network with
T, m and N as its input variables, and train it to predict the temperature measured by the
thermocouples.

We have experimented this approach on the data taken from a gas turbine of European
Gas Turbine SA. The training data were collected during about 48 hours. We have resampled
the data and kept only 1000 measurement points. This gas turbine system is equipped with 18
thermocoupes at its exhaust. For the sake of brevity, we show only the results concerning the
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first thermocouple. The resampled data are depicted in figure 7.1 where the plots correspond
to Ty, w, N and y = t; — Ts, where t; is the measurement of the first thermocouple. These
1000 measurement points, which we refer to as the training data, are used for training models
whose input vector is = (7%, 7, N)T. The obtained models are tested on another set of
measured data, which we refer to as the test data set and depict in figure 7.2.

We have chosen the radial wavelet function p(z) = (d—z%z)e~ 5277 withd = dim(z). The
number of wavelets used in the networks is set to 40. Note that there are 18 thermocouples.

We initialize the wavelet networks with each of the proposed (RBS, SSO, BE) procedures
and train them with the Gauss-Newton procedure.

In order to show the performance of the resulting models, we compare their results
with those of the semi-physical model and a third order polynomial model. In figures 7.3
and 7.4 the results obtained with the semi-physical model and the third order polynomial
model, are respectively shown. The results obtained with the wavelet networks initialized
with procedures RBS, SSO, BE, and the results after 10 iterations of the Gauss-Newton
procedure, are given in figures 7.5, 7.6 and 7.7. In table 7.1 we listed the mean of square
errors (MSE) of these models on the training data set as well as on the test data set. For
each of these networks we give the result of its initialization (init. MSE) and the result
after 10 iterations of the Gauss-Newton procedure (final MSE). The time of computation
for building these models is also listed in table 7.1, based on our programs in MATLAB 4.1
language executed on a Sun Sparc-2 workstation. Since the execution time of the programs is
perturbed by other processes on the workstation, another figure of merit is provided, namely
the the MATLAB’s Flop which measures the computational complexity of a program.

The following observations can be made:

e The semi-physical model performs quite poorly in predicting the output of the system.

e The system is truly nonlinear, in addition the results obtained with the polynomial
model are quite poor.

e The wavelet networks do improve the performance on prediction. But recall we get
in turn increasing computational complexity and loss of the physical meaning of the
model parameters.

7.1.2 Using the fuzzy network

We also applied the (classical) neuro-fuzzy network as briefly introduced in Section 6 for
modelling the gas turbine system. Similarly to the wavelet network, we train the fuzzy
network using the training data set, and then evaluate it on the test data set.

To build the network, we have taken a fuzzy partition of the state space using trian-
gular membership functions (i.e., first order splines), this divides the variation domain of
each input into five equal parts. Following Section 6, the mathematical translation for both
conjunction and implication operators is taken to be the product.
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Figure 7.2: Test data. The plots correspond to, from top to
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Figure 7.3: Result with the semi-physical model on the test data set. The solid line represents

the true measurement and the dashed line represents the output of the model.

models RBS-net SSO-net BE-net semi-physical  polynomial
train. init. MSE 1.2656 1.0453 1.0381
train. final MSE 0.5395 0.4239 0.4503 3.5268 2.8438
test. init. MSE 1.2368 1.1229 1.1576
test. final MSE 1.1886 1.2348 1.0898 2.8914 2.1135

init. flops 2.0718 x 107  4.3714 x 108  7.5143 x 107

train. flops 1.5365 x 10° 1.5365 x 10° 1.5365 x 10° 9.8041 x 108  4.7056 x 10°
init. time (sec.) 41.6 251.2 87.2
train. time (sec.) 2461.8 2383.8 2456.5 2265.0 1.5362

Table 7.1: Performance evaluation of the models
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Figure 7.4: Result with the third order polynomial model on the test data set. The solid line
represents the true measurement and the dashed line represents the output of the model.
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Figure 7.5: Results with wavelet network initialized by procedure RBS (top) and after 10
iterations of the Gauss-Newton procedure (bottom). The solid lines represent the true mea-
surement and the dashed lines represent the output of the model.
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Figure 7.6: Results with wavelet network initialized by procedure SSO (top) and after 10
iterations of the Gauss-Newton procedure (bottom). The solid lines represent the true mea-
surement and the dashed lines represent the output of the model.
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Figure 7.7: Results with wavelet network initialized by procedure BE (top) and after 10
iterations of the Gauss-Newton procedure (bottom). The solid lines represent the true mea-
surement and the dashed lines represent the output of the model.
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Before learning, we have initialized the network using a simple interpolation procedure.
Consider “defuzzification” formula (6.7) which we recall now:

yo= DU (H“Aj,i(f'?i)) £ > v wia) (7.1)

where index j labels the rules. For each rule j, select the training input data point X,
closest to the center of the corresponding fuzzy set, i.e., w;(z) is maximal for z = X,,,.
Then take y; = Y,; where Y, is the output value corresponding to X,,;. Results of this
procedure are shown in Figure 7.8.

The second stage consists in performing a least squares fit of the parameters ; in function
fo(z) = ?:1 0; w;(z), where 8§ = (61,...,0,) based on the whole training data sample
ON = {(X1,Y1),...,(Xn,YNn)}. A bruteforce implementation of least squares would be
difficult, due to the need for inverting the Hessian of the least squares functional. Thus an
iterative stochastic gradient procedure has been preferred instead, using the above simple
initialization technique. Training was stopped after only three successive scanning of the
learning set.

The identified fuzzy network is then evaluated on the test data set. The output of the
identified fuzzy network is plotted in Figure 7.8, and is compared to the actual one. The
solid line represents the true measurement and the dashed line represents the output of the
model. The mean of square errors (MSE) on the test data set is 1.5860.
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Figure 7.8: Results with the initialized (top) and trained (bottom) neuro-fuzzy networks on the

test data set. The solid lines represent the true measurement and the dashed lines represent
the output of the model.

INRIA



Wavelets in identification 77

7.2 Modelling the hydraulic actuator of the robot arm

Let us denote by u(t) and p(t) the position of the valve and the oil pressure at time ¢,
respectively. A sample of 1024 pairs of (u(t), p(t)) was registered!. We divide it into two
equal parts for training and testing the models. The training data are depicted in figure 7.9,
and the test data in figure 7.10.

We first tried to model this system with linear autoregressive exogenous (ARX) models.
More precisely, we tried to use models of the following form:

p(t) = aip(t—1)+asp(t—2)+ -+ anp(t —n)
+bhu(t— 1= 1)+ bou(t —7—2)+ -+ bpu(t — 7 —m) + ()

where the pure time delay 7 is assumed to be an integer and e(t) is some noise independent
of u(t) and past values of p(¢). After the identification of the model parameters a;, b;, 7, we
plot the output of the following system to visually evaluate the quality of the model:

pt) = apt—1)+ap(t—2)+ -+ app(t — n)
F+bhut— 1= 1)+ bu(t —7—2)+ -+ bpu(t — 7 —m) .

We processed the data with L. Ljung’s System Identification Toolbox, Version 3.0a. It turns
out that the ARX model that gives the best simulation result on the test data set has the
model order with n = 3, m = 2, 7 = 0. This result is shown in figure 7.11. It does not seem to
be satisfactory. The wavelet networks as defined in (5.9) are then considered as candidates
of nonlinear models.

In analogy with the linear ARX model, we build models of the following form:

~

p(t) = f(p(t = 1), p(t = 2), p(t = 3), u(t — 1), u(t = 2)) + €(1)

where the nonlinear estimator ]? is a wavelet network composed of 6 wavelets, and e(?)
represents the modelling error. To train the network, compose its input and output vectors
with the training data {u(t), p(t)}:

2(t) = [pt—1),p(t—2),p(t—3),u(t —1),u(t—2)]",
yt) = p().

Then apply the initialization algorithms and the Gauss-Newton procedure. Again we take
p(z) = (d—aTz)em3 e

with d = dim(z) as the wavelet function. It happens that for this example, the Gauss-Newton
procedure does not significantly improve the performance of the wavelet models, so we only
show the results obtained with the initialized networks.

We then simulate the output p(?) on the test data set with the wavelet models, in a
similar way as with the linear ARX model:

1We gratefully acknowledge Jonas Sjéberg and Svante Gunnarsson from LinkSping University for provi-
ding the data.

RR n° 2315



78 A. Juditsky, Q. Zhang, B. Delyon, P-Y.

Glorennec,

and A. Benveniste

1 1 1 1 1 1
0 50 100 150 200 250 300 350

1
400

1
450

1
500

1 1 1 1 1 1
100 150 200 250 300 350

1
400

1
450

1
500

Figure 7.9: Training data: the input u(t) (top) and the output p(¢) (bottom).

~

Bt) = F((t — 1), 5t — 2), 5(¢ — 3), u(t — 1), u(t - 2))

The simulation results obtained with the wavelet networks initialized with algorithms RBS,

SSO and BE are depicted in figure 7.12 7.13 and 7.14.

Clearly, the wavelet models significantly improve the result of the simulation. While the
results obtained with initialization algorithms SSO and BE are very similar, the result of

algorithm RBS is obviously less good.
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Figure 7.10: Test data: the input u(t) (top) and the output p(¢) (bottom).

RR n”° 2315



80 A. Juditsky, Q. Zhang, B. Delyon, P-Y. Glorennec, and A. Benveniste

_4 1 1 1 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450 500

Figure 7.11: Result with the linear ARX model on the test data set. The solid line represents
the true measurement and the dashed line represents the simulated output.
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Figure 7.12: Result with the wavelet network initialized with algorithm RBS. The solid line
represents the true measurement and the dashed line represents the simulated output.
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Figure 7.13: Result with the wavelet network initialized with algorithm SSO. The solid line
represents the true measurement and the dashed line represents the simulated output.
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Figure 7.14: Result with the wavelet network initialized with algorithm BE. The solid line
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7.3 Predictive fuzzy modelling of glycaemic variations

7.3.1 The variables of interest and their qualitative labels.

Diabetologists’ knowledge is expressed under the form of “rule of thumb” advices. We have
used this knowledge to build a two hour ahead predictive model of glycemic variations.
This predictive model will be subsequently used in a control system. We have restricted our
model to six inputs (current instant ¢ is omitted for simplicity):

| item | symbol | fuzzy values |
. Very Low Low Normal High Very High
glycemia “ L @ W @ ()
basis insall
. E.LSIS.HISU n Ba Low, Normal, High
Iinjection rate
flash insulin .
e Bo Low, Normal, High
Iinjection rate
elapsed time
. . Dr Far Before, Near, Just After, Far
since previous meal
diet Nr Fiber , Normal, Glucidic
expected A Low. N 1 High
future activity ¢ ow, format, £1g

The ouput is the predicted variation of glycemia at time ¢ + 2 hours, DG(t+2) € {PVB, PB,
PM, PS, Z, NS, NM, NB, NVB}, where P means “Positive”, N “Negative”, S “Small”,

B “Big”, etc. Figure 7.15 shows membership functions of glycemia, where the (g;)i,
parameters must be determined by learning since their optimal value depends on the patient.
Membership functions have been represented by simple first order splines with free knots.
Our method follows the following two steps :

go g1 g2 g3 g4

Figure 7.15: Fuzzy partition for glycemia

1. start with an initial guess of the model, based on available (qualitative) prior know-
ledge ;
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2. tune this model to the particular patient in consideration, by performing learning from
data.

7.3.2 Expressing prior knowledge

Combining all possible qualitative values for the different inputs yields 1620 different cases,
corresponding to the same amount of candidate fuzzy rules. In fact, only 50 rules were
considered for our prior model, thus reflecting the actual domain for the input variables
where meaningful knowledge exists. Example of such rules are

if (GL(t) is VL) and (Nr(t) is N) then DG(t+2) is PB
if (GL(t) is L) and (Ba(t) is L) then DG(t+2) is NS

Figure 7.16 shows predicted glycemia at ¢+ 6 from glycemia at time ¢, with § = 2 hour, before
learning, i.e., with only use of the prior model. The solid line shows the actual glycaemia
and the dashed line the predicted one. The doctor’s rules are quite efficient in predicting the
effect of insulin injections. Still some spikes occur in the prediction error. Prediction error
has mean gy = —0.20 and standard deviation ¢ = 0.38.

3

2.5

1.5

0.5

L L L L L L L
o 100 200 300 400 500 600 700 800

Figure 7.16: Prior model: two hour ahead prediction (dashed line) vs. actual (solid line)
glyceemia

7.3.3 Tuning the model for each patient

Using data from patient’s note-book, we divided data file into two parts, one for learning and
the other for generalization (i.e., testing). Figure 7.17 shows predicted glycemia at ¢t 42 from
glycemia at time ¢, after learning, i.e., subsequent learning of the g; parameters on data. A
simple stochastic gradient was used. Prediction error has mean g = —0.0003 and standard
deviation o = 0.29. Some improvement is seen, note that such an improvement is likely to
be patient dependent. The errors around time steps 700 and 800 are due to catheter changes
(as marked in the note-book) which usually lead to inject more insulin than expected.
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Figure 7.17: Model after learning: two hour ahead prediction (dashed line) vs. actual (solid
line) glycaemia

7.3.4 Comments and conclusions about this example

The following conclusions can be drawn from this case study :

Fuzzy rules turned out to be a convenient way to express prior knowledge from doctors,
in part because this prior knowledge is mainly qualitative. It is important to notice that
this fuzzy rule basis was far from being equivalent to an exhaustive table describing
the input-output map, since about only a few percent (50/1620) of this table was
described by the rules. This restriction is by itself a useful prior information about the
range of validity of the modelling.

Subsequent tuning of the prior model was performed while preserving the structure
of the model, i.e., the fuzzy rules were not modified, only the ¢g; parameters hidden in
the splines were adjusted. It would also be possible to use our prior model as initial
guess but allow other “rules” (i.e., additional splines) to be introduced via learning;
corresponding experiments are under progress.

Another advantage of describing the model via fuzzy rules is the possibility to “de-
compile” the model after learning, again in the form of fuzzy rules, for return to the
user (doctor or patient). Returning a mathematical model would be of little use for
the average user, having no training in mathematics.

In this application, high accuracy was not a key point. For other cases where model
accuracy is more important, replacing fuzzy membership functions in the form of first
order splines by more efficient wavelets could be easily performed.

On the practical side, on can notice from both figures 7.16 and 7.17 that human control
of glycaemia injection performs quite poorly. The desired range would be, say, about
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1 4 0.3, which is far from being accessible to human control. Thus nonlinear fuzzy
control design is now under progress for this application.
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Chapter 8

Discussion and conclusions

In this tutorial we have discussed the wide area of nonparametric nonlinear estimation from
the point of view of system identification. We have seen that a huge amount of work has been
pursued in the statisticians community. We also know from numerous press releases that,
in parallel, the A.I. community revitalized the same area by advertizing neural networks,
fuzzy models, and neuro-fuzzy models. In addition, A.l. scientists and engineers packaged
these techniques with user oriented software and even hardware. It is not until recently that
the A.I. community went interested in the mathematical developments and algorithms from
statistics. At the same time, statisticians became involved in the mathematical study of the
methods advertized by the A.I. community and engineering practice. In parallel, the control
community recognized those models and estimation algorithms as possible candidates for
nonlinear black-box system identification. In this tutorial, we have tried to put together
material — both classical and very modern — from different areas, and have discussed
both mathematical and practical issues. Here is a summary of tentative conclusions and
suggestions for future work.

Practical issues.

e Models for prediction and simulation. As reflected by the reported experiments, our
experience has been that nonlinear nonparametric models are very good at predicting
behaviours, provided that the training data set reflects all actual operating conditions
that can occur. This is especially true for models that are multiresolution in nature,
e.g., wavelet based models. More interesting, prediction is still efficient even for sparse
training data set — a situation which is almost unavoidable for high dimensional input
data. The quality of prediction can rapidly vanish outside the range of training data
set, however, but this is not really surprising.

e System monitoring and diagnostics. The reported experiments on the gas turbine case
study show that data fit is much better for our wavelet network (and even for the
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neuro-fuzzy network) than for our semi-physical model. Accordingly one may expect a
better performance in change detection and diagnostics by using the wavelet network.
Designing a change detection procedure based on the wavelet network can be performed
by applying the general asymptotic local approach discussed in [5] [90]. However since
the parameters of the network have no useful interpretation, diagnostics would require
learning the failure modes from training data sets: this is unrealistic since real data
corresponding to failure modes are (fortunately) seldom. Thus diagnostics requires a
combination of data and prior knowledge, preferably in the form of a (semi)-physical
model: data are the current data (from safe or failured mode), and the model is used
to describe prior knowledge about failure modes. In fact, gas turbine monitoring and
diagnostics was successfully performed using our seemingly poor semi-physical model,
see [90] [3] for an account of the results.

Describing prior knowledge. Fuzzy models and their associated rules can be used to
describe prior knowledge for nonlinear nonparametric models. Now if it is desired to
blend the style of fuzzy rules with the mathematical quality of modern nonparametric
models, we are faced with the need for a notion of “multiresolution” or “hierarchical”
fuzzy rule bases. We have discussed a possible proposal toward this objective. This
has to be further explored. In addition, it would be interesting to develop statistical
methods checking for violation of a particular subset of fuzzy rules, this would blend
methods from A.l. and statistics model based diagnostics.

Software support. Our current experience can be summarized as follows. There are
three different kinds of needs for nonlinear black-box identification: low dimensio-
nal input (say, 1,2,3), medium dimensional input (in the range of tens), and large
dimensional input (in the range of hundreds or thousands). The first case typically
corresponds to curve fitting and is useful in signal or image processing, and sometimes
in control. High performance algorithms based on wavelets are available today, which
outperform others in both accuracy and computational cost, see Chapter 4, and soft-
wares are available, such as C. Taswell’s WavBox in Matlab language [75]. The second
case has its main applications in system identification and control. There, RBF (radial
basis function) networks, which provide fast noniterative training procedures, are pre-
ferred ; theoretical studies and experiments suggest that wavelet networks [89], such as
discussed in this paper, are likewise more efficient candidates. Finally, sigmoid based
neural networks with their iterative backpropagation algorithm, both simple and time
consuming, are still effective for very large dimensional cases such as encountered in
some pattern recognition applications. We have seen that alternative models with much
more efficient iterative training procedures can also work well, such as Breiman’s hinge
functions [7]; Breiman’s hinging hyperplane algorithm fits piecewise linear models on
nonlinear systems in a very efficient way.

Mathematical issues.

RR

n

° 2315



90 A. Juditsky, Q. Zhang, B. Delyon, P-Y. Glorennec, and A. Benveniste

o Assessing the quality of an approzimation. What is the convenient figure of merit
for the estimation error ||f — f|| 7 We have emphasized in this tutorial the central role
played by Besov spaces: this is a triply parametrized family of spaces of functions, that
are generally smooth but may have sparse singularities. Being smooth outside localized
singularities 1s a common feature of most of the nonlinear systems encountered in
practice, thus Besov spaces are suitable to assess the quality of an estimator.

e Quality of fit from noisy data, and “Cramer-Rao bounds”. Maximal risks and lower
rates of convergence provide adequate frameworks ; they have to be used in combination
with Besov spaces. And we have shown that wavelet based estimators are optimal for
systems in Besov spaces.

e How efficient identification algorithms really are in terms of computational cost and
quality of conditioning ? When orthonormal wavelet librairies can be efficiently built
(this is feasible for low dimensional input, say, up to 4 or slightly more), wavelet estima-
tors from Section 4 are the fastest ones. For very large dimensions, wavelet librairies
cannot be built today, and standard sigmoid based neural networks are preferred ;
Breiman’s hinging hyperplane models are very promising alternative candidates. In
the medium range situation, wavelet networks using partial wavelet librairies seem to
be efficient alternatives to RBF networks.

Research directions. Based on the material of this tutorial, we can suggest the following
three major challenges for future research.

e Providing wavelet based identification methods for higher dimensional inputs. The
central question here lies in the efficient construction of wavelet librairies in higher
dimensions.

e Taking advantage of multiresolution in both fzme and space is a major challenge for
dynamical system identification. Functional nonlinear autoregressions of the form Y3 =
F(Yi—1,...,Yi_p) + eg, or their state space counterpart, are naturally used with both
neural and wavelet networks. These models do not allow playing with multiresolution
for time, however, since discretization is fixed and rigid. Thus a new framework would
be needed for this purpose.

e Investigating the interplay between the syntax of fuzzy modelling and modern nonpa-
rametric models certainly is a topic of major practical interest. It would provide the
user with ways of describing prior knowledge within nonparametric models.
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Appendix A

Appendix : three methods for
regressor selection

Recall that W = {¢; : i = 1,...,L} is the library of the wavelet regressor candidates.
Introduce the following notations.

wi(z1)
v = (Al)
pi(zN)
where ¢; € W and z1,...,zy are input observations in the training data set

O{V = {(xl’yl)’ o a(xNayN)} .
©; has been normalized so that v; is unitary:
L.

T .
vy, =1, 1=1,...,

Now collect all the v;, ¢ =1,..., L in aset V:
V={v,...,v}. (A.2)

We also define the output observation vector

Y1
y= : (A.3)
YN
where y1,...,yn are output observations in O

Let span{v; : i € I} be the space linearly spanned by the vectors v;, i € I, and Ty
the set of all the M-elements subsets of the index set {1,2,..., L}. Using these notations,
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selecting I € Zps so that the corresponding M wavelets in W minimize the mean square
residual J(I) in (5.8) is equivalent to selecting the M vectors v; from V which minimize
the Euclidean distance from the vector y to the space span{v; : i € I'}. Such an optimal
solution requires an exhaustive examination of all the M-elements subsets of W, which may
not be feasible in practice, because of its massive computational burden. Some sub-optimal
and heuristic solutions have to be considered. In this appendix we present three heuristic
procedures.

A.1 The residual based selection (RBS) : details

Define the initial residual yo(k) = yg, k = 1,..., N, with y; the output observations in OF.
Set fo(x) = 0.
At stage i (i =1,..., M), search among W the wavelet ¢; that minimizes

Tei) = 5 D ima(k) — uji(en)’
where
uj = (Z(%(l‘k))z) > oi(@e)vica(k).

and y;_1(k) (k=1,..., N) are the residuals of stage i — 1. Note

l; = arg 1I<I}iélL J(;)

then ¢, is the wavelet selected at stage 7. Update f; and 7;:
filz) = fii(z) +w, ()
vi(k) = vica(k) —wer(ze), k=1,...,N.

This procedure can be more conveniently described with the aid of vectorial notations
as follows.

Define the initial residual vector 9 = y with y as defined in (A.3) and set fo(z) = 0.

At stage ¢ (i =1,..., M), search among V the vector v; that minimizes

J(vj) = (vi-1 = ujv;)" (yi-1 — u;vy)
with

— T, N—-1,T_. _ .1,
Uj —(vj U]) Ui Yi—1 = Vj Yi—1
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where the last equality is due to the normality v]»T v; = 1.
Substituting u; into J(v;) yields

J(vj) = (vi-1— UJ'T%—WJ')T(%—1 - UjT%'—Wj) (A.4)
= 1o+ (v vim1)?) vy = 2(0] vie1)? (A5)
= yis1vio1— (v vim)® (A.6)

It turns out that minimizing J(v;) at stage ¢ is equivalent to maximizing ('va'yi_l)z.

The algorithm is summarized as follows.

Regressor Selection Algorithm RBS
Step 0: Set v = y and fo(x) = 0;

Stepi (i=1,... M): Let ; ={j:j=1,...,Land j#1,...,l;_1}, find

l; = arg HlaX(‘U]»T’)/Z'_l)Z

JEI;
and set
u;, = ‘vf%_l
fitz) = fic1(z) + w, e, (z)
Yi = Yi-1 — U,

O
It is easy to prove (see [53]):

T T T
Vi Vi = Yi—1Vi-1 — (Uz,%'—l)2

so 7 v; monotonically decreases as i increases. It also means that the i-th term added to
fa(z) has a contribution to the minimization of 41, ya measured by (vg'yi_l)?

A.2 Stepwise selection by orthogonalization (SSO) : de-
tails

At stage ¢ of this procedure, assume that the :—1 already selected wavelets correspond to the
vectors v, , ..., v1,_, . In order to select the i-th wavelet, we have to compute the distance from
y to the space span(vy,,...,v,_,,v;) foreach j =1,...,Land j # 1,...,l;_1. For compu-
tational efficiency, we orthogonalize the later selected vectors v; to the earlier selected ones.

Assume that vy, ..., v;,_, are already orthonormalized and renamed as wy,, ..., w;,_,, then
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span(vi,, ..., v,_,,v;) =span(wy,,...,wy,_,,v;). Foreach j=1,...,Land j #1,...,Li_1,
compute
pj = v — ((va'wzl)'wzl +---+ (’U]'T'wli_l)'wl,_l) (A'7)
_1
G = (b pi) 7w (A.8)
then we should search the v;, or equivalently the ¢;, that minimizes
J(vi) = J(g)

= [y - (yah'wh +---+ ﬂlz—1'wlz_1 + a]Q])]T [y - (ﬂlltwh +---+ ali—fwlz—l + anJ)]
= [y—wU;]" [y — W;U;]

with the matrix W; = (wy,, ..., wi,_,,q;) and the vector
- . . -1
Uj = ('ul1:'~'a'uli—1:'uj)T = (VVJTVVJ) VVJTy = VVJTy (A9)
where the last equality is due to the orthonormality of wy,, ..., w;,_,, ¢;. Continue the com-
putation:
J(v;) = yy+UIWIW;U; —20f Wiy

= yly+UU; =20 W]y
By (A.9) we have U; = VV]»Ty, therefore
J(v;) = yly+U U —20]U;
= y'y-Ull;

vy (& i, )

Consequently minimizing J(v;) is equivalent to maximizing 'ﬁi + -4 '&,21_1 + &]2 By (A.9)
we have

, = wlj;y, k=1,...,1—1
~ T
i = gy

SO '&121 + -+ 1]121_1 is independent of ¢;. We conclude that minimizing J(v;) is equivalent to
maximizing &J2 = (quy)z.

After M iterations, the values of l1,...,l3 are determined, as well as uy,, ..., u;,,. We
still need to determine the values of u;,, ..., u;,, in

fu(z) = _Z w1, ().

By the definitions of w; and g,
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y = [wry, w4 m
on the other hand,
y= (oo )luns ) Fom
therefore,
['wh:'"awlM]['alU"':'alM]T = ['Uha'":'UIM][UIU"':ulM]T' (AlO)
In (A.7) and (A.8) let j = I;, then combining them yields
w, = ((ihwy w4+ (o w,)
1
= ((U wi wy, + - (O w,_)w ) + (L) ai,
1
= ((U,wh wl1 "+('UTwlz—1)wlz—1) +(pl D, )2
= (auwzl Ct oW, 1) + agiwy,
with
Qp; = 'Ulj:wlk; k=1,...,i—1
1
Qi = (P?:Pl,) 2
Consequently
[w;l,...,wlM]A = [Ul1a'-'aU1M] (A.ll)
where A is the triangular matrix
[ @11 a1n ai3 oy |
0 99 (93 QoM
0 0 Q33 [6%:3.71
A=
0 0 - 0 apama amam
| O 0 . 0 aMM |

Then, wu;; can be obtained by solving the triangular system of equations obtained by combi-

ning (A.10) and (A.11):

A [ulu sy UIM]T = [ﬂha sy 'alM]T

(A.12)

Let us summarize the algorithm as follows.

Regressor Selection Algorithm SSO
Step 1: find
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2
l; — arg max (v]4
°19§L( i)

set
_ T
ur, vy
’u)ll = 'Ull
Q11 = 1

Stepi (i=2,.... M): Let ; ={j:j=1,...,Land j # l1,...,l;_1}. For each j € I,

compute
pi = v — ((v] w)w, + -+ (vf wi,_, wi,_,)
_1
G = (Bp) 7w
find
l; = arg max (q»Ty)2
' jer;
and set
W, = qLy
wy,; = qy
Ap; = 'Ug'wlk, k’:l,...,i—l
Qi = (P?:PI,)%

Step M+1: solve (A.12) to obtain u;,, ¢ =1,..., M, and build

Faa () = u e (x).

i=1

A.3 Backward elimination (BE): details

The regression with all the wavelets of W is written as
L
fol@) =3 uigi(e)

i=1
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where u; are determined by the least squares algorithm:

-1
(ur,...,up)’ = [(Ul,...,UL)T(Ul,...,UL)] (v1,...,v)Ty. (A.13)

Note that inverting the matrix (vy,...,vr)¥ (v1,...,vr) may cause problem when it is
singular. This situation rarely occurs with the set V' of vectors corresponding to the wavelet
library W. Whenever it happens, the two previously presented regressor selection algorithms

should be used.
The residuals

yo (k) =yr — fo(zx), k=1,...,N
can be written in its vectorial form as:
vo=y—(v1,...,v0)(uy, ..., ug)t. (A.14)
Combining (A.13) and (A.14) we get
vere =y v =y VoV Vo) Wy

where the matrix Vg = (vy1,...,vr).
If we remove one wavelet, say ¢; from fr(z), the same computation can be repeated to
get a similar result

-1
V17— =¥yt =y C(vi Vo) (Cvi Vo) C (v Vo))~ Clu; Vo) y

where the operator C' means the complement of a matrix, i.e., if a matrix U = [Uy, Us, Us],
then C(Us|U) = [U1,Us]. Hence, the increment of the sum of square residual caused by
removing ¢; from fr(z) is

J(pi) = YL-17L-1— VL7
_ -1
= ¥ V(g Vo) Wy — v C (Vo) (C(vi Vo) C(w31Va)) — C(w5]V0)(r.15)
Removing from fr(z) the wavelet ¢; that minimizes (A.15) yields fr_1(z). Repeat the

same procedure to remove another wavelet from fr_q(z), and so on. This results in the
following algorithm.

Regressor Selection Algorithm BEg,)
Step 0: set Vo = (v1,...,vL);

Stepi(i=1,...,L—-M):let ; ={j: j=1,...,Land j#1,...,li_1}, find
-1
l; = argmaxy" C(v;|Vie1) (C (e Vi-1)" O (v [Viea)) O Via) Ty

set V; = C(v;,|Vi1);
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Step L—M+1: let In ppu =4{j: j=1,...,Land j#1l;,...,l1_p}, build

(@)=Y ujgi(a)

JEIL

with u; the components of the vector u given by

u= (VEu Vi) Vi v.

O

The computation required by this procedure is quite heavy. For instance L —¢+1 matrices
need to be inverted at step :. The computation for inverting the matrices can be reduced in
the following way.

For any matrix U = [Uy, Us, Us] where Uy, Us, Us are sub-blocs of U,

vlv, vlv, Ulus
vt = | vlu, vivu, UlUs
vlv, vluv, Ulus

Assume (UTU)~! is already calculated and partitioned in the same way as UT U’

. Ar Ao Ags
(UTU)"" = | Asr Az Asg
A31 Azz Az

Then the following formula can be easily verified:

1 ulu, UTus 17!
Uy, Us)T Uy, U = [ R
([ 1, 3] [ 1, 3]) I:USTUl UgUg
A Ags —1| A2
[ Az Ass ] — Az [ e ] [ Az As ] (A.16)

In this way only VI Vj needs to be actually inverted with conventional method. Using(A.16),
(C(’Uj |W)TC(vj|‘/i))_1 can be obtained from sub-blocs of (VZ»TVZ')_l.

This procedure can be further simplified as follows.

Assume that fr(z) is built with all the wavelets of W as before. Now eliminate one
wavelet from fr(z), say ¢;, but keep the values of u; unchanged, { = 1, ..., L, the residual
becomes

vo-1(k) = ye — (fo(zr) — wipi(xr)) = vo (k) +ujpi(zr), k=1,...,N.

SO

YL-1 =YL + U;jv;
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Then
Y1 = i +uiv] v+ 2uv v
= 7$7L —{—u]Z» +2'uj'y%vj

The last term of this equation can be neglected under the assumptions that vz is close to
zero mean and independent of v;. Therefore

VE_1YD-1— YL vL A U]
This means that removing ¢; from fr(z) will cause a increment of the sum of square residuals
approximatively equal to u]2 Repeating the same reasoning on fr_1(z), fr—2(z), etc. yields
the following procedure.
Regressor Selection Algorithm BE
Step 0: set Vp = (v1,...,vL);

Stepi(i=1,...,L—-M):let ; ={j: j=1,...,Land j #1;,...,li_1} and compute
u= (Vi vie) iy

where u is a vector composed of u;, j € I;;

find

l; = argmin u]2
jel;

set V; = C(v;|Viz1);
Step L—M+1: let Ir ppu =4{j: j=1,...,Land j#1l;,...,l1_p}, build
fu(z)= Y wei(z)
JEIL 1

with u; the components of the vector u given by

u= (VLT_MVL_M)_l VLT_M Y.

O

Note that equation (A.16) is used for inverting V;'V;, i > 0, only Vi V; is inverted with
conventional algorithm. Alternatively, if the mother wavelet function ¢ is chosen to have
compact support, then the matrices V; and V;7'V; are sparse. V;I'V; is symmetric and usually
has diagonal dominance. In such situations, and for large matrices VI V;, instead of directly
computing
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U= (‘/iT‘/i)_l ‘/ZTy
iterative methods [84] should be used for solving
(Vi'Vi)u=Vly.

The above proposed algorithms RBS, SSO and BE have been implemented in Matlab
4.1 language. Algorithm BEg) is not implemented due to its high computational cost.
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