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Des graphes de flots de données synchrones
pour le VLSI

Résumé : Cet article présente des graphes de flots de données synchrones adaptés pour
la conception d’application dédiées en VLSI. Une notation temporelle ainsi que les fonctions
nécessaires a son utilisation pour la modélisation des événements dans un systéme périodique
sont données. Des contraintes sont alors ajoutées aux graphes en vue de la détermination
d’horloges périodiques et régulieres capables d’effectuer les tranferts de données nécessaires
aux différentes opérations. Quelques exemples d’utilisation de la notation sont également
proposés.

Mots-clé : conception de systémes spécialisés, VLSI, traitement digital de signaux



VSDF': Synchronous Data Flow for VLSI

1 Introduction

The Synchronous Data Flow (SDF) graph [9] [10] offers an elegant representation for certain
real-time Digital Signal Processing (DSP) applications. If, in order to implement a certain
application, high throughput will also be required, specialized VLSI circuits are often targe-
ted. Typically, these circuits are synchronous, and are linked by dedicated communications
paths - the wires of a PCB or Multi-Chip Module, for example. Although there are clear
similarities between the SDF graph and a system of synchronous circuits, there is also a
large gap in terms of modeling the implementation details. To help bridge this gap, we
propose a component model which can represent a target application both at an SDF level
and at the level of synchronous circuits.

There exist several systems which compile Synchronous Data Flow graphs for mul-
tiprocessor implementations, such as PToLEMY [1] or Comdisco’s “Signal Processing
WorkStation”[3]. These systems suffer from the disadvantage for hardware implementa-
tion that blocks of data are buffered between operations. Our approach also differs from
existing systems for developing periodic circuits, such as CATHEDRAL [2], PHIDEO [1§],
Mentor Graphic’s “DSP Station” [15] or GAUT [13], which use knowledge of the internal
operations to perform allocation and optimization. We emphasize that our model is targeted
at system-level RTL design, and not at individual component design.

In this article we present a mathematical notation and a simulation model positioned
between Synchronous Data Flow graphs, and a synchronous system built of synchronous
circuits. As in SDF, the number of input and output values per operation per period
are known. In addition, the moments at which they exist relative to a common clock are
specified, in order to properly model synchronous circuits [16]. The temporal specification
permits the designer to better define input and output functions, and in particular to model
pipelined operators at the Register Transfer level. In most cases this eliminates buffers
between pipelined operators. The model is targeted at synchronous VLSI circuits, with the
intention that a designer can easily insert an existing synchronous circuit given its timing
diagram.

This report is organized in a way that introduces VSDF in ever increasing detail. We
begin with a brief review of Synchronous Data Flow. We then motivate our choice of a
slightly different model for a VLSI hardware target. We introduce our notation for temporal
expressions, and then discuss operations possible with these temporal expressions. We also
define necessary conditions for functional hardware, which are an extension to the necessary
conditions given in [9], [10]. We complete our model with initialization conditions and delay
considerations. We finish by applying VSDF to synchronous circuits and system design.
Examples, in general taken from video coding, are given throughout the article to illustrate
key points.
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Figure 1: SDF node at block and pixel level

2 Synchronous Data Flow

In the model proposed by Lee and Messerschmitt [9] [10], a signal processing application
is described in terms of static transfers and operations. The number of consume elements
needed for an operation to commence, and the number of produce elements resulting from an
operation, are fixed at design time. Furthermore, the nature of these produce and consume
elements is not fixed - their granularity can vary from single words or pixels, to blocks of
arbitrary size, representing for example entire images [8]. The consume elements are buffered
at the input to an operator until an input threshold is reached; the operator is then fired, or
started. In the abstract model, the results are then available immediately, i.e. the produce
elements are produced with no delay.

The number of consume elements needed to launch an operation, depends on the opera-
tion and on the granularity of the elements. For example, a two-dimensional discrete cosine
transform (DCT) which requires a block of 8x8 pixels as input, may be represented in coarse-
grain data flow as consuming 1 block to start processing. Or, at a more fine grain, the DCT
may be represented as consuming 64 pixels before starting. The first representation assumes
that all the input values will arrive at the same instant, while the second representation
implies a buffering of input values until all have been received. In Figure 1 an SDF node for
a DCT is given at a block and at a pixel level.

2.1 Synchronous Data Flow Graphs

An SDF graph is a collection of connected nodes. Each node represents a specific operation,
the complexity of which depends on the level of description of the associated functional block.
The operator will operate on signals which contain an infinite stream of values. Operations
must also be independent, i.e. all interactions between operators must be specified by means
of static transfers. This yields a graph in which all operations are nodes, and all transfers are
arcs between nodes. The signal-flow graphs presented by Lee and Messerschmitt are called
synchronous to express the fact that an operator is invoked when a pre-specified number
of new values are available at all inputs. We emphasize that the threshold for each input,
as well as the number of inputs consumed and the number of outputs produced, is fixed in
advance as shown in Figure 1.

2.2 Consistency

When developing a synchronous data flow application, it is important that the SDF graph
has a bounded cyclic schedule. This is equivalent to the constraint that each node can be
invoked a bounded integer number of times, after which input and output buffers will return
to a previous state of “fullness”. For example, if we have two nodes with a communication
dependency between them, we can pose the question whether it is possible to call each node
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Figure 3: Topology Matrix associated with Figure 2

a finite number of times, allowing a complete exchange of the specified number of data,
without accumulation or starvation on the part of either node. The property of existence
of a bounded cyclic schedule is called consistency in [7]. Lee & Messerschmitt provide
conditions for consistency, based on a topology matrix which represents the SDF graph.

Validity conditions for consistency

For a given SDF graph, we would like to find a periodic schedule ¥. The elements r; represent
the number of times that a node 7 is “fired” during one system period. If such a schedule
exits, we can solve a system such as the one given in Figure 2. The number of elements
produced and consumed for each link is represented by the expressions:

axr; = bxry
f*xri = exrs
cxryg = dx*rs

We can then verify the equality between the number of elements produced and the number
of elements consumed:

axry — bxryg =0
fxri — exrs =0
cxry — dxr3 =0

We can associate a topology matriz I' as shown in Figure 3 with the graph given in Figure
2. The number of elements produced or consumed by each “firing” of a node. A column is
associated with each node, and a row with each edge. The edges have been labeled in an
arbitrary fashion, as shown in the little boxes in the Figure 2. The (i, )" entry defines the
number of data exchanged by node 7 on link j. If a node j consumes data on edge ¢ the
value is negative; otherwise it is positive, or equal to zero if edge j is not connected to node
i.

Lee and Messerschmitt show that a necessary condition for the existence of a valid

solution schedule, is that rank(T') = s — 1, where matrix T' is the matrix of outputs and
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6 A.Kerithuel, R.McConnell, & S.Rajopadhye

inputs between the different nodes of one graph, and s its number of nodes [9] [10]. In fact,
if a solution r exits, it will be a null vector for the transfer matrix I':

I't = 0.

Likewise any multiple of this null vector will also be a solution, yielding a family of solutions.
These solutions correspond to a single or multiple iterations of the system period. Intuitively,
one can see that there must exist a single family of solution vectors, because the system must
be able to run for one or more periods, while at the same time, the absence of conditional
communications implies that there is only one possible execution scheme. The system itself
may be a subsystem of a larger graph, in which case the minimum period of the larger graph
will be a multiple of the periods of all subgraphs. This can be seen intuitively from the fact
that if I'; and I'; are two sub-matricies representing subsystems of I', if they share a link,
they will share a period which must satisfy both null vectors.

In order to render the calculations more manageable, we will generally consider only the
least of the solution vectors of the system (or subsystem) under consideration.

2.3 The Balance Equation

The SDF approach allows one to prove that a periodic system can operate indefinitely with
neither starvation nor buffer overflow, as demonstrated by means of the Topology Matrix.
This same constraint is expressed in [7] [8] as satisfying the balance equations. If output 7 is
connected to input j, the arc which connects them must satisfy:

TZ'OZ' = T’]'Ij

where r; and r; are repetition counts, i.e. the number of times that node ¢ or node j
will be repeated during one system period, O; is the number of output elements produced
per repetition of node;, and I; the number of input elements consumed per repetition of
nodej. The vector I of r;’s gives the number of repetitions of each node during one system
period. The balance equation specifies an equivalence of the count of values, i.e. that the
same number of values are produced and consumed during one system period. This in turn
guarantees that the system can continue for any number of system periods with neither
starvation nor buffer overflow.

We emphasize that the balance equations are merely an alternate notation for the To-
pology Matrix I'. Each equation is a row of I' with all the zero elements removed. We will
in general choose the balance equation format for our expressions, as it is usually easier to
understand.

2.4 Limitations of SDF

The SDF representation has limitations, the most fundamental being that it can only be
applied to a limited sub-class of signal processing applications, namely those where the data
transfers can be statically specified. In addition, breaking the complete application into
sub-problems, as represented by the nodes of an SDF graph, may limit the possibilities for
global optimization. Approaches such as that of PHIDEO [18], however, allow automated
optimization of systems which fit the Synchronous Data Flow model, particularly in terms
of memory allocation [19].

Given a suitable application, there is another limitation which to us appears relevant:
SDF as presented by Lee & Messerschmitt, and implemented in the SDF domain of the design
system PTOLEMY [1], is oriented towards an implementation at least partially in software
(for example, hardware/software co-design). This is due to the block nature of the transfers
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and operations, which correspond closely to an input or output buffer and a subroutine
call, respectively. While buffers and subroutines are well-suited for implementation using
one or more programmable DSP’s; they are poorly suited to a dedicated VLSI hardware
implementation.

It is clear that there are points of similarity between an SDF graph and an RTL mo-
del of a hardware-based signal processing system. In an application such as motion video
compression in real time, complex operations such as a discrete cosine transform (DCT) are
often performed by a dedicated circuit, which in the abstract takes a block of data at the
input and produces a block of data at the output. The principal difference for the designer
is in the timing of data transfers. The simple count of elements consumed in SDF must be
replaced by a specification for a stream of data, including word by word timing, to reflect
the operation of the hardware at a Register Transfer level. It is basically a bandwidth and
storage problem - there aren’t enough pins on a chip to pass blocks of data at a time, nor
does one want to store data unnecessarily.

3 SDF for VLSI

As indicated in the preceeding section, the SDF model is a powerful tool for applications
which meet its rather strict constraints. We propose that it can be a powerful tool for
modeling dedicated VLSI systems as well.

The number of consume elements needed to launch an operation, depends on the ope-
ration and on the granularity of the elements. For example, a two-dimensional discrete
cosine transform (DCT) which requires a block of 8x8 pixels as input, may be represented in
coarse-grain data flow as consuming 1 block to start processing. Or, at a more fine grain, the
DCT may be represented as consuming 64 pixels before starting. The first representation
assures that all the input will arrive at the same instant, while the second representation
implies a buffering of input elements until all have been received. In Figure 1 an SDF node
for a DCT 1is given at a block and at a pixel level.

At the pixel level, there is a clear similarity between the SDF DCT operator, and a
dedicated VLSI DCT processor such as the SGs-Thomson IMS-A121 8x8 DCT chip [4], or
the LSI Logic 164735 8x8 DCT chip [11]. There are 64 input pixels consumed per operation,
and 64 coefficients produced. The principal differences are in the timing of the input and
output events, and in the latency of the operation.

3.1 VLSI timing

The VLSI circuits have timing requirements, unlike the software operators used in SDF. Even
if we consider only the Register Transfer Level (RTL) constraints, VLSI circuits require that
the inputs be synchronized with the system clock, and that they arrive one value per clock
cycle, without interruption, until a complete block has been received. In the SDF model,
there are no constraints whatsoever on the timing of the input events. Likewise, the output
values are available immediately when the operation has finished. The VLSI circuits, on the
other hand, will produce the outputs after a certain latency, typically one per clock cycle,
until a complete block has been emitted.

We choose to express RTL timing as the “instant” at which an input or output occurs.
We take advantage of the fact that our system is synchronous to formalize the information
of a datasheet. If, in the specification, an input must be present at the clock rising edge,
we specify that the input event and the clock edge must occur at the same “instant”; and
likwise for the output. Given this description of inputs and outputs, we develop formal
expressions for correct operation in the following subsection.

RR n-°2237



8 A.Kerithuel, R.McConnell, & S.Rajopadhye

3.2 Constraints for Hardware

As presented in [7], an SDF graph can be statically analyzed to determine if it is consistent.
We would like, in addition, to assure that all transfers occur at the “right” moment, i.e. that
the destination accepts a transfer at the same moment that the source generates the transfer.
This i1s in accordance with our hypothesis that a transfer can be considered instantaneous
if it terminates in one clock cycle.

Thus we start with the balance equations, and add the constraint that, if output 7 is
connected to input j, a value is produced and consumed at the same instant. In section 8
we will also demand that the circuit have a constant latency, corresponding to our vision
of a component that repeats exactly the same operation with a constant period. In the
following section we introduce a notation for the moments, or instants in time, at which
a signal exists. In the circuit sense, this corresponds to the instants at which an output
is valid, or an input is latched. With this notation, we will formalize our constraint, and
introduce a method for static analysis.

4 A Temporal Notation

In order to formalize the constraints on the instants introduced above, we first introduce a
notation for temporal expressions. We begin with a notation for describing an individual
periodic event, then we extend this notation to represent a set of periodic events with a
common period and starting instant. This section finishes with the definition of a canonical
form which eliminates possible redundancy in our temporal expressions.

4.1 A Periodic Event

Our temporal expression for a periodic event defines a mapping from integers to integers.
The resulting values denote the temporal indez (or simply the time) at which events occur.
A temporal expression is denoted by (0, ¢, h), where 6 is the period, ¢ the phase, and h the
initial delay (akin to a start-up delay). It specifies a clock function:

0,6,h) : N — IN

t—0t+o+h
&,h € IN
¢ €{0...0—-1}

We limit ¢ to be in the range 0 < ¢ < # in order to keep the periodic event ¢ within the
period . The presence of both ¢ and h is redundant in the above function, but we will
later use h exclusively to describe an initial delay, and we will introduce a canonical form
to resolve any possible ambiguity. If ¢ is taken as time, ¢ € IV, then the affine expression
(0, 6, h) specifies an infinite series.

The most rapid periodic event 7 which can be described using this notation is that which
occurs every clock cycle:

(0,6,h) =(1,0,0)
(1,0,0) : ¢ ¢

T=0t+o¢+h=t.

INRIA
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Hence t may be viewed as the clock expression that specifies the fundamental clock of a
system. Likewise an event 7 which occurs every fourth event of a period of 64 (such as the
fourth input pixel to our DCT) might be expressed as:

(0,6,h) = (64,3,0)
(64,3,0)1t|—>64t—|—3
T=0t+ ¢+ h =64t + 3.

If there are k distinct events ¢ during a period 8, these events will be expressed as a union
of individual periodic events. For events to be distinct, Vi # j ¢; # ¢;. Periodic events may
be combined into a periodic union if they have the same period and different phases, i.e.
they denote distinct time instants:

Ot +Go UL+ 61 U---Ubt+ 1= | ] 01+
0<i<k

4.2 A Set of Periodic Events

We will often work with a union of events ¢ which represent the phases of all events of a
period. Therefore we introduce ® to represent the set of k ¢’s of a period. We note:

¢ = {¢0:¢1a .. '¢k—1}

with
|®| = k.

The affine expressions specified by a non-negative integer #, and a set of non-negative integers
® such that V¢; € @, ¢; < § denotes a function over the integers:

(0,9,h) :t— {0t +¢o+h,0t+é1+h,... .00+ ¢p_1+h}

0.h € N
6 €{0...0-1}

To summarize, we use an affine expression (6, ¢, h) for a single periodic event, and (8, @, h)
when there are a set of periodic events. The value # determines the period, ¢ or @ the
phase(s), and h the initial delay.

An example: a simple periodic function

An example of a simple periodic expression might be (P,{0,..., P — 1},0), with period P
and k = P events in a period, that is:

Vie0...(P-1),0=Pé;=i,h=0

The input to the DCT at a pixel level, shown in Figure 1, would have the parameter P = 64.
The clock expression would be:

(6,®,h) = (64,{0,1,...63},0)

(0,®,h) :t— {64t + k|0 < k < 64}.
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10 A.Kerithuel, R.McConnell, & S.Rajopadhye

Since this also represents an event at every clock tick, it is equivalent to the expression

(0,6,h) =(1,0,0):
t— {64t +kl0<k<64}=t—t.

This example shows that there are multiple expressions which represent the same set of
clock events. Hence it is necessary to develop certain rules for manipulating clock expres-
sions. As a prelude to the introduction of these rules, we propose the following cannonical
form, which eliminates ambiguity in the notation.

4.3 A Canonical Form

We eliminate redundancy in temporal expressions by differentiating between ¢ or @, and
h. We will use h exclusively to establish the delay before the periodic behavior commences.
We define the beginning of a period by the initial event in a period. In other words, we set
the minimum of the ¢; = 0, and use A to specify the initial delay. For temporal expressions,
this yields:

Definition 1 (Canonical Form) An expression is in canonical form iff
(0,6,h)=¢=0
(9, P, h) = dprn = 0.

Proposition 1 An expression can be put into canonical form by subtracting ¢ or dpyrrn
from the phase, and adding it to the initial delay:

(9,¢,h)i—>(9,0,h—|—q/>)
(H’q)’h)'_}(gaq)lah"i'¢MIN)
? = {¢;|¢; =¢i— dmIN}.

Henceforth, we will use expressions in a canonical form to avoid any possible confusion.

5 Operations on Temporal Expressions

In order to manipulate temporal expressions, we use three operations and a condition of
equivalence. The operations are scaling, dilation and delay. Scaling corresponds to extending
the period of observation of a temporal expression, while dilation corresponds to a change-
of-basis for a given clock expression and delay corresponds to adding a constant to the initial
delay h. We also introduce a condition for equivalence between two temporal expressions,
in the case where they describe the same instants. We detail these three operations and the
condition of equivalence below.

5.1 Repeating the Period: Scaling

Because our systems are periodic, the events of a period will repeat, with the same phase, in
following periods. If a clock expression (0, ®, h) describes the events of a system during one
base period, it is also possible to view the events as periodic with the period any multiple
of the base period. We have already encountered an example where (64,{0,1,...63},0) and
(1,0,0) represented the same instants. We now introduce a more formal specification for the
generation of a new periodic system with longer periods. One new period will now contain
r repetitions of the base period. This is done by calculating the phases of events of r base
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periods which make up one new period, given the k phases of one base period, {¢¢ . ..dr—1}.
Likewise, if the base period contains a set of k phases ®, we define the scaling ro (6, @, h) as
the union of the scalings of the k individual phases ¢;. The initial delay h does not change:

Definition 2 (Scaling) scaling of a unitary clock expression by a repetition factor r yields
ro(6,6,h)=(r6,®  h)

where ,
® ={¢,0+0,20+0,....(r—1)0+¢}
@] =r
Scaling v o (0, ®, h) is the union of the scalings of the k individual phases ¢; €

ro(6,®,h) = (r0,®  h)
where
® = J {610+ ... (r—1)0+6;)
0<i<k
@] = rl®].

The instants of the scaled period can be calculated from t with:
Proposition 2

ro(6,6,h)= [ (r0)t+ (10 +¢)+ h.
o<iLr

ro(0,@,h)= |J (r0)t+¢;+h
0<i<rk

where

i
¢i = lzJ 0 + dimodr
Proof: We note that the Proposition is just a substitution of a union for the enumeration of
the phases ® . In the case of a union of events ®, we distribute the o operator across the
unton of events ®:

TO(H’(I)’h) == U T’O(a,¢)i,h)
0<i<k
= U (r0,{¢i+h,0+¢i+h,....,(r—1)0+ &; + h})
0<i<k
= U oot+0+e)+h
0<i<k,0<I<r
Od
Corollary

riorgo (0,8, h) = (rir:)o(0,®,h)

RR n-°2237



12 A.Kerithuel, R.McConnell, & S.Rajopadhye

Examples

We can now demonstrate the equivalence of the clock expressions (1,0,0) and
(64,{0...63},0), the second being merely a scaling of the first by 64 (i.e. 64 repetitions of
the period):

ro(6,6,h)=(r6,®  h)

640 (1,0,0)= (64,9 ,0)

We might then continue to scale this new expression (64, {0...63},0) by 2, to get a period
which is twice as long:

2064, |J ko0)=(128, |J #0).

0< k<64 0<k<128

5.2 Equivalence of Clock Expressions

Two clock expressions are equivalent if they describe the same set of instants. Clearly two
expressions are equivalent if they are identical:
Definition 3 (Equality)
two temporal expressions (01,¢1,h1), (02, d2, ha) are equal, denoted by (01,¢1,h1) =
(02, ¢>2, hz) lﬂ
01 =02 A1+ h1 = @2+ ha.

two temporal expressions (01,®1,h1), (02, P2, ha) are equal, denoted by (61,P1,h1) =
(02, q)z, h2) lﬂ

01 = 02 AN{ds + h1|d; € ®1} = {ds + ha|d; € a2}

Two expressions may also describe the same set of instants, but over a different period.
We consider two clock expressions to be equivalent if they can each be scaled in such a way
that their events all “match”, i.e. they both share a common scaled period, and all of the
scaled phases (events) are the same. We remark that two expressions are equivalent when
they define the same instants, even if this happens over different periods. As we illustrated
earlier, the expressions (64,{0,..., 63},0) and (1,0,0) are equivalent. In general, expressions
are equivalent if there exists a common multiple of their periods, over which the two expres-
sions always define the same instants. More formally, two clock expressions are equivalent
if there exist scalings r1, ro such that the two scaled expressions are equal:

Definition 4 (Equivalence)
(611 ©1; hl) = (02: q)2a hZ) A=4
10 (91: (I)la hl) =Tr30 (621 q)27h2)

Proposition 3 Two canonical-form clock expressions can be equivalent only if they share
the same initial delay h:

(01, ®1,h1) = (02, P2, h2) = hy = hs
Proof: The scaling operation o does not change the initial delay h:
hi# ha = Ari,ry r10(01, 81, h1) =19 0(02, Do, o)
= (61:¢1Jh1)$(021q)2ah2)
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Proposition 4 The smallest scalings to determine equivalence can be determined from the
least common multiple of the two periods:

(61:(1)1; hl) = (€2a q)2: h2) <

0 0
6_0(611q)17h1):0_0(92aq)2ah2)1
1 2

0= lcm{Hl, 62}

Proof: We first show that this is a necessary condition, and then use contradiction to show
that it yields the smallest scaling. We know that

7“1(91 = 7“292
Let

g

= —

1 0

9

re9 = 92:

and indeed 0 0
—0, = —05.
0, " 0y

Assume that there exists a smaller 91,0 = k0 such that

i 7

0 6
g_o(glaq)lahl):H_O(HQaq)?:hZ)-
1 2

7’161 = 7’292 = ]{flgl

We write .
g
= k—
1 91
0/ I
o _ .0
61 01
=1.
O

5.3 Changing the Timing Resolution: Dilation

In a synchronous system, all events are calibrated by a common clock. Nevertheless, there
will be events which are more frequent than others, necessitating a clock with a “finer”
resolution, i.e. a faster clock, or a higher system clock frequency. This becomes important
when connecting nodes which have different needs in terms of the calibration of the clock.
The node with the “finest” resolution will determine the resolution necessary for the system
clock, i.e. the system clock frequency.

In order to match a given clock expression to an arbitrarily “fine” system clock, we
introduce dilation. Dilation corresponds to a change-of-basis for a given clock expression. If
one regards the period # as the unit of measure, the dilated period 8 will contain more “ticks”
of the fundamental clock (1,0,0). We dilate an expression by multiplying by a constant:

RR n-°2237



14 A.Kerithuel, R.McConnell, & S.Rajopadhye

Definition 5 (Dilation)
An ezxpression (0, ¢, h) dilated by a constant d € IN yields:

d.(0,6,h) — (df,dé,dh).
An ezxpression (0, ®, h) dilated by a constant d € IN yields:

d.(0,®,h) — (d0, {d;}, dh).

Use of Dilation

Using this definition we can show, for example, that dilating a scaled expression and scaling
a dilated expression yield the same results:

ro(d.(0,6,h)) =d.(ro(0,é,h))

Proof:
ro(d.(6,6,h)) = rol(df,de,dh)
= (rdf,{dé,0+do,...,(r—1)0+do},dh)
= d(r0,{0,0+¢,...,(r—1)0+ ¢}, h)
= d(ro(0,6,h))
O

An example: dilating an expression

In a motion video coding system, the luminance information may arrive four times as fast
as the chrominance blue information. If a DCT is used for the chrominance blue, but the
system clock is the luminance pixel clock, the clock expression for the chrominance blue
DCT would be the basic expression as given in section 4.2, dilated by a factor of four:

(Oco, ®co, hey) = 4.(9per,®per, hper)
= 4.(64,{0,1,...,63},0)
= (256,{0,4,...,252},0).

Atomic Clock Expressions

Just as with scaling, there are families of clock expressions that can be generated via dilation.
We consider these families to be multiples of atomic clock expressions; an atomic clock
expression, in other words, is one that cannot be generated by dilating and/or scaling another
clock expression:

Definition 6 (Atomic Clock Expressions)
An expression (0, ¢, h) is atomic iff:

(0,6,h) > Ad € IN,
(0,6,h)=d.(6,¢ ,h).
An ezpression (6, ®, h) is atomic iff:
(0,®,h) = Ad,r € IV,
(0,8, h)=dro(f,® h).
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Proposition 5 Any ezpression (0,¢,h) can be ezxpressed as a dilation of the fundamental
clock (1,0,0) plus an initial delay 6.
Proof: We first convert the expression to canonical form:

(0,6,h) =(6,0,6+ h).
If we dilate the fundamental clock by theta, and add an initial delay 6 = ¢ + h, we get:
6.(1,0,0)+ (¢ +h) = (6,0,6 + h).
O

5.4 Increasing the Initial Delay

Our notation is intended to model real circuits, which require time to calculate their results.
There is necessarily a latency between the instant when the data enters a circuit, and the
instant when the results are available at the output. For a system composed of multiple
circuits, the latency as the data passes through the system will be cumulative, i.e. a circuit
which takes its input from the output of another circuit, must wait until the output is
available, which will in turn dictate the instant at which its own output will be available.
We model this latency by adding a constant delay to a temporal expression.

All events are calibrated by a common clock, and all instants when a transfer occurs are
identified by the temporal expressions. Additional latency, therefore, is simply a constant
which defines the number of additional system clock cycles during which no events occur.
This latency added to a temporal expression corresponds to adding a (positive) constant to
the initial delay h:

Definition 7 (Delay)
An ezxpression (0, ¢, h) delayed by a constant § € IN yields:

(0,6,h)+6+—(0,6,h+6).
An ezxpression (0, ®, h) delayed by a constant § € IN yields:
(0,2,h)+6— (0,D,h+6).

An example: delaying an expression

In a motion video coding system, an 8x8 discrete cosine transform (DCT) may be perfor-
med by a circuit which implements one-dimensional transforms on all rows and then on all
columns. If the rows and then the columns are transformed sequentially, this operation will
have a latency of at least 128 cycles. Assuming the the circuit performs the transform in
128 cycles, the temporal expression for the output will be delayed by § = 128 with respect
to the input:

hout:hin+128
(Opcr, @™, h'™) = (64,{0,1,...,63},0)
(Opcr, @, A% = (64,{0,1,...,63},128).

We remark that as a result of our restrictions on the application domain, a given circuit, or
node in the graph, will always have a constant latency.

In the following section, we will show how these operations and the notion of equiva-
lence can be used to strengthen the constraints of SDF, in order to correctly model the
synchronization needed for VLSI circuits.
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6 The Augmented Balance Equation

Synchronous Data Flow requires that each “actor”, or node in the processing graph T, be
synchronous and periodic, with one “firing” per base period of that node. This “firing”
represents one execution of the operation of that node, including the consumption of a fixed
number of input elements, and the production of a fixed number of output elements. As
presented in [7], an SDF graph can be statically analyzed to determine if it is consistent,
and to find a solution to the Topology Matrix. We would like, in addition, to ensure that
all transfers occur at the “right” moment, i.e. that the destination accepts a transfer at the
same moment that the source generates the transfer. We start with the balance equations,
and add the constraint that, if output ¢ is connected to input j, a value is produced and
consumed at the same instant. We call our new constraint the augmented balance equations;
in section 7 we will show how to find a solution for these new constraints.

6.1 Application to SDF

In order to model our constraints, we associate with a node a constant #;, corresponding
to the basic periodic operation of that node. During one repetition of the period 8;, there
will be I; inputs and O; outputs. Each individual input or output instant corresponds to a
certain phase ¢. For the moment we present each node as if it has only one input and one
output; this is only to avoid a clutter of indices in our notation. The periodic set of instants
of any one input of a node is assigned the temporal expression:

InputInstants = (0;, ®™, h'")

with '
|| = I;.

Likewise, the periodic set of outputs of a node is assigned the temporal expression:
OutputInstants = (0;, ®°**, h"")

with
|(I>0m| = 0;.

6.2 Additional Constraints

We now apply our notation to augment the balance equation, so that it will include temporal
constraints, and in particular that every produce instant is matched by a consume instant.
Let Output; and Input; be connected. Node ¢ has a period 6;, during which O; distinct
emissions occur; node j has a period ;, during which I; distinct receptions occur (as in
Figure 4). We express the set of output phases of the O; emissions as <I>f;»”, and the set
of input phases of the I; receptions as @Z? We wish to augment the balance equation to
express the fact that the emissions from 7 should occur at the same instants as the receptions
at j, i.e. that their timing expressions must be equivalent. We write an augmented balance

equation as follows:
Definition 8 (Augmented Balance Equation)
TZ'OZ' =Ty Ij (1)

(05, @5, he) = (07, 957, 1), (2)

ij ij
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/

'

Figure 4: Two SDF Nodes

In other words, not only are the number of items produced and consumed equal, but also the
produce instants and the consume instants are identical.

Proposition 6 If r; and r; are the solutions to the balance equation determined from the
application graph T [9] [10], then the augmented balance equation 2 is a sufficient condition
for the balance equation 1:

out pouty _ .. . in pin ) — . T.
ri o (0, @, hij'") = rj o (05, @7, hiT) = 10 = 1

Proof:
@7 = O;
@57 = I
ri| @57 = rj|@F"
Od

The techniques for finding the repetition vector T of all 7;’s for an application graph T'
are given in [9] [10]; we do not repeat them here. Our interest will be to verify that the ’s
and ¢’s satisfy the augmented balance equation, and to determine appropriate h’s.

An example: a DCT

If we take a source node which emits a value every clock cycle, and connect it to a DCT
which consumes 64 values in 64 cycles, we have:

Osre =1, Ipcy = 64
PsreOgpe = 6451 =1%64 = rperiper
(lgsrc;¢m”, hout) — (1’ 0’ 0)
(Opcr, @™, h'") = (64, ] k,0)
0<k<64
Psre 0 (Osre, 7%, A7) = 640 (1,0,0)
rpcr o (Oper, @ ") = 10(64, ] k,0)

0< k<64

64, |J k0)=(64, J k0).

0< k<64 0<k<64

We note that this is once again the scaling by 64 demonstrated in the previous section.
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An example: the System Clock

In order to build a synchronous system, we desire that all nodes share a common system
clock 6,ys. We know that each node will repeat r; times during one system period defined by
the repetition vector r. Therefore, the period of each node must be such that when repeated
r; times, one arrives at the system period f,y. If the system period is known:

0; Osys .

T

7 Determining Timing Functions for a System

The timing of the example in section 6.2 is a trivial case, where both input and output
nodes have an event every clock cycle. In the general case, it is not as easy to determine
the appropriate values for # and ®. We shall now determine specific #’s and ®’s, which are
amenable to a hardware implementation yet still satisfy the augmented balance equation.
We will use dilation of the fundamental clock (1,0, 0), as well as scaling, to derive appropriate
timing functions.

The clock expressions which we will derive use dilation of the fundamental clock (1,0, 0),
which yields a sequence of events which are regular, i.e. the events of a period happen
at regular intervals during the period. This desirable for two reasons. The first is that
synchronous circuits tend to produce values at regular multiples of their synchronous clock: a
DCT typically calculates one result per pixel clock cycle, while a motion estimation processor
may calculate one vector per 128 pixels. The second is that if the values are produced and
consumed at regular intervals, it is easy to establish whether the augmented balance equation
is satisfied. We also note that dilation can easily be implemented for circuits using a counter
together with the system clock.

7.1 Regular Clock Expressions

A regular clock expression is one in which the time between events, expressed as a function
of the fundamental clock ¢, is constant. In other words, a regular clock expression is a scaling
of a single atomic clock expression:

Definition 9 (Regular Clock Expressions) A temporal expression (0, ®, h) is regular if
the set of phases ® s of the form:

0
d={—xk 0<k 0]
(g xk0<k<a]

(0,2,h) = |®|o(0/]|®],0,h).

Proposition 7 A regular expression (6, ®, h) in canonical form can always be expressed as
a scaling and dilation of the fundamental clock (1,0,0), plus an initial delay.

Proof: We remark that by proposition 5, the expression (0/|®|,0,h) can be generated from
the fundamental clock. We need only scale this expression by:

r=|®|

to obtain the desired form.
O
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Figure 5: An SDF node

An example: a regular clock function

An example of a regular clock function is the DCT function given earlier, (¢,®,h) =
(64,0...63,0). In this case,

Giy1 — & = 1.

7.2 A Regular Clock for a Node

As a prelude to determining regular clock expressions for a complete system, we show how
a regular clock may be determined for an arbitrary node in isolation. Our approach will be
to determine the minimum node period which is sufficiently fine, or “fast”, to be able to
represent all input and output events using dilation and scaling of the fundamental clock.

We use Definition 2 to define the clock expression for each input or output. In order to
do this, we first find a node period 67 which is the least common multiple of all inputs I;
and outputs Oj, in order to then divide this by the number of input or output events per
period:

07 =lem{Vl,m, I;, O;}.

For each input I;, we have the clock expression:

o 0* .
(0, 9", hi") = Lio(5,0,h")
0* .
= Lio(5.(1,0,0)+ k"),

(3

For each output O;, we have the clock expression:

6:: out
0; o(O—j,o,hj )
H;k out

* out out
(gi:q)j :hj )

An example: a regular clock for a node

Consider a filter (figure 5) which takes two values on input 71, and five values on input I,
yielding three values on output O;. We find 7 as the least common multiple of the count
of input and output events:

0; = lem{V¥m,I;,0;}

K3
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lem{2,3,5}
= 30

We use the regular function resulting from dilation by 6/k and scaling by k to generate the
input and output event sets:

(07, @ hi") = I; o i—:.u, 0,0)+ hi".
For the first input, we have:
20 (15.(1,0,0)) + hi* = (30, {0, 15}, h¥™),
for the second input:
50 (6.(1,0,0))+ hi* = (30, {0, 6,12, 18, 24}, hi™),
and for the output:
30(10.(1,0,0)) + hJ"") = (30, {0, 10, 20}, AJH).

7.3 Finding a common 0,

In the example given in Section 6.2, the system period can be easily determined from the
common fundamental clock (the sample clock) and the number of samples in a block. In the
general case it may be necessary to determine the minimum system period 0,,, capable of
representing all transfer events using dilation and scaling of the fundamental clock (1,0, 0),
i.e. a system clock with enough precision to represent all events. When working with
regular clocking functions, this is related to the practical problem of determining a minimum
system clock frequency such that all events can be calculated by dividing the system clock
by an integer value. This constraint in practical terms implies that all node clocks can be
calculated from the common system clock using only simple counters, i.e. without the use
of clock multipliers, etc.

Above we indicated how one might determine a node period 6* for a node considered in
isolation. In the case of a system, it is no longer sufficient to consider each node in isolation;
one must consider the effect of the whole system, as the smallest time interval ¢t will be
the interval necessary to express the fastest event in the whole system. In order to find a
minimum system period f,,, for regular clock expressions, we need to find a system period
such that all events can occur at regular intervals during the system period. In other words,
we need a 0, which is the least common multiple of all transfer events:

0 0
Vi sYs sys N =
v TZ'OZ" TZ'IZ' <

gsys = lcm{riOi, T’Z'IZ',Vi € W}

We note that it is sufficient to express this condition either over all outputs, or over all
inputs, because for any link in a system which satisfies the balance equations, there will be
a matching input and output:

Vj, Hi, T’]’Ij = TZ'OZ'
Osys = lem{r;0;,Vi € IN}.
The resulting f,,; will necessarily be as fine as or finer than the finest 8 calculated for each
node in isolation.
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7.4 Application to the Balance Equation

If we connect inputs and outputs which have regular clock expressions, the augmented
balance equations will always be satisfied, given that the following three conditions are met:

e the balance equations are satisfied;

e the nodes share a common system period f,,, calculated from the transfer matrix I
and I (as given in in Section 7.3);

o the transfer events start at the same time, i.e. the start-up delays h*” and h°%! are
equal when the expressions are in canonical form.

We express this more formally:

Proposition 8 If, for any edge;; in the SDF graph, (6;, @fﬁt,hom) and (0;, @” ,hm) are
reqular canonical expressions, and
T‘Z'O' =Ty Ij

hout hzn

27
T’Z'HZ' = T’j@j = Hsys

then
(0 q)out hout) (6 (I)zn hzn

17 ) 17

Proof: We will show that

o (6;, <I>f;”, hm”) =r;o(b;, '1)2?, hm)
We begin by expressing the input and output events using dilation and scaling of the funda-
mental clock (1,0,0). By Proposition 7, we know that there exist atomic clock expressions
(0, v hm”) and (Hj,qu hm) such that

ij ij

(05, @5, 1) = |0 (61.(1,0,0) + A}

17

(05, in hm) = |®7[0(0;.(1,0,0) + h3).

Z]’

We recall that || = O;, and |®?| = I;. This in turn implies:

) [ ¢
0 — i Usys
! Oz riOz
ol
L il

and because r;0; = r;I;:

0 (010 (Z(1,0,0)+ h) = 1y o (1 0 (Z25.(1,0,0)+ hi)).

riUy Titj

We can now demonstrate that, if we ignore initial delay, any SDF system which is
consistent has a representation in steady-state as a VSDF system using only regular clocks.
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Proposition 9

IFIf=0=
Vi, j, 30,05, @5, @
rio (0, 97",0) = rj 0 (6;, 97, 0).
Proof: We ignore initial delay, YVh, h = 0. We use
Osys = lem{¥i, r;0;} = lem{Vj, r;I;}

0

0, — sys
2 T’Z

and from Proposition 8, the augmented balance equations will be satisfied.

O

8 Latency and Initial Delay A

The equations presented in the above subsections make no assumptions about the relation
between the input events and the output events of a given node. In Synchronous Data Flow,
the results of a calculation are available immediately after a node is “fired”, i.e. there is
no latency for calculations. Time, insofar as it exists, is related to the number of times
the different nodes in a system obtain all their inputs and generate their outputs i.e. the
number of times the sources are “fired”. In the case of a synchronous VLSI circuit, this
is not realistic, as the output events are a direct function of the common clock, and in
addition only exist after the start-up latency of the circuit. In the remainder of this section,
we develop a model of latency, based on a per-node latency, which we use to calculate the
initial delay h.

It is important to note that this per-node latency has no impact on the augmented balance
equations; we still insist that inputs be received at the same time as the corresponding
outputs are emitted.

8.1 Determining Per-node Latency

In the SDF model, the input data to a node waits in an input buffer until the node is
“fired”. Thus the balance equations can be used to determine an execution order for the
nodes of a processing graph, provided that the precedence of data is respected. We prefer
to take advantage of the physical latency of a given VLSI processor to determine at exactly
which instant a node should begin its execution, i.e. be “fired”. An important advantage
which stems from our temporal constraints is that a node may begin execution before all of
its input has arrived. This is typical of VLSI circuits, where processing often begins with
the first input value. For example, a DCT circuit usually begins its Multiply-Accumulate
sequence with the first input pixel, and we would like to model this.

In the following we develop an expression for the latency which will be associated with a
given node. The principle of our expression is that, as in SDF, all the inputs for an operation
must be present before the output may be generated. Note that this does not mean that no
calculations will begin before all the data has arrived - unlike the case of SDF, our temporal
expressions allow us to calculate when successive data will arrive, and thus to begin the
calculations early; in other words, the node can get a “head start” on the arriving data. Our
constraint is rather that of data dependency, i.e. if the output depends on an input, then it
cannot be calculated before that input arrives.
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Let the input expressions be regular canonical expressions of the form (6,®,h). We
introduce a second index m for multiple inputs and outputs. We assume that each input
! will be timed by a regular canonical expression. Clearly, |97, | and # must be related

such that:
¢

Imi
We assume in the following that an appropriate § has been found. We begin with regular
input expressions:

€ N.

Solving for the instant in time at which the last of the {0...I,,; — 1} inputs arrives, we have

b1o1ms = i =
—g- U
Imi

The last of all inputs for any given period will arrive on the input
max{Vm|ly,;}.
Let us denote the last input to node 7 for a period 8;, by n:
17 = max{Vm|l,;}.

Since the output cannot be determined without all the inputs on which it depends, the
moment at which all inputs have arrived, and the calculation can finish (it may have begun

earlier), will be:
gi n— 1

by =0 — = =19,
n n
We express the latency é; of a given node 7 as:
—1
6 = 10+
n

where A; is the calculation latency. The input time 2=16; functions somewhat like the input
threshold of an SDF node, in that it describes the events needed to collect all the inputs
necessary for one “firing” of the node. We note that in the case of a VLSI component, the
node latency é; depends on the details of the implementation.

8.2 Conditions on A

As indicated in proposition 3, the initial delays A at both ends of a link must be equal in
order for the augmented balance equations to be satisfied. Therefore, in all cases, the initial
delay on a link between nodes ¢ and j must be identical:

in __ pout
hi? = hg!

In addition, we can assign some “reasonable” constraints on h based on the circuits which
we wish to model. We make the assumption that the circuits have a fixed architecture and
treatment sequence, i.e. that the operations performed by a given circuit are not data-
dependant.

Our principal constraint is that the relationship between the initial delays of all the
inputs of a given node is fixed by the caracteristics of the circuit. Thus the initial delay of
any input can be calculated from the initial delay of any other input:

Vi,m € Inputs,Ik € Z h; = h,, + k
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An example

Let output O; of node ¢ with operational latency é; be connected to input /; of node j, and
the two nodes share a common system clock. We will assume that node 7 is connected to a
source, i.e. that hi" = 0 If we express the produce instants as 7°%! and the consume instants
as 7", we would like node j to wait before it begins to consume:

" = (0;, 9", hi'")

Tout — (0“ q)qyt hiout)

g ij
hiout _ hlzn 4 62
We apply scaling to determine the input function:
ri o (0;, ®7, hi®™") = rj o (0;, 957, hj™")

and by Proposition 3: ' '

hjzn — hl-out — hlzn + 62

"= (0;, 7 hi™ + 6;)
Thus if node j only begins expecting input at time §; after node ¢ gets its input, there will
be no synchronization error.

8.3 Periodicity: restriction to the Steady State

We finish this section with a restriction on the temporal expressions that makes it possible
to express the events of a system only when it is in a steady state, i.e. the start-up latency
of all nodes has been satisfied, and the shut-down latency has not yet begun. Typically
this is of interest when working with systems that include a feedback loop. A feedback loop
usually has a start-up phase, when the feedback is not yet active, and then a steady-state
phase, when the feedback loop functions as normal. For the application of the augmented
balance equations, only the steady state is relevant.

We therefore redefine a periodic system to be one in which the events repeat themselves
after an initialization period. We do this without any loss of generality by starting our
Augmented Balance Equation from instant 7 > T;,;; instead of from 7 > 0:

{rio (0,97, h)} > Tinir = {rj o (0;, 9:7)} > Tinis.

ij o J
In the typical case of an output O; associated with a feedback value, which has output
events only after time T..qpq.1, the augemented balance equation will not be satisfied during
start-up. In this case, we will have the unbalanced Balance Equation:

{v‘gzt + Z?Jl'” + h < Tfeedback}

0 #0;t+ o7 + hiy
We remark that, given the timing expressions for the input and output associated with a
feedback link, we can solve for the exact value of T;,;; associated with the input:

out __ pin
hij = hij — Tinit.

In Synchronous Data Flow, start-up feedback values are “inserted” into the input buf-
fers, so that they are available when needed to “fire” a node. These initialization values
may be necessary for the correct operation of a system, but we will not calculate their
synchronization.
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Figure 6: Clock expressions for VSDF nodes

9 Specifying a Synchronous Circuit

In the preceeding sections we introduced a notation for describing periodic events. We then
showed how the notation can be applied to an SDF node, and used the notation to define an
augemented balance equation. In this section we attempt to bridge the gap between temporal
expressions, and a VLSI circuit. We first give a complete specification for a VSDF node, and
then indicate how this applies to an example with actual circuits (in Section 7 we show how
timing functions in the general case can be determined).

9.1 A VsDF Node

A VsDF node is specified by its latency §, the set of all its inputs (6, ®"*, h"?), the set of all
its outputs (6, ®°“* h°“?), and the period 6:

VSDF; = (6,{Vl € Inputs, (0, ®" hi™)}, {Ym € Outputs, (0, ®*, h*")}, 0)

We will identify the ®’s and the h’s by their termination nodes. Thus if nodes 1,2, 3 are
connected in that order, as in Figure 6, node 2 will have an input specification connected to
node 1:

(02, q)lf,lz’ hllr,LZ)
and an output specification connected to node 3:

out out
(92: <I)2,3 ) h2,3 )

9.2 h_.n and h_out

In order to simplify the process of assembling VSDF nodes, we synthesize a “smallest initial
delay” h_in such that all the inputs A*™ are either at the same time or later:

VI € Inputs,3In € IN h?" —hin+n
We remark that this synthetic input h_in is often very close in practical terms to a RESET
pin.
We make the assumption that the initial delay between input and output is fixed by

the characteristics of the circuit. We call this delay the latency of a node, marked 6. If we
synthesize a “smallest initial delay” h_out such that all the outputs h°“! are either at the
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164735 164745
PBS DBS BS FIFO_CTRL FIFO_CTRL
PBID PBID DBID BID

PIX PIX DCT PIX CODE
H_IN H_IN H_ouT H_IN H_ouT
CLK DCT cLK Q Vic
XTAL
cLK_ouT ¢ CLK
PIXEL CLK

Figure 7: LSI Logic chipset for DCT and Quantification/VLC

same time or later, we can express all outputs as a function of h_out plus a non-negative
constant:
Vm € Outputs,In € IN h%** = h out +n

We also know that the latency is a constant, and thus we can calculate the outputs from
h_in plus a non-negative constant:

Vm € Outputs, 3k € IN h%*' =h_in+ k

Replacing h_out by h_in+6:
hout =h_in+ ¢

Vm € Outputs,In € IN h2** =h_in+6+n

We remark that the input h_in and the output h_out make it easy to compose a series of
nodes, the initial output delay of one being the initial input delay of the next.

9.3 A Discrete Cosine Transform application

An 8x8 Discrete Cosine Transform (DCT), followed by quantization with compression (in-
formation loss) is used in a wide variety of image and video standards such as JPEG, MPEG,
H.261 and ETSI 34-megabit coding.

Here we develop the agumented balance equations for a DCT connected to the input of
a quantizer, as they might be used for JPEG image compression; for reference we use two
VLSI circuits from LSI Logic, and the ETSI european image size. The LSI logic circuits
are the 164735 DCT and the L.64745 quantizer and run-length coder. The L64735 performs
a transform on 8-bit pixels to yield 12-bit coefficients with a latence of 168 cycles. The
L64745 takes these coefficients, quantizes them (with information loss), and applies a run-
length coding (without information loss). These two circuits form part of a three-chip chipset
intended for JPEG image compression and decompression [11].

9.3.1 The L64735 DCT

We first determine I, O, 8%, ® and é from the parameters specific to this chip. The inputs
to the L.64735 DCT consist of the image pixels PIX, a block synchronization signal PBs, and
a line synchronization signal PBID. The block synchronization signal exists at every clock
cycle, whether it be true or false. The line signal is not used by the L64735, but is delayed
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in order to be used to synchronize the L64745 (see Figure 7). The outputs of the L64735
DCT consist of the transform coefficients DcT, and the delayed block and line signals DBS
and DBID. The clock input, labeled CLK, is connected to a global system clock. We note
also the existance of a latency initialization input H_IN, and a latency initialization output
H_OUT, which are used to compose the initial delays h in a system with several nodes. We
therefore have the following parameters:

Iprx = Ipps = Ipprp = 64

Opcr =0OpBs = Opprp = 64
9264735 =64

Pprx = U k

0<k<64
®pps = U k
0<k<64
®pprip = U k
0<k< 64
®pcr = U k
0<k< 64
Cpps= ] k
0<k< 64
Cppip = | J k
0<k< 64

Srear3s = 168

We can also determine expressions for h%3%,, h§¥h o, and h%'% ), based on h_out; in fact, all
outputs have the same initial delay, which is exactly the latency of the L64735 DCT:

out __ pout __ pout _
hpér = hp'ps = hpprp = h-out

h_out =h_in + 6164735 = h_in + 168.

9.3.2 The L64745 Quantizer and Run-length Coder

We shall only determine the inputs to the L64745, in order to demonstrate the augmented
balance equation; the outputs of the L64745 are data-dependant, and thus cannot be mo-
deled by Synchronous Data Flow. As shown in Figure 7, the L.64745 has the inputs PIX BS
and BID, all three of which can be connected directly to the outputs of the L64735 DCT.
Different from the L64735 DCT, the L64745 functions stripe-by-stripe, where a stripe is a
line of 8x8 pixel blocks. We shall use a line of 720 pixels, which when multiplied by the
height of 8 yields a period of 5760 cycles of the pixel clock. We have therefore:

Iprx = Igs = Igyp = 5760

®prx = ®ps = Pprp = U k
0<k <5760

Or6a7a5 = 5760.
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9.3.3 The Balance Equation

We use a repetition vector T determined by the parameters of the ETSI standard broadcast
images: 248 lines/field * 720 pixels per line = 178560 pixels per image. For the two circuits
given here, a repetition vector per line would suffice, but we prefer to consider the circuits
as part of a hypothetical complete system. The values for rre4735 and rreq745 are therefore
rrearss = 2790 and rrgavas = 31. Both circuits run at exactly the pixel clock, so we assign
f* = 0, i.e. the period determined from the circuit specifications is the period in the system.
These parameters, combined with those determined from the characteristics of the circuits
given above, yield:
rrearss = 2790; Opcr = 64

rreatas = 315 Iprx = 5760
64735 © (On6a735, @Ay, REEr) = TL6a7as 0 (OLsaras, @y, A )
If we assign hi;x = h%L,, as indicated in (Figure 7), the augmented balance equation can
be verified:
27900 (64, | ] k,168)=310(5760, [ J &, 168).
0<k<64 0<k <5760

70 : 2790 % 64 = 31 % 5760
o : U k= U k

0<k< 178560 0<k< 178560
h: 168 = 168.

The equations for Bs and BID are identical.

9.4 Applications

The parameters 6, A, and the ¢’s for input and output can be encoded using the tools intro-
duced in [14], and the component model presented in [6] [5]. These tools permit verification
of correct timing, after the initialization period has passed. The system displayed in Figure
7 was captured from a Synopsys simulation [17] using these tools coded in VHDL [12].

10 Conclusion

We have presented a notation and a model which can ease the transition between a block-
level Synchronous Data Flow graph, and an implementation-level synchronous system using
specialized VLSI circuits. Our notation can be used to formally specify a system, and
statically verify correct synchronization at a Register-transfer level. Our model provides
a consistent format for both Synchronous Data Flow graphs, and a hardware-level RTL
description of synchronous circuits. We have also presented several examples, taken from
video coding. Tools based on this model, written in SIGNAL or VHDL, allow us to check
that proper synchronization is maintained.

Limitations

Of course, our model and tools have many limitations. We do not yet have a tool to auto-
matically perform the transition between an SDF-level and a circuit-level synchronization;
such a tool should be possible for at least the simple cases. Our starting point is not, strictly
speaking, an SDF graph as defined by Lee and Messerschmitt, as we assume a “unitary”
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delay for each operation (although we note that this does not change the input/output ma-
trix). Nor do we offer the automatic optimization capabilities of the Silicon Compilers. In
order to simulate our system using SIGNAL, we also require a ’C’/Unix description for each
processor, or node in the SDF graph, whose behavior conforms to the model detailed in [6]
[5].

A more fundamental limitation of our model, is that we assume all input events occur
at known instants relative to the known clock of a given node. This is in keeping with
our decision to consider synchronous systems, but nevertheless implies that timings are
carefully controlled. We point out that our equivalence expressions do not require a system-
wide clock, only that the input and output expressions common to a given link are properly
timed. Nevertheless, for practical implementations, a common system clock (which can be
determined as presented in this article) seems indicated.
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