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Une terminologie pour grilles 2D

Résumé : Comparée a d’autres topologies d’interconnexion plus sophistiquées, la grille
— et son extension torique — posséde plusieurs avantages importants dont sa simplicité de
conception et son nombre borné de liens de communication sur chaque noeud. De ce fait, de
nombreux travaux concernant les réseaux en grille ont ete réalisés ou sont toujours en cours.
Cependant, la terminologie est souvent imprécise voire inexistante. Aussi, afin de clarifier
les travaux futurs dans le domaine des architectures massivement paralléles, on propose une
terminologie empruntée a la géométrie des pavages et des figures réguliéres, la théorie des
graphes réguliers ou la crystallographie plane et basée sur la notion de valence. Le présent
propos est restreint aux grilles bidimensionnelles infinies.

Mots-clé : réseaux d’interconnexion, grilles 2D réguliéres et semiréguliéres, crystallogra-
phie plane, valence, dualité, équivalence combinatoire, systémes de coordonnées Cartésien
et hexagonal.
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1 Introduction

Compared with other more sophisticated interconnection topologies. the grid — and its toroidal
extension — has several important advantages such as its simplicity of design and its bounded number
of communication links for each processing node. Consequently, a lot of work has been done or is still
in progress upon grid-based networks. However, the terminology is often imprecise or even non-
existent. Some examples may highlight the lack of accuracy as a guidance : the usual orthogonal grid
seems to make up the unique arrangement and thereby is emphatically called "the grid" ; likewise,
unsuitable terms such as "square” or "hexagonal” that are misused to define the number of incident
links for any node, seem to describe something like the global network boundary and may lead to
misunderstanding : often, a confusion is made between the grid and the underlying tessellation ; and so
forth... So, in order to clarify future work in the field of massively parallel architectures, we propose a
terminology based on a material borrowed from geometry of tiling and regular figures, regular graph
theory or plane crystallography and dealing with the concept of valence. A substantial material can be
found in Coxeter (1] for a geometrical background, Fejes Toth [2] and Coxeter & Moser [3] for the
symmetry of regular figures, Griilnbaum & Shephard [4] (and references therein) for a complete and
updated theory of tiling, Harary [5] and Biggs (6] respectively for planar and regular graphs and Buergér
(7] for crystal geometry. Although those various fields should exceed the scope of the subject, we hope
they will provide further developments as a whole. The present proposal is restricted to infinite two-
dimensional grids. '

Section 2 begiris by providing an exhaustive enumeration of all possible reguar grids through a
metrical approach. As a regular graph, a grid is said to be regular of valence p (or p-valent) if each of
its vertices has valence p. We recall that there exist only three regular tessellations, tiling the plane
with equilateral triangles, squares and regular hexagons. For our concem, centroids of polygons
represent the nodes of the grid (the processing elements "PE") while edges represent the communication
links. The reasons why our approach is metrical rather than combinatorial are not straightforward. First
we can observe that the former way is easy, the latter one is not. But one practical motivation
justifying a metrical approach is based on the important notion of duality when the choice is governed
by the application : besides its general-purpose capability, a p-valent grid may typically be used as a
parallel architecture dedicated to the mapping of a 2D scene tessellated into regular p-gons (or "cells”)
in a divide-and-conquer partitioning strategy (the parallel computer that had been devised by Unger in
the fifties is illustrative in this regard [8]). In this typical case, the cell is known as a fundamental or
Dirichlet region also called the Voronoi polygon of the tiling. Another more subtle reason is relevant
to the problem of how to fill a surface with electronic components in order to arrange an area-efficient
layout : it can be observed some metrical analogy with the above problem of how to partition a 2D
scene. The definitive reason, however, has a topological nature and will be explained in the sequel.

Section 3 is given up to a review for the following sections. It enumerates the Archimedean and Laves
tiling and shows the duality relationship with one another.
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In Section 4 we develop a derived class of semiregular grids from the observation of a discrepancy
between the set of adjacent cells and the set of neighbouring cells in the square and equilateral
tessellations. This fact still strengthens the idea of the well-founded character df the above metrical
approach since the construction is motived by another application-oriented consideration, Looking at
the three regular tessellations and knowing that a p-gonal cell has p adjacent neighbours, we observe
that the square has eight neighbours and the triangle has twelve neighbours (whereas the hexagon has
exactly six adjacent neighbours). This is a well-known problem for the usual 4-valent grid where a
routage of length two is needed to carry out a path on the diagonal. On the contrary, this question is
irrelevant for the hexagonal tiling and would give an advantage for the 6-valent grid. We give a
systematic way to develop a full class of semiregular grids. A vertex of a new species (a "switch” S) is
created and each PE-to-PE edge is removed and replaced by a PE-S-PE path.

As previously mentioned, we next extend, in Section 5, the nature of the proposal from metrical to
combinatorial through the concept of homeomorphism of tilings. Whereas isometries of the plane are
congruent transformations which preserve all distances, homeomorphisms, which can "stretch or
compress” the tiling, preserve the valence of vertices and the number of adjacents and neighbours of
each tile. They partition the set of all tilings into types of topologically equivalent tilings. Finally, it
will be shown that topological equivalence and combinatorial equivalence coincide provided that some
condition of normality is fulfilled. "Stretch, compress, but don't tear the tiling !" would highlight the
notion of normality through an intuitive meaning. Notice that this definition of homeomorphism for
tilings has a rather different meaning than for graphs. Now, since homeomorphism preserves adjacency
of tiles, then valence and adjacency are preserved for vertices of the corresponding dual grid. Therefore,
the grids resulting from a dual transformation of a same topological type are readily isomorphic.

Section 6 illustrates the content of previous sections by showing several existing, or at least realistic
configurations of regular and semiregular grids. We display some orthogonal configurations for various
types of grids, then emphasize how subvalent grids of the 6-valent grid can be readily embedded onto.

Finally we focus in Section 7 on the problem of labelling the vertices of the grids by some convenient
coordinate systems. A close problem arose in crystallography, of trying to adjust crystal systems to
crystal classes. We explain first the reasons why two systems, namely the Cartesian coordinate system
and the hexagonal coordinate system are really of interest. We take care to define the usual Cartesian
system, then give a description of the hexagonal system and set up the correspondence with one
another. Each of them enables a proper definition of the different types of grids as well as their
colorability. The problem of coloring the grid consists here in finding the pertinent relationships
between label and colour. A chromatic representation of the grid may help efficient statements for
various grid-based problems such as dissemination information. As an example, a 2-coloring would
partition the set of nodes of a 4-valent grid into a subset of "senders” and a subset of "receivers” for one
step of a global communication process in a half-duplex mode.
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2 Regular grids

We first give an enumeration of all possible ways of filling the Euclidean plane with congruent regular
polygons, without gaps or overlaps. The arrangement is called a regular tessellation (or likewise, a

regular tiling). For convenience, we use the Schiifli symbol { p. g} which denotes a tessellation of p-
gons, with ¢ p-gons surrounding each vertex [1]. We choose to define the p-valent grid afterwards from

the dual tessellation and detail the notion of Voronoi cell associated to a vertex of the grid.

2.1 Regular tessellations

The reader can refer to Coxeter [1], Fejes Toth [2] for regular tessellations and Griinbaum & Shephard
[4] for this ad hoc version of the following statement. A tiling is monohedral if every tile is congruent
to one fixed set T. The set T is called the prorotile of the tiling.

Statement 2.1.1 The only edge-to-edge monohedral tilings by regular polygons are the three
regular tilings {3.6}, {4,4} and {6,3}. They have, as prototiles. an equilateral triangle, a square and a
regular hexagon.

Figure 2.1.1 : The three regular tessellations {3, 6}, {4,4} and {6, 3.

As far as we know, the result would date from Kepler (1619). We give here the elementary proof for a
thorough understanding. Equating the angle of a p-gon, namely (1 - 2/p)r, to the value it must have if

g such polygons fit together at a vertex, gives all possible values of p and g, thus :
(1-2/p)m=2n/q
giving after transformation :

P-2)(@g-2)=4. (2.1.1)

The three possible ways of factorizing 4, namely, /-4, 2-2, 41, yield the three expected tessellations of
Figure 2.1.1. Note that p and ¢ must have integer values : fractional values would lead to a set of star
tessellations that cannot suit [1]. The above statement underlies a proof of an important result known
as the crystallographic restriction : the order of a rotation in the symmetry group of a lattice can only
be 2 (for a half-turn) or 3, 4. 6. In particular, 5-fold or more than 6-fold rotations are not allowable in
infinite lattices [1,7].
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2.2 Dual tessellations and regular p-valent grids

An elementary definition of duality for regular tessellations is borrowed from Coxeter [1] :

Definition 2.2.1 The dual of {p.q} is the tessellation whose edges are the perpendicular bisectors
of the edges of {p,q} ; the vertices of either are the centres of the faces of the other. Thus the dual of
{p.q} is {q,p} and vice-versa. ' ’

Now {q, p} is a regular tessellation with ¢g-gons where p is the valence of any vertex. Figure 2.2.1
shows the dual transformation of Figure 2.1.1. Restricting our attention to vertices and edges of the
construction and forgetting the indice ¢ for a moment : we have a regular graph of valence p that we
shall call a p-valent grid in the sequel (refer to the terminology of Biggs in [6] for regular graphs). We
observe besides that, according to the crystallographic restriction, the valence 6 is the higher possible
valence for a regular planar grid.

Figure 2.2.1 : The dual tessellations (6, 3}, {4, 4} and {3, 6} of Figure 2.1.1 (in dashed lines)

From now on, the vertices of {q, p} will represent the processing elements "PE" (usually called the
nodes of the grid) and the edges will represent the PE-to-PE communication links (Figure 2.2.2).
Unless it is clear from context, a regular grid should consequently be termed as either trivalent or
tetravalent or hexavalent and it is highly hoped that doubtful terms like "hexagonal”, "square” or
"triangular” will no longer be used. Throughout the paper, a p-valent grid will be generally denoted by
the graph PG =(PV, PE) (or shortly G =(V, E) if it is clear from context). :

Figure 2.2.2 : The 3-valent, 4-valent and 6-valent regular grids

[
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2.3 Fundamental region and Dirichlet tessellation

" A lattice of points defines a basic fundamental region whose typical feature is the area. On the other
hand, a random set of points defines a Dirichlet tessellation into cells generally known as Voronoi
cells. We attempt to unify both notions in our context of regular grids. For the sake of clarity, the
notions of fundamental region and Dirichlet tessellation are examined thereafter separately. The
underlying idea is to clarify an usual, sometimes confuse processor-cell allocation paradigm.

Figure 2.3.1 : A lattice and some fundamental regions

Given two independent vectors a and b, a lattice consists of all linear combinations ma + nb where m,
n e Z The typical parallelogram (0, a, b. a + b) will define a fundamental region for the lattice (Figure
2.3.1). Following the descriptive approach of Coxeter (1], we note that any parallelogram may serve as
a fundamental domain whenever its four vertices are lattice points, and no other lattice point lies on its
boundary or inside. Such a parallelogram defined by two vectors a’ and b’ has the typical area of a
fundamental region given by the determinant of {a’ 5 ']. But a fundamental region may have any shape
provided we keep its area invariant, for example if we tum two opposite sides into congruent curves.
Indeed a fundamental region should define a prototile covering the plane without gap or overlap. The
most famous application can be found in the art of M. C. Escher who "metamorphosed” basic
fundamental domains into various figurative patterns like fishes and birds, angels and demons, beetles,
or knights on horseback. Formal definitions of fundamental domains, but which would lead us too far,
are given by Grunbaum & Shephard [4] and Fejes Toth {2] from groups of isometries, Coxeter &
Moser [3] from generators and Cayley diagrams ; the fundamental region is defined as a unit or
primitive cell in Buerger 7], Fejes Toth [2]. All refer to the 17 two-dimensional crystallographic
groups usually known in the literature as wallpaper patterns.

Among numerous works upon Dirichlet tessellations we follow now a clear description given by
Sibson [9] about data analysis because it refers more closely to our - application-oriented - proposal.
Given hence a random set of distinct points S ={P,, P,..., Py} in the plane, the set :

T,={x:d(x,P,)<dx,P,) Vmzn)
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where d is the euclidean distance, defines the "territory” of P, in the sense that it is the part of the plane
nearer to P, than to the other P,,. T, is the intersection of open haif-planes. the m-th half-plane being
bounded by the perpendicular bisector of the line P, P,, and being the half-plane containing P,. In
practice, since the set S is not finite, we have to localize the construction for each P, inside a
topological disk centred in P, (say a "window") in order to bound the number of half-planes, knowing
that any point outside the window will not affect the territory of £,. This construction achieves a tiling
of the plane known as the Dirichlet tessellation defined by § (Figure 2.3.2). A tile T, defines a
polygonal Dirichlet domain also known as Voronoi cells (or Thiessen or sometimes Wigner-Seitz
cells). The Dirichlet tessellation of a scene into Voronoi cells provides a straightforward spatial divide-
and-conquer allocation strategy which is extensively used in 2D application parallel processing.

Remains now to unify the notions of fundamental region (assigned to a lattice) and Voronoi cell
(assigned to a random set of points) in our context of regular grids and their dual. We observe in Figure
2.3.3 that a lattice is spanned by the vertices of the 6-valent and 4-valent grids. The case of the 3-valent
grid in Figure 2.3.4 is a little more tricky because, instead of forming a lattice, the vertices form two
supérposed lattices revealed by their bicoloration. So, for the sake of clarity, we shall examine the two
situations separately. '

Figure 2.3.2 : Dirichlet tessellation of a random set of points

Proposition 2.3.1 Let PV (p =4, 6) be the lattice spanned by the vertices of a p-valent grid and

x be any vertex of PV. The tile T(x) of the dual {p, g} whose x is the centroid is the Voronoi cell of x
as well as a fundamental region of PV. °

Proof : It is clear that the construct_ion of the Dirichlet tessellation defined on PV and of the dual
tessellation {p, g} with perpendicular bisectors coincide. Hence the tile T(x) of {p, g} is the Voronoi cell
of x.

[



A terminology for 2D grids ' X 7

In order to show that T{x) is a fundamental rggion of PV, we proceed by a dissection of T(x) into
labelled subdomains according to Figure 2.3.3. T(x) is composed of p 4-gons whose union is the area
of a basic parallelogram P of PV : subdomains of T(x) and P sharing the same index are pairwise
congruent by translation ¢

Figure 2.3.3 : Basic fundamental region and Voronoi cell in G and 6G

Proposition 2.3.2 Let 3V’ and 3V" be the lattices spanned respectively by the black and white
vertices of the 3-valent grid and x be any vertex of 3V’ (respectively 3V"). The tile T(x) of the dual
{3,6) whose x is the centroid is the Voronoi cell of x as well as a half-fundamental region of 3V*
(resp. 3V").

Proof : As above, the construction of the Dirichlet tessellation defined on 3V’ w3V " and of the dual
tessellation {3,6} with perpendicular bisectors coincide. Hence the tile T(x) of {3,6} is the Voronoi cell
of x.

Observe now in Figure 2.3.4 the parallelogram defined as a fundamental region of 3V’, the
parallelogram drawn on 3V and the parallelogram formed by the union of two reversed adjacent
triangles. It is clear that they can coincide through some adequate translation. Hence T(x) is a half-
fundamental region of 3V’ (resp. 3V ")+

1

Figure 2.3.4 : Half-fundamental region and Voronoi cell in 3G
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3 Archimedean and Laves tilings

This part is given up to a review required for the following sections. It enumerates the Archimedean and
Laves tilings and shows the dualiry relationship with one another. Throughout this section, whose
content is borrowed as a whole from Griinbaum & Shephard (4] , the peculiar Schlifli symbol.{ p, g} is
ignored but replaced by a more general notation.

3.1 Archimedean tilings

Definition 3.1.1 A vertex is of type n;.n;. .. .n, if it is surrounded by an n; -gon, an n, -gon, ...
and an n, -gon, all regular, in cyclic order. A lexicographical notation will be chosen in order to have a
unique symbol for each type of vertex.

A tiling is said to be of fype (n;.n;. ... .n,) if each vertex have the same type n,.n;. ... .n,. Superscripts
will be used to abbreviate the notation when possible.

Theorem 3.1.1 There exist 11 distinct edge-to-edge tilings by regular polygons such that all
vertices are of the same type. These are (396), (34.6), (33.42), (32.4.3.4), (3.4.6.4), (3.6.3.6), (3.122),
(44), (4.6.12), (4.82) and (63).

(3% (44 )

-

(3*.6) (3. 43 (32.4.3.4) (3.4.6.4)

3.6.3.6) 3,129 (4.6.12) 4.8%)

Figure 3.1.1 : The eleven Archimedean tilings

«
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Those eleven tilings are usually called Archimedean or sometimes uniform tilings. We give some hints
for understanding, the reader is referred to Griinbaum & Shephard [4] for the ultimate proof. Recall that
the angle of a regular n-gon has the value (n-2)_1t/n. If r polygons can fit around a vertex then :

(-2 /ny + o+ (n,-2)/n, =2 ‘ (3.1.1)

It can be checked that only 17 choices of n,.n,. .. .n, satisfy the eqoation. Reversal or cyclic orders of
the sequence are not considered as distinct. Now some sequences can lead to other allowed permutations
giving exactly 21 types of vertices altogether. However all of those 21 types do not suit for tiling the
plane. A thorough elimination of the unsuitable types leads to the 11 types of Figure 3.1.1. Observe
that the three regular tilings denoted here (39), (4¢4) and (6°) are the only monohedral tilings. Note
besides that there are two tilings of type (3¢.6) that can coincide only by reflection : they are cailed
"enantiomorphic” forms (or mirror images).

3.2 Laves tilings

Definition 3.2.1 A vertex of valence v is called regular if the angle between each consecutive
pair of edges is 2 7/v. A monohedral tiling with tiles whose vertices have valences v;.vs. ... .v, will be
denoted by [v;.v;. .. .v,] with superscripts used to abbreviate the notation when possible.

Theorem 3.2.1 There exist 11 monohedral tilings with regular vertices. These are {36], {3¢.6],
[37.42], [3°.4.3.4]). [3.4.6.4], [3.6.3.6], [3.122], [44], [4.6.12], [4.8%] and [67].

Those eleven tilings are usually called Laves tilings (after the crystallographer Fritz Laves). Since we

consider monohedral tilings, assume the prototile as an r-gon with vertices of valence v;.v;. ... .v,.
Recall that the sum of the angles of a r-gon is (r-2) «, then :

2R /v, + .. + 2R v, =(@-2)m.
equation which can be rearranged as equation (3.1.1) with :
W -+ o+ (v,- v, =2, . 3.2.1)

In the same way, we obtain 17 solutions leading to 21 cases v,.v,. ... .v, taken cyclically around a tile.
A simple elimination of the unsuitable cases leads to the 11 tilings of Figure 3.2.1. Observe that [35]
[44] and [6°] are the only Laves tilings by regular polygons. Observe besides that { 34.6] occurs in two
enantiomorphic forms. We should also be aware of the following fact : let us examine the Laves tiling
[44] in particular ; if we "stretch” the tiling in one direction we obtain a (topologically equivalent)
tiling with a rectangular prototile (see Section 5 for detail) that still satisfies Theorem 3.2.1, in other
words it remains a monohedral tiling with regular vertices, thus there exist an infinite number of such
tilings depending on a real-valued parameter. We finally choose to fix the prototile as a square prototile.
A similar remark concems the tilings [36] and {33.42].
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<

-~
~

39 (3* .6} (3% .6}

/
/

[3'.4.344] [)A643.6] (3.4.6.4) (3.129)

f+*] (4.6.12] o [4.8%] (%]

Figure 3.2.1 : The eleven Laves tilings

3.3 Duality

Definition 3.3.1 Two tilings T and T* are said to be dual to each other if there exists a one-to-
one inclusion-reversing comespondence ¢ from the set of elements of 7T onto the set of elements of 7*.

In other words, whenever e; and e, are elements of 7, then (e, ) includes ¢(e;) iff e, includes e,.

Theorem 3.3.1 Let 7 be any Archimedean tiling (v,.v,. ... .v,) and T* the comresponding Laves
tiling [v;.v;. .. .v,] : Tand T* are dual to each other.

Clearly we can set up a one-to-one correspondence between the tiles, edges and vertices of T onto the
vertices, edges and tiles of T* in such a way that inclusion is reversed : if, for example, a given tile
contains a certain vertex in 7, then in 7* the corresponding vertex is contained in the conespohdjng
tile. The reader may check the duality by superimposing on any tiling T of Figure 3.1.1 a dual tiling
T* in such a way that edges of T and edges of T* intersect at right angles, then by processing the

reverse construction T — T on Figure 3.2.1 afterwards.

Notice that Definition 2.2.1 in Section 2 was a particular case for regular polygons since the dual
construction of {g,p} from {p.q} with perpendicular bisectors was more restrictive.
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4 Semiregular grids

4 .1 Adjacency in regular tessellations

The following development is motived by another application-oriented consideration. Figure 4.1.1 is
representative of a scene partitiohed into square cells whose control is assigned to a network of
processing nodes. While it is clearly observed that the central node has four neighbours, its
corresponding cell is nevertheless surrounded by a neighbourhood of eight cells : four of them are
adjacent whereas the other four are diagonally arranged, regarding their position with respect to the
central cell. Passing information "on the diagonal” will thus require a routage of length 2 cutting
through an intermediate node. It is a well-known cumbersome problem encountered furthermore in a
large set of applications such as image processing [10], matrix computation, partial differential
equations and so on. We attempt to formalize the problem in the following.

14 I

aRERE]

Figure 4.1.1 : A partitioned scene with its assigned network of processors

Proposition 4.1.1 Actile in the { p,q} tessellation has 2¢ neighbours and 2 —p of them are non-
adjacent neighbours. " :

Proof A tile of {p, g} has p vertices (say, p "comers") and (g — ! ) neighbouring tiles regarding
each comer. The product contributes twice on every edge of the p-gon, the count p (¢g—1)—-p= p(q-2)
gives hence the number of neighbours. But p(g— 2) =24 from relation 2.1.1. Then the count 2¢ —p

gives the number of non-adjacent neighbours, since p are adjacent ¢

{p.q} {3.6} (4.4} (6.3}
v=2¢q 12 8 6
a=p 3 4 0
v-a 9 4 0

Table 4.1.1 : Number of neighbours (v), adjacent () and non-adjacent (v—a), related to a tile of {p, g}
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The result of Proposition above is displayed in Table 4.1.1. We first observe that the terms "adjacent"
and "neighbour” are synonymous for the hexagonal tessellation {6, 3}, that makes an advantage for the
6-valent grid. Incidentally, the square cell of {4, 4} has four neighbours at distance / and four at distance
¥2, regarding the usual distance between centroids and choosing a unit distance for a pair of centroids of
adjacent cells ; likewise, the triangular cell of {3,6} has three neighbours at distance 1, six at distance
v3 and three at distance 2 (see Figure 4.1.2).

Figure 4.1.2 : The neighbourhood of a tile of {4,4} and {3,6}

42 From regular to semiregular grids

The configuration of {4,4} (resp. { 3,6]) tells now in creating a regular 8-valent (resp. /2-valent) grid.
If a condition of planarity is required besides, as it is often the case for VLSI layout requirements, that
condition is unfortunately not satisfied for those grids. This fact is attested in the previous section and
highlighted by observing the Archimedean tilings (4.8.8) and (3.12.12) in Figure 3.1.1 : tiling the
plane with regular 8-gons or 12-gons without gaps cannot hold.

In addition to the set of processing elements (the "PE-nodes"), we create a new species of node, namely
a switch (or "S-node"), whose role is to turn any elementary PE-to-PE path of an idealized 8-valent or
12-valent interconnection structure into a mixed PE-S-PE path in order to restore both planarity and
symmetry (regarding distance between neighbours). Such a definition of switch was encountered in
particular in the polymorphic CHiP architecture of Snyder [11] ; while our purpose does differ a bit,
our switch is functionally the same. The way to develop a full class of semiregular grids is as follows.
Although the matter is irrelevant for the 6-valent grid, nevertheless we generalize the problem for any
regular grid through a systematic approach.

Proposition 4.2.1 From any regular p-valent grid there exists a derived semiregular grid induced
by the Laves tiling [p.q.p.q] where ¢=2p/(p — 2). Any PE-node is p-valent and connected with p S-
nodes whereas any S-node is g-valent and connected with ¢ PE-nodes.

Proof Let us consider a p-valent grid that defines the { g, p} tessellation of Section 2.2 together
with its dual tessellation {p, g}. Recall that one PE-node is assigned to any vertex of {g,p}. Let us
assign one S-node to any vertex of {p,g} (in other words, a switch is created at the centroid of any tile

of {g,p}) and connect the switch to each comer of its corresponding tile. From the 3-valent, 4-valent
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and 6-valent grids, we obtain respectively the Laves tilings (6.6.6), [¢4.8.8) and [3.12.12] (our index in
boldface stands here for a switch) : refer to the previous section where the whole set of Laves tilings is
exhibited and compare with their dual Archimedean (6.6.6), (4.8.8) and (3.12.1 2).' Removing all PE-to-
PE connections that should be no longer used, we obtain finally the three semiregular configurations
{3.6.3.6], [44.4.4] and [6.3.6.3] of Figure 4.2.1. Since the two first indices give the Schlifli symbol
of the associated tiling in Proposition 4.1.1, thereby g=2p/(p —2) from relation 2.1.1 »

We suggest to denote a semiregular grid by the bipartite graph (r.9)JG =(PV U1V, (r.9)E ) where PV

stands for the set of PE-nodes, 7V the set of switches, whereas fr.¢)E stands for the set of edges
incident to PV and 9V.

Figure 4.2.1 . The semiregular grids (3.6)G , (4G and (6.9)G

Corollary 4.2.1 Any PE-node of a semiregular grid (.9)G can access v =2 g PE-nodes along paths
of length 2 cutting through one S-node. There exist one redundant path for a =p of them and one

unique path for the (v — &) others ¢

The result of this Corollary readily meets the requirement underlying Proposition 4.1.1. We shall
henceforth use the term "semiregular” for any grid of that kind.
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5 Types of grids and isomorphism

Two grids are said to be of the same rype if they are isomorphic. The purpose of this section is to show
that there exist exactly three types of reguar and three types of semiregular grids. It is indeed an
established fact that two graphs are isomorphic if there exist a one-to-one correspondence between their
vertices which preserves adjacency [S5). However, since an enumeration of all possible cases must be
undertaken, some more material is required here. The development is based on the topology of tilings.
It can be shown that any of the eleven Archimedean tilings defines an equivalence class of
topologically vertex-transitive tilings and, on the other hand, any of the eleven Laves tilings defines a
class of topologically tile-transitive tilings. Our regular and semiregular types are therefore obtained as -
specific cases. The material hereto is again borrowed from Griinbaum' & Shephard (4] and concerns the
topology of "well-behaved" tilings. The content of this section may seem unduly heavy to show an
“obvious" fact as in Figure 5.1.1, but it will enable us to assert that our enumeration in the ﬁeld of
regular and semiregular grids is exhaustive.

5.1 Combinatorial and topological types of tilings

. Definition S5.1.1 Two tilings T and T’ are said to be combinatorially equivalent (or isomorphic) if
there exists a one-to-one inclusion-preserving comrespondence y from the set of elements of T onto.the
set of elements of T'.

In other words, whenever ¢; and e, are elements of T then yre,;) incluides Wle,) iff e; includes e;.

For example, if v is any n-valent vertex of T then yrv) will be an n-valent vertex of the isomorphic
tiling 7'. If a tile T of 7 has n adjacents then the corresponding tile y77) of T' will have n adjacents.
Combinatorial equivalence is readily an equivalence relation. |

Definition 5.1.2 A mapping ¢ :E, — E, of the Euclidean plane into itself is called a
homeomorphism if it is one-to-one and bicontinuous (i.e. ¢ and ¢-/ are continuous).

Two tilings are said to be homeomorphic or ropologically equivalent if there exist a homeomorphism
which maps one onto the other.

It should be clear that topological equivalence is an equivalence relation which partitions the set of all
tilings into topological types. Figure 5.1.1 shows an example of three homeomorphic tilings.
Transforming the the { 6,3} tessellation (b) into the stretched honeycomb (a) or into the brickwork (c)
can be represented in some coordinate system using equations of functions. Such functions will in any
case be one-to-one and bicontinuous. Observe that valence and adjacency are preserved during the
transformation.

We introduce now a condition of normality in order to restrict ourselves to a class of "well-behaved"
tilings. That means that a tile in a normal tiling should be neither too thin nor too large...
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S2sgite

Figure 5.1.1 : Homeomorphic tilings

I ) T 1

Definition 5.1.3 A ‘tiling is normal if : (i) every tile is a topological disk : in other words, every
tile is the image of a circular disk under a homeomorphism ; (ii) the intersection of every two tiles is a
connected set : the intersection is either empty or does not consist of two or more disjoint parts ; (iii)
the tiles are uniformly bounded : every tile contains some circular disk of radius r and is contained in
some circular disk of radius R.

The following statements are a consequence of normality and will turn out to be useful for the sequel.

Statement S5.1.1 For normal tilings the concept of topological equivalence and combinatorial
equivalence coincide.

Statement 5.1.2 For every normal tiling T there exists a normal tiling 7* which is dualto 7.

5.2 Enumeration of homeogonal and homogeneous types of tilings

Two important statements result from Euler's formula for planar maps (see also Harary [5]). The
subjacent reason is that, if V and E stand for the average number of vertices and edges per tile of a
(infinite) tiling then V- E+1= 0 and that Euler's formula can be applied here only because the tiling
is normal.

Statement 5.2.1 [If every vertex of a normal tiling has valence j and is incident with tiles which
have k;, k; .. k; adjacents, then :

(k-2 /ky + ..+ (ki-2) [kj =2.° i 5.2.1)
Apply Euler's formula with V=%, 1/k; and E =j/2.

Statement 5.2.2 If every tile of a normal tiling has k vertices and these vertices have valences
Jir Ja - jp then:

Ur-D/lir+ o+ G- =2. (5.2.2)
In a similar way, apply Euler's formula with V =2._; , 1/j; and E =k/2.

Equations of the above statements are the same as equations (3.1.1) and (3.2.1) about Archimedean and
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Laves tilings ! The relative weakness of the condition of normality required here for (5.2.1) and (5.2.2)
is quite noteworthy compared with the strong metric conditions of regular polygons and regular
valences : whereas the derivation of equations (3.1.1) and (3.2.1) was metrical in that they depended on
calculation of angles, equations (5.2.1) and (5.2.2) are of a combinatorial (or a topological) nature in
that their derivation depend only on valences and number of adjacents (Griinbaum & Shephard note yet
that the assumption of normality can be regarded as a "hidden” metric condition).

Definition 5.2.1 A normal tiling 7 is homeogonal (or topologically vertex-transitive) if for any
two vertices V,, V. there exists a homeomorphism that maps T onto itself and V; onto V;. A vertex
of Tis of type k;.k;. .. .k; if it is surrounded by j tiles having respectively &, &, ... .k; vertices (in a
suitable cyclic order).

The tiling 7 is said to be homeogonal of type (k;.k;. .. .k;) if any vertex has this same type.

Theorem 5.2.1 If a tiling is homeogonal then it has one of the 11 types (39), (34.6), (33.42),
(32.4.3.4), (3.4.6.4). (3.6.3.6), (3.122), (4%), (4.6.12), (4.82) and (6°). Furthermore, the eleven
Archimedean tilings of Figure 3.1.1 define a set of representatives for each (normal) homeogonal type.

The proof follows from Statement 5.2.1 and Theorem 3.1.1.

Definition 5.2.2 A normmal tiling T is homeohedral (or topologically tile-transitive) if for any two
tiles T,, T, there exists a homeomorphism that maps 7 onto itself and T, onto T,. A tile of T is of
valence-type j;.j3. ... .jy if it has k vertices with valence j;,j,, .. .j vertices (in a suitable cyclic order).
The tiling T is said to be homogeneous of type (j,.j;. ... .j,) if any tile has this same valence-type. Any
homeohedral tiling is readily homogeneous.

Theorem 5.2.2 If a tiling is homeohedral then it has one of the 11 types [3¢], [3¢.6]. [35.42],
(32.4.3.4], [3.4.6.4], [3.6.3.6], [3.122], [44], [4.6.12], [4.82] and [ 67]. Furthermore, the eleven Laves
tilings of Figure 3.2.1 define a set of representatives for each (normal) homeohedral type.

The proof follows from Statement 5.2.2 and Theorem 3.2.1.

We finally close this section by tying homeogonal and homeohedral tilings through the notion of
duality. Refer to Definition 3.3.1 and Statement 5.1.2 for elements of understanding.

Theorem 5.2.3 Let T and 7* be two normal, dual tilings. Then T is homeogonal iff T* is
homeohedral.

As it will be illustrated through some typical examples in the following section, we can henceforth
assert that any configuration of p-valent grid, whether it is orthogonal, skewed, diamond-shaped and so
forth..., belongs to one of the three representative types 3G, G or 6G. Any semiregular grid will be of
type 36G, (44G or 63)G. Section 7 will assign coordinates to the set of vertices for usual cases and

will show how an isomorphism of grids can be expressed thereby.
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6 Typical configurations

We illustrate the content of previous sections by showing several realistic configurations of regular and
semiregular grids. Some of them exist while some others could do. Although the classification into
topological types allows any atypical arrangement, metric constraints must obviously be taken into
account for practical use, whenever the simple requirement of regularity is needed. Angles of interest
are induced by the symmetries of regular tilings. This fact is related to the problem of choosing some
convenient coordinate system examined in the following section. Two essential categories of
arrangement, namely “orthogonal” with angles in {kx/4 ; k=0,...,4} and “hexagonal” with angles in
{kr/6 k=0,...,6} are highlighted below through relevant examples.

6.1 Some orthogonal configurations

. Figure 6.1.1(a) shows the usual, orthogonal configuration of the 4-valent grid, the ancient [8, 12] and
up-to-date [13] archetype of parallel architectures for supercomputing as well as countless species
dedicated to applications such as image processing.

Figure 6.1.1(b) shows an usual, orthogonal configuration of the 6-valent grid, more specially known in
systolic arrays [14. 15]. It can be viewed as the usual grid of (a) on which a diagonal direction of links
has been added.

Figure 6.1.2 shows how a 3-valent grid can be embedded onto 4-valent as well as 6-valent orthogonal

grids. The representation in (a) is also encountered as a 3-spanner’ of the 4-valent grid (16, 17]. In (b)
grey nodes are unused or "disconnected”.

Figure 6.1.3 shows a type of (34)G semiregular configuration. The role of the 6-valent switch and of
the 3-valent processing node can be reversed to produce a grid (63)G. Compare with the corresponding
configuration of Figure 4.2.1. As far as we know, configuration 6.1.2(b) and 6.1.3 would have been
seldom or never seen.

Figure 6.1.4 shows a semiregular configuration (4G supporting recent SIMD? architectures such as
BLITZEN [18] and X-Net MasPar MP-1 [19]. They are well suited for image processing, matrix
computation and, more generally, for dealing with square (or rectangular) tessellated 2D scenes.

' A t-spanner of a network is a subnetwork in which every two nodes that were connected by an edge in

the original network are connected by a path of at most 7 edges in the subnetwork.

2 Single Instruction Multiple Data
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(@ ®
Figﬁre 6.1.1 : Orthogonal configuration : - (a) of 4G - (b) of 6G

@ 4 ®)
Figure 6.1.2 : Embedding a 3-valent grid onto : - (a) an orthogonal G - (b) an orthogonal ¢G

Figure 6.1.4 : The semiregular grid (¢.4)G
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6.2 Subvalent grids of the 6-valent grid

Pertinent “hexagonal” configurations may be presented through a unified way as subvalent grids of the
isotropic 6-valent grid. Very simple embedding schemes can be readily carried out for 4-valent as well
as 3-valent grids, owing to the highest symmetry whose the hexavalent grid is provided. This feature
should be regarded as an additional powerful capability turning again out to the advantage of the 6-
valent grid. The following is just an introductory development and will be pursued elsewhere.

Figure 6.2.1": Embedding 4-valent grids onto the 6-valent grid

Figure 6.2.1 shows three skewed configurations of 4-valent spanning subgrids 4G, (k=1,2, 3) embedded
onto ¢G. Each subgrid is merely obtained by removing one direction of edges. Incidentally, note that
whatever skewed configuration we choose, each subgrid displays a diamond-shaped basic fundamental
region of its own, while the Voronoi cell of a given node (which acts thereby as another fundamental
region) remains invariant : as a fixed, regular hexagon, it is coincident with the corresponding Voronoi
cell in G (see Figure 6.2.2).

Figure 6.2.2 : A common Voronoi cell and three proper fundamental regions
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Figure 6.2.3 : Embedding 3-valent grids onto 6G

Figure 6.2.3 shows three configurations of 3-valent subgrids 3G, (k =0, 1, 2) embedded onto 6G. For
convenience, we use the fact that 6G is 3-chromatic in order to partition the set of vertices into three
color classes 6V =V, vV, vV, (refer to the coloring problem in Harary [5] or see Section 7 for
details). The removal of any subset V leads to a 2-chromatic trivalent induced subgrid since any vertex
of 6V — V, is incident to three vertices of V,. Therefore, 6G admits three edge-disjoint 3-valent subgrids

3G, whose union is 6G.

Figure 6.2.4 : Embedding semiregular grids (3.6)G onto 6G

Finally, the union of any pair 3Gy UG, (k' #Kk") gives one among three possible configurations of
semiregular grids (3.6)G, as bipartite graphs shown in Figure 6.2.4. We do not regard here the species of

any vertex, whether it stands for a switch or a processing node. Such a configuration is readily a
\

(-
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spanning subgrid of G and, on the other hand. seeing that V, =6V —(V, uV,.), the relevant subgrid

is “k-dominant™ in the sense that any vertex of V, is 6-valent whereas any vertex of 6V —V, is 3-
valent.

As far as we know, such subvalent arrangements have not been encountered in the literature.
Concerning actual hexavalent architectures, except within the systolic field through orthogonal layouts,
they are rather unusual. Let us make mention of the ancient ILLIAC III project [20] (mixing both
tetravalent and hexavalent types) and the Golay’s machine [21] dedicated to pattern recognition ; the
FAIM-1 project [22] for artificial intelligence, giving subsequently rise to the HARTS project [23] for

real-time systems... The author is currently working on a general-purpose project thereupon.



22 : . . Dominique Désérable

7 Coordinate systems

We focus finally on the problem of labelling the vertices of the grids by some convenient coordinate
systems. We explain first the reasons why two systems, namely the Cartesian coordinate system and
the hexagonal coordinate system, often denoted "CCS" and "HCS" in the sequel, are really of interest.
We take care to define the usual CCS then give a description of the HCS and set up the correspondence
with one another. Each of them enables a proper definition of the different types of grids as well as
their colourability. A close problem arose in crystallography, of trying to adjust crystal systems to
crystal classes [7).

7.1 Choosing a convenient coordinate system

Although any arbitrary coordinate system could be used, a convenient one must lead to a simple
labelling of vertices, so that lattice points have integer indices and indices of symmetric points must
moreover display a symmetric pattern. The previous section revealed two kinds of possible
arrangements, namely "'orthogonal" and "hexagonal". Regarding the regular tessellations, this fact is
due to the mutual duality between {3, 6} and {6.3} and the self-duality of {4,4}, and that semiregular
grids carry similar symmetries. More thoroughly, if we focus back on the three regular tessellations in
Section 2, a 3-gon, a 4-gon and a 6-gon, all regular, act as Voronoi cells in their corresponding dual
grid. The symmetry group of a regular n-gon {n} is the dihedral group D, of order 2n. The 2n
isometries which maps the n-gon onto itself are the n rotations through angles 7/ n about its center
(referred as a center of n-fold rotational symmetry) and the n reflections in its axes as shown in Figure
7.1.1 [1]. Note that D; is a subgroup of Dg.

Figure 7.1.1 : The dihedral groups D3, Dy, Dy

Furthermore we must be aware that the symmetry group S(I) of a tile T in any tiling T is not
necessarily the symmetry group of 7. The group S(T!1T) of symmetries of T which are also symmetries
of T is called the stabilizer of T in T [4]. A convenient coordinate sysiem should also respect the

symmetries of the stabilizer. Note however that in our case : S(TIT) = S(WG|{n})=S({n})=D,.

v
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Figure 7.1.2 : Cartesian and hexagonal systems

Those considerations lead us finally to the choice displayed in Figure 7.12. The Cartesian system is
the usual one for any orthogonal configuration ; the 2-fold standard basis B ={¢,, ¢, } is induced by the
primitive cell (the basic fundamental region). In the hexagonal case, a 2-fold basis { &,, £, } induced by
a primitive cell is obviously sufficient to fix a point ; but if the third axis is somehow superimposed,
then the three indices will display a “isotropic™ relationship ; so we shall prefer a 3-fold system of
generators S = (¢, &,, € } instead of a 2-fold basis.

The choice of convenient coordinate systems depending on crystal classes is a well-known, important
matter in 2D (and 3D) crystallography, so that systems are registered within a nomenclature as crystal
systems (7). A similar attention should also be notified in various fields and in nétworks in particular,
regarding the Steiner tree problem {24] wherein hexagonal coordinate systems are sometimes preferred
[25]).

7.2 Cartesian system

The orthogonal lattice V ={(i;, i;) € Z xZ } (or Z shortly V = Z?) is spanned by the 2-fold standard
basis B={e;, e; } ={ (1.0),(0,1) } of the Cartesian system of Figure 7.1.2, as shown in Figure 7.2.1.
The bar over an integer gives a short, neat notation (of crystallographers) to indicate that it is negative.

[ ] ® L ] [} [ ]
2 12 02 12 2
[ ] ® ® o [ ]
21 11 01 11 21
[ ] [ ] [} [ ] [ ]
20 10 00 10 20
[ ] ® [ ] [ ]
21 11 o1 11 21
[ ] [ ] [ ] [ ] [ ]

Figure 7.2.1 : Labelling the orthogonal lattice in Cartesian coordinates
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It should be emphasized that the labelling does not depend on the type of the grid which will be
embedded onto the lattice but only on the orthogonal arrangement of the lattice. Referring to the
various types of Section 6.1, depending on whether the grid is of type G, ¢G, 3G, (3.6G or (44G, the
set of vertices and the set of edges are defined afterwards. For example the usual grid 4G is defined as
follows : 4V =V and any vertex (i,. i,) is connected to four neighbours defined as (i; * 1., i>yand (i,, i,
* I). A hexavalent grid 6G can be defined by : 6V = V and any vertex (i;, i,) is connected to six
neighbours defined as (i, * 1, i5), (i;. iy +1). (i; +1, i, +1), (i; —1. i; —1). The trivalent grid 3G in
Figure 6.1.2(a) can be defined by : 3V =V ‘and any vertex (i,, i,) such that (i; = i, (mod 2)) is connected
to three neighbours defined as (i; * I, i) and (i;. i; — /) ; but a trivalent grid 3G, can be differently
defined as a subgrid of G induced by the removal of a subset V, of V (Fig. 6.1.2(b)) by 3V, =V -V,
where V, = { (i;, )€ V :i,+i, =k (mod 3) } and one definition of 3£, would be : any vertex (i,, i,) of
the subset Vi, (moa 3) is connected with three neighbours (i; —1,, iy ), (i), i; —Dand (i; + 1, i; + 1).
The other configurations of Section 6.1 are let to the reader as an exercise.

On the other hand, it is often useful to adopt a chromatic representation of the configuration.
Conversely, the coloring has a combinatorial nature depending on the type of the grid and in no way on
the orthogonal arrangement of the lattice. A good coloring is then defined by a relationship between
indices. A 4-valent grid is 2-chromatic, so the set V of vertices of the above defined “G grid can be
partitioned into two subsets V, and V; such that V, ={ (i}, i;)e V : i;+i, =k (mod 2) } to yield a
bipartite graph. A 6-valent grid is 3-chromatic, so the set V of vertices of the above 6G grid can be
partitioned into three subsets Vo, V,, V> suchthat V,={(,, i;)e V : i;j+i; =k (mod 3) }. A 3-valent
grid is 2-chromatic and the set V of vertices of the above 3G grid of Fig. 6.1.2(a) admit the same
colouring as in 4G since 3G can be defined from 4G by the removal of any edge ((i;. i5). (i;, i, + 1))
where (i; = i, (mod 2)) and since this removal preserves the colouring of 4G ; but besides, conceming
the 3-valent grid 3G, in Fig. 6.1.2(b) a good 2-colouring is readily induced by the 3-colouring in 6G
since for instance in 3G, we have : 3V, =V _V, =V, uV,. Finally the configurations (63)G and
44)G (Fig. 6.1.3-4) are readily 2-coloured by the bipartition of the set of vertices into both species,
that is, switches and processing nodes.

7.3 Hexagonal system

A hexagonal system is set up as follows (Figure 7.3.1). Let Oq & a3 be a system of three axes 27/3
apart going through the origin and denoted counterclockwise. Let M be any point in the plane and «;,
;. a; the three lines through M parallel to the respective axes ; a; meets @ and a3 in M; and M’ ;
a, meets @; and g, in M; and M’; ; a; meets g, anda, in M; and M’,. Let h; (resp. #';) be the
abscissae of any M, (resp. M’;). The triplet (h, h;, h;) (resp. (B, h';, A'3)). relative to M, defines
such a hexagonal coordinate system ("HCS"). Note that there exist other ways of setting an HCS, for
example reversing one axis would define another consistent HCS. Nevertheless, our "isotropic" choice
yields only both cases hereto.

(]

w
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(-+4) (++)

(=4

(+=4)

Figure 7.3.1 : Hexagonal coordinate systems

Lemma 7.3.1 Forany point of the plane : (K ;, i3, 3) = (- hy,— by, — hy).

Proof Observing the equilateral triangle OM’ M3, we have : 1A' 1= —h;.

Now, in each sextant is displayed a symbol giving the sign of coordinates for any point inside it. Thus
in particular, in the sextants (+ + —), (- — +) relevant to M’ ;M;, /', and h; have opposite signs.
Hence h';, =—h;.

Two similar argumentations complete the proof «

In the following we shall henc_eforth consider the HCS related to the {M,}, unless mentioned

otherwise.

Theorem 7.3.1 The coordinates (h,, h,, h;) of any M satisfy the dependence relationship :
hy + hy + h3 =0.

Proof Focusing first on case M is lying in sextants (+ + —) or (-~ — +) we must show that :
thy | + Ihy 1 = 1hsl. Equality of relevant equilateral triangles yields :

|h3| = OM3 =OM’3 + M'g M3 =OM2 + OMI = |h2| + Ihl I

Two similar argumentations complete the proof «
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Definition 7.3.1 The setS={¢;,&5,6;)=((1,0,-1),(-1,1,0),(0,-1, 1) } defines an ordered system of
generators for the HCS. Furthermore, the hexagonal lattice is defined as :

V={(hj.hy,h3)€ Z3 : hy+ hy + h3 =0}

and spanned by S.

011

Figure 7.3.2 : A system of generators for the HCS
The generators &;, &, €; of S are defined as in Figure 7.3.2 from the construction of the HCS, that is,
with the point M respectively on @;, a;, a; axis and, on the other hand, in order that a primitive cell

have a unit area. The lattice is labelled accordingly, as shown in Figure 7.3.3. Those indices are closely
related to the Bravais-Miller indices in crystallography [7].

_0 _0_ _O_ ._
330 231 132 033
_. -. _0_ .- O_
321 220 121 022 123
[ ] ® [ ] . ® [ ] [ ]
312 711 110 011 112 213
. [ K J ® ®
303 202 101 000 101 202 303
® i
2 0f1 110 211 312
1232 022 121 220 321

[ ] [ ] ® ®
033 132 231 330

Figure 7.3.3 : Labelling the lattice in hexagonal coordinates

I
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Proposition 7.3.1 Forany vertex (h;,hy h3)of V i by —hy =hy —hz =h; — h; (mod 3).

Proof The relation holds at the origin then we prove that by induction. Any vertex (4;, b, h3) is
surrounded by six vertices (h';, /5, o' 3) with 'y = by + 8, where & € {-1,0, 1} provided that 36, =0.
This implies : 8, — & =8, — §; =83 — 6, (mod 3). Hence the relation holds for any (', A’ 5, /'3) ¢

The proposition allows to partition V' into three subsets V; (k=0,1,2) where V, = {(h;,hy.h3)e Z7:
h; — hy =k (mod 3)}. Moreover, this partitioning yields a good 3-coloring of V within the 6-valent
grid (for general results on color groups. the reader is referred to Senechal [26]).

As for the CCS, once the HCS is set up, the different types of grids can be defined afterwards. Compare
the definitions below with their (isomorphic) grids in Section 7.2. The hexavalent grid 6G is defined as

follows : 6V =V and any vertex (h;,h,, h3) is connected to six neighbours (h;+8;, hy +6,, hy+ 63)
where the &, are as above. Any trivalent grid G, of Figure 6.2.3 can be defined in a concise way by :
3Vy=V -V, and any vertex A of Vi,  (moq 3) is connected to three neighbours k& +¢;, h+¢;, h+ &;.

Any semiregular grid (3.6)G, of Figure 6.2.4 is simply defined by 36V, =V and any vertex of V, is
connected to the six corresponding neighbours of the above ¢6G.

Of course, the triplet of 4-valent grids 4G, (k=1,2,3) embedded in 6G according to Figure 6.2.1 can be
defined in this way. But it is more interesting to show that é 2-fold basis G, can be assigned to ‘G,
following a straightforward rule in the HCS. Consider such a 4-valent grid G, defined as a spanning
subgrid of G by removing one direction of edges, say the direction of g; axis.

Figure 7.3.4 : A 2-fold system assigned to a 4-valent grid
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Let us refer to the HCS in Figure 7.3.1 and remove the corresponding axis (included the parallel line
;). Then o, meets a3 in M; and a3 meets & in M. Unfortunately, M’, does not belong to our
standard HCS. However, its abscissa satisfies /’'; =~ h; from Lemma 7.3.1 and as shown in Figure
7.3.4. Hence, from the system of generators S, we can extract a 2-fold basis B;. Any point M with
coordinates (h;, h,, h3) in S is now defined by (—4,.., h3) in the new basis B, ={(-1..,0), (0,.. 1)}, the
dot meaning that the irrelevant indice is omitted. Thus it is now easy to define a 4-valent grid exactly
as it was done in the CCS. Here for 4G, we have : 4V, =V and any vertex (A;. .. h3) is connected to
four neighbours (hy £ 1.., hy)and (h;, ., h3 £ 1).

In a similar way, removing a, axis yields M — (h;,—h;,. ) in B; ={(0,..—-1), (1,.,0) } and removing
a; axis yields M — (., hy,—h3) in B; ={(..0,-1), (.,1,0)}, M lying in the whole plane.

=N /

30 21 1.2 03

¥. A

Figure 7.3.5 : Two-fold labelling in the HCS

74 Correspondance between Cartesian and hexagonal systems

In spatial applications a point is usually expressed by its coordinates in the Cartesian system.
However, the 2D scene may be partitioned into hexagonal cells whose control is assigned to a network
of processing nodes, following a divide-and-conquer allocation strategy. In this case the HCS fits well
the hexagonal tessellation. But a correspondence between both systems should be somehow set up. Let
Oxy be the CCS with Oxon Oa;. Let M — h=(h;, h,,h3) in the HCS as above and M — u=(x,y)
in the CCS as shown in Figure 74.1.

(®
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++)

-4

-4

Figure 7.4.1 : Cartesian and hexagonal systems

Lemma 7.4.1 The comespondence between coordinates of any M in HCS and CCS is given by :
h=A u where:

Proof Immediate ¢

Often it will be interesting to settle the correspondence with only a 2-fold subset of A. A typical
example is illustrated by the previous decomposition of 6G into three 4-valent grids.

Corollary 7.4.1 For any subset A,,=(h,,h;) of A, the inverse correspondence between CCS and
HCS is given by u=A ,; h,, where:

1 - - |
A= Oﬁ 3= N 0 Au= Lo
2 2 2 2 .
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8 Conclusion

The purpose of this paper was to reduce the apparent disorder prevailing in the world of grids and,

consequently, to help future developments in the topic of massively parallel architectures. A huge
material required as a background was borrowed from manifolds fields, so the content of their
contributive part has just been outlined in our concern. In particular, just a little bit of tiling and
pattern theory was used : rich results of regular graphs did not serve once ; a thorough inventory of the
seventeen wallpaper groups in crystallography was discarded : while a lack of use of Cayley's
representation, yet acknowledged as a useful tool for analysis in discrete groups, can be notified. Hence
this attempted terminology suffers somewhat from weakness and much would remain to be done. But
our proposal was first and foremost enumerative, so we merely hope it may serve as an introductive
startpoint for further developments in the topic.
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