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Approximation dans ’espace de Hardy de
fonctions L?P sur un sous—ensemble du cercle

Résumé : Nous étudions ’approximation de fonctions L? par des fonctions de
I’espace de Hardy H? sur des sous—ensembles du cercle. Nous établissons tout
d’abord des propriétés de densité des classes de Hardy sur ces sous—ensembles,
puis nous considérons une généralisation des problemes extrémaux classiques
en présence de contraintes en norme sur le sous—ensemble complémentaire.

Mots-clé : espaces de Hardy, problemes extrémaux duaux, extension de
Nehari.



Hardy approximation to LP functions on subsets of the circle 3

1 Introduction

The issue under investigation here may be considered as a generalization to
arbitrary subsets of the unit circle T of classical extremal problems in Hardy
spaces of the unit disk. More precisely, if K is a subset of T and if we denote
its complement by T\ K, the question we address can be stated as follows.

Forp > 1, let us be given f € LP(K), h € L?(T\ K), and M > 0. We want
to find g € H? whose distance to h in LP(T\ K) does not exceed M and which
is as close as possible to f in the LP?(K) metric under this constraint.

When K = T, then A and M play no role and we recognize a standard
(dual) extremal problem (see e.g. [6, chap.8], [8, chap.IV], [11, chap.VII]). We
shall refer to the above generalization as a bounded extremal problem. If K
is not of full measure and p < oo, traces of Hardy functions turn out to be
dense in LP(K). Hence, unless f is already the trace of a Hardy function, the
constraint ||g — h||z»(mx) < M is needed for the problem to be well-posed ;
the case where p = oo is slightly more complex, as we shall see, but behaves
similarly provided f and K are regular enough.

We shall begin in section 2 with a somewhat detailed analysis of traces
of Hardy functions on subsets of T. Then, in section 3, we show that well-
known existence and uniqueness properties of solutions to standard extremal
problems do generalize to bounded extremal problems, and that a bounded
extremal problem reduces to a standard one when p = oco. We shall be wor-
king entirely on the disk, but it is clear how to derive half-plane versions of
our results, either by direct inspection or using conformal mapping (see e.g.

[10, chap.8]).

Part of the authors motivations for studying such problems originates with
some questions in identification of linear dynamical control systems that we
would now like to describe. A linear time—invariant dynamical control system,
or simply a system, is a convolution operator associating to an input function

RR n"2377



4 L. Baratchart, J. Leblond & J.R. Partington

u : [0,400) — R an output function y : [0, +00) — R given by

y0)= [ (e = () dr,

where 7 : [0,00) — R is called the impulse response of the system. As a
general rule, restrictions on the growth of the impulse response express various
boundedness properties of the input-output map v +— y, and a connection with
complex analysis can be made when r is of exponential type, so that we may
consider its Laplace transform :

which is analytic for Re s large enough and is called the transfer function of
the system. This is where Hardy classes arise in connection with two impor-
tant kinds of stability. The first is the boundedness of the input—output map
L?[0,00) — L?[0, 00) which occurs if and only if F belongs to H> of the right
half-plane ; the corresponding operator norm, that is the maximum rate of
energy transmission, is then precisely ||F||». The second, appearing in a sto-
chastic context, is the variance of the process generated by the system when
the input is a white noise ; this variance is finite if and only if F belongs to
H? of the right half-plane, and it is then equal to | F|lz. If 1 < p < 2 and ¢
is the conjugate exponent, we get more generally from the Hausdorff-Young
inequalities that F € H? when r € L?[0, 00) but there is no longer such a nice
interpretation for the norm.

Now, if r € L'(RT), a common way of identifying a system from experi-
ments is to plug a periodic signal with frequency w into it as this produces
asymptotically an output which is also periodic and whose phase and modu-
lus are those of the complex number F(iw). However, due to the bandwidth
limitation of the system and also to the restricted domain of validity of the
linear model, the points iwy at which the transfer function can be evaluated
are confined within a certain range of frequencies 2, say, and only some rough
information on the roll-off rate at higher frequencies is available. To recap,
we have a description of the H? function F on 2 which is accurate up to
experimental errors, and an expected behaviour of the same function outside

INRIA



Hardy approximation to LP functions on subsets of the circle 5

) which need not be exceedingly precise. When trying to recover a plausible
model from these data, we are naturally led to consider the bounded extremal
problem stated before except that the setting is now the half—plane, and par-
ticular instances of this question were studied for p = 2 in [12] and [1] both of
which emphasize the connections with system—theory. Note that the standard
extremal problem with p = oo (also known as the Nehari extension) already
plays an important role in robust identification and has been extensively used
in control for several years (see e.g. [7]). In addition, it should be observed that
the above identification scheme can be turned into a design procedure helping
one to decide how feasible a given frequency behaviour may be.

There is of course much more to approximation in this identification scheme
because F has to be reconstructed on €2 from pointwise values. For details on
how this merges into the framework of robust identification discussed in [9]
and [15], we refer the reader to [4].

As a final remark in this section, observe that if the subset K is invariant

under conjugation and f and h are real-symmetric, namely if f(z) = f(Z) and
similarly for A, a best approximant g in our problem can always be chosen so as

to be real-symmetric since 3 (g9(2) + g(z)) does the job as well ; if moreover we

know that such a g is unique, we conclude that the best approximant is in fact
real-symmetric. Since transfer—functions are real-symmetric, such a property
is mandatory for system—theoretic applications.

2 Some density results

We first fix a few notations. If £ is a set and F C E, we write E \ F' for the
set—theoretic complement of F' in . When F is a topological space, we let as

usual F and 13" be respectively the closure and the interior of F' in F ; further,
C(E) will denote the space of continuous complex—valued functions and Mg
the space of complex Borel measures on £. Call T the unit circle and D the unit
disk. We let A be the Lebesgue measure on T and, for 1 < p < oo, we designate
by H? the Hardy space with exponent p of the unit disk while A stands for
the disk algebra. For E C T, we denote by L?(FE) the familiar Lebesgue space

RR n"2377



6 L. Baratchart, J. Leblond & J.R. Partington

and by ||.||z»(g) the corresponding norm. If f is a function defined on some set
containing F, the symbol f|, indicates the restriction of f to E, and we write
without ambiguity || f||z»(z) for the norm of this restriction. Accordingly, we
set H‘p to mean the space of traces on £ of H? functions and we define A,
similarly. Whenever f is defined on F and h is defined on T \ £, the notation
f V his used for the concatenated function which is defined on all of T.

Since H? is a closed subspace of LP(T), the distance from f € LP(T) to H? is
positive unless f € H?. The corresponding approximation problem on a subset
of T which is not of full measure behaves quite differently :

Theorem 1 Let K be a subset of T such that A(T\K) > 0, and let1 < p < 0.
(i) HY. 1s dense in LP(K).

(ii) If K is closed, A, is dense in C(K).

(i3) If N(K) >0, Ay, # C(K) and Hf, # L*(K).

Proof : let ¢ be conjugate to p, and assume that f € L4(K) is orthogonal to
Hﬁ(. This may be expressed as

/(fvo)gd/\:o, for all g € HP.
T

In particular, the Fourier coefficients of f V 0 of negative index are all zero so
f V0 € Hi. Since it vanishes on a set of positive measure, namely T \ K, it
must vanish identically. This proves (7).

Since K does not separate C, (¢7) is immediate from Mergelyan’s theorem [19,
thm.20.5].

To prove (73i), we need only construct f € C(K) which is not the trace on K
of a function in H'. This will certainly be the case if f is nonzero but vanishes
on some subset of K of positive measure. Since we assume now that A(K) is
positive, we can construct by dichotomy two disjoint subsets Ky, K5 of K,
closed with respect to K, such that A\(K7) > 0 and A\(K3) > 0. Being a metric
space, K is certainly normal hence, by the Tietze—Urysohn extension theorem
[19, thm.20.4], there exists f € C'(K) which is identically 1 on K; and zero on
KQ. |

Remarks

INRIA



Hardy approximation to LP functions on subsets of the circle 7

(a) The assumption that K is closed is necessary in (77) : if K is dense in T,
then the distance from f € C'(T) to A is equal to the distance from f|,  to A,.

(b) If A(K) = 0, then LP(K) reduces to the zero space and we have
LP(K) = Hﬁ( = {0}, so the second half of (7i7) becomes trivially false. More
subtle is the fact that the first half of (¢ii) also becomes false. Indeed, if K is
closed and A(K') = 0, a theorem of Rudin asserts that C(K) = A .. A proof of
Rudin’s result can be found in [10, ch.6], where three other ways of establishing
(1) are also given, one resting on Runge’s theorem, another on the F. and M.
Riesz theorem, and a third on Wermer’s maximality theorem. Quoting [10],
(77) “is a very old theorem which has a variety of proofs”. The short argument
above, based on Mergelyan’s theorem, was suggested to the authors by E. B.
Saff. One may also appeal to another deep result due to Levinson on sums of

exponentials [20, IT1.2,thm.II).

(c) When K # T, note that (i) follows readily from (ii) as applied to K
and from the density of C(K) in LP(K). For K an interval, assertions (i) and
(77) are stated in [12] for the half-plane rather than the disk with reference to
some work by P.Ya. Nudel’'man.

In [16], an approximation procedure is given which is strongly related to
theorem 1 :if 1 < p < oo and Pg» : LP(T) — H? denotes the natural
projection, one can associate to every function g € H? a family of H? functions
depending on a real parameter p > 0 by setting

T,(9) = phy Pur (X gﬁp) ) (1)

where x, denotes the characteristic function of K and h, € H* is the outer
factor

et — 2

t(e) = exp {1 togt1 4 0) [ S 2 ar) )

It follows from [16, thm.1] that 7),(g) converges to g in H? when p goes to
infinity. Now, formula (1) makes perfectly good sense for any g in LP(K) -
the values of g outside K being irrelevant — and we elaborate on this result to
obtain a constructive version of part (7) of theorem 1 in the case where p > 1 :

RR n"2377



8 L. Baratchart, J. Leblond & J.R. Partington

Proposition 1 Let K be a subset of T such that A(T\ K) >0 and let1 < p <
oo. For f € LP(K), define T,(f) € H? by formula (1). Then T,(f)|, converges
to f in LP(K) as p goes to infinity.

|x

Proof : observe that |h,|*> =1/ (14 px,) on T, hence

p . p -
WTo Moy = =5 WPar O £ Rollleriae) < —g== 1Par O £ o)y

PCy 7 PCy
< - h r( ==
> \/m ||XA f P”L () 1 +P
where the constant C), is given by the M. Riesz theorem on projections from

LP(T) to H? (see e.g. [10, chap. 9]). The family T}, is thus a uniformly bounded
family of operators on L?(K), converging pointwise to the identity on H by

I3
[16, thm.1]. Since Hf_is dense in LP(X) by theorem 1, the conclusion follows
from Ascoli’s theorem. |

| fllzeczy < Cpll fllr(x) 5 (3)

When p = 2, a more elaborate process was derived by Van Winter in [21]
to recover Hardy functions on the half-plane from their values on a semi—axis.
This theory, based on Mellin transforms, has been generalized by Rosenblum
and Rovnyak in [18] so as to deal with values on arbitrary Borel subsets of the
real line and we shall briefly account for their results while carrying them over
to the disk.

Assume that K C T is such that A(K) and A(T \ K) are positive. We first
introduce an auxiliary function :

1(e) = —exp{; / e““dt}, ()

et — 2

which is clearly analytic off T. For instance, when K is the arc (%, i), (4)

defines the function _
z — eit i(02 — 61)
T et X 2 )
By a classical theorem of Fatou and well-known properties of conjugate func-
tions (see e.g. [10, chap.3,6]), the argument of the exponential in (4) has non-

tangential limits from inside the disk almost everywhere on T, and these limits
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Hardy approximation to LP functions on subsets of the circle 9

have imaginary part —7 on K and 0 on T \ K. Hence 7 itself has non tan-
gential limits a.e. on T, that are positive on K and negative on T\ K. Since

¥(1/2) = 7(z), the same limits exist from outside the disk as well, and will
serve as a definition of 7 on T. For p > 0, we shall further partition K into

K, :={e’ € K; 7v(¢) > p} and K, :={e” € K; ~(e*) < p}.
Now, a summary of [18] is contained in the following two assertions.

Assertion (a). If F € L*(T) is such that e™F also belongs to L*(T), the
function S(F) given by

S(F)(Z) = \/22_71- _7; 7(6:3 : Z(Z),Y(Z)I/Zi’y(e”) F(eit)eit dt (5)

belongs to H2. Moreover, we have :

IS(Elz2xy = |1 Fllz2ny and  [|S(F)[2nx) = €7 Fl[z2(ry- (6)

Assertion (b). Conversely, for every f € L?(K), we can define a function

R(f) € L*(T) such that R(f)(e®) is equal to :

. it i6
2 . . ye ) — y\re it\—1/24iy(re'® i %
7o <111{1_ /K + 111{1+ . ) ( e“)t — riw ) y(et)TH2HIET) f(eity it dt |
T 1+ T 1
(7)

where the limit exists in L*(T). We have e™ R(f) € L?(T)if and only if f € H|2K,
and in this case f = S(R(f)) where S is given by (5).

Using the conformal map z(s) = (¢ — s)/(¢ + s) which induces an isometry

gl(s)

from H? onto the corresponding Hardy space of the upper half-plane, we
leave it to the reader to check that assertions (a) and (b) above are merely a
rephrasing of [18, thm. 2]. In the same vein than before, though less explicitly,
one can derive from what precedes an approximation procedure in L*(K) :

RR n"2377



10 L. Baratchart, J. Leblond & J.R. Partington

Proposition 2 Let K be a subset of T such that A(K) > 0 and A\(T \ K) > 0.
For f € L*(K) and p > 0, define S,(f) € H? by

S,(f) == S(xak,, R(F), (8)

where the meaning of R and S is given by (7) and (5). Then S,(f)|, converges
to f in L*(K) as p goes to infinity. If, moreover, f = g, with g € H?, then
S,(f) converges to g in H?.

Proof : since R(f) € L*(T) by assertion (b) and v is negative on T \ K, we
see that e™xmx,, R(f) belongs to L*(T) by the definition of K,, . Therefore
S, : L*(K) — H? is well-defined by assertion (a). Assume first that f = g,
where g € H?. Then e™ R(f) belongs to L?(T) and g = S(R(f)) by assertion
(b). Thus, it follows from (8) and (6) that

||9—Sp(f)“?:2(m = ||S(XK0+R(f))||%2(1r) = HXK,,+R(f)||%zm+||e’r"’pr+R(f)||%z(T)

which tends to zero when p tends to co by monotone convergence. This proves
the last assertion of the proposition. Next, observe that (7) defines R as a
pointwise limit of bounded operators from L?(K) to L?(T). Thus, the very
existence of the limit for every f € L*(K) implies that R is bounded by the
Banach—Steinhaus principle. When f € H|2K, then f = S(R(f)), by assertion
(b) and we get from (6) that ||R(f)||z2(ry = ||f|lz2(x)- Since H‘ZK is dense in
L*(K) by theorem 1, we deduce that R is an isometry. Therefore, using (8)
and (6) again, we obtain for every f € L*(K) :

1Sp(Dllz2xy = Ixnk,, B2z < NB(Hz2my = [1Fllz2x)- (9)

Consider the operator

S, L*(K)+— L*(K)

Ix
manufactured from S, followed by the natural restriction. Equation (9) shows
that it is a contraction. The family S Pl is thus a uniformly bounded family of

operators converging pointwise to the identity on H|2K by the first part of the
proof. As in proposition 1, the conclusion now follows from Ascoli’s theorem. m

Observe that theorem 1 leaves out the case p = oo, and this is no accident
as the next result shows.

INRIA



Hardy approzimation to L? functions on subsets of the circle 11

Theorem 2 Let K be a subset of T such that \(K) > 0.

(i) H7Y is not dense in L>(K).

(11) If K 1is open, the closure of Hp2 in L*>*(K) is contained in Hpe + C(K).
(117) If K is a proper closed subset of T, the closure of HP? in L>*(K) contains
(H% + C(T)) -

Proof : we will denote by P,() the familiar Poisson kernel :

B 1—1r2
" 1—27 cosf + r2

P,.(0) : ,for0<r<land0<6<2r.

Let us also define two positive measures v; and v, on T by
dvy = X, dA and dvy = (1 — x,.)dX.

Next, we consider a Blaschke product :

= &, a,—=z 4
b(z) == 2 - ith a, =7, e and 1—r, . (10
(z) ==z nl;Il o T— s with a, =r,€e"" an zn:( r,) < oo. (10)

Since |b| = 1 almost everywhere on T, the distance from l_7| « to HY is at
most one. Denote this distance by d(b, H‘”‘:), and assume it is less than one.

Then, there exists h € H> and 1 < 1 such that |b — h| < n almost everywhere
on K or equivalently such that

|1 —bh|<n ae. onK. (11)

Since bh lies in H*, we get from the Poisson representation formula

]_ ™ .
0 = bh(an) = 2_/ P, (6, — t)bh(e') dt,
mwJ—7

so that
! [P0~ t)b(eya (t)‘ ‘ ! [ P0n — 0y bh(e®) dun(t)
a T n € v = |5 T n € v .
27 -7 " ! 2T -7 " 2

(12)
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12 L. Baratchart, J. Leblond & J.R. Partington

Now, we have on the one hand

1 4 i 1 ™
o [ Pe(On = W) din®) < Il 3= [ P (6 — 1) doa(t),

- (13)
while on the other hand (11) implies

v

o [Pt = 00hey 0] 2 5= [P0 — ) Relbh(e")] ()

(14)
> (1-1) QL [ P~y (o),

T J—7
Because of (12), (13), and (14), we get

™

1 1 ™
(1=m 5= [ Pu@u=) () < Ihllrwemr 5= [ P (Ou—t)dus(t). (15)

To prove (i), we will design our Blaschke product b in such a way that (15)
becomes absurd, thereby contradicting (11).

By Lebesgue’s theorem, v; has derivative x, almost everywhere with respect
to A. Since A(K) > 0, there exists a point e!® of K where vy has a derivative
which is equal to 1. At such a point, 1, also has a derivative which is equal to
0. In formula (10), let us choose the a,,’s so that a subsequence (c,, ) converges
nontangentially to e®. If we set n = ny, in (15) and invoke a well-known theo-
rem of Fatou (see e.g. [10, chap.3]), the integral in the left hand—side goes to
27 if k goes to infinity whereas the integral in the right hand—side goes to 0,
yielding 1 — n < 0. This contradicts the definition of 7, thereby showing that
d(b, H %) = 1. We have thus established (z) in the following more precise form :
each time the zeroes of a Blaschke product b accumulate nontangentially at
some density point of K, the function l_v‘ . 1s badly approximable from H e

Note that we used no special property of the Blaschke product b beyond the

fact that it is invertible in L>°(K) and has many zeroes. Actually, a closer look
at the proof shows that a slightly more general statement holds true, namely :

if f € H* is such that || f| ge~(m) < 1 and f‘;{l € L>(K), and if moreover
the zeroes of f accumulate nontangentially at some density point of K, then

INRIA



Hardy approximation to LP functions on subsets of the circle 13

d(f~' Hig) > 1.

As a first step in the proof of the remaining assertions, we show that (15)
again becomes absurd as soon as the a,’s accumulate at a point e® which is
interior to K. This is not a consequence of what precedes because we do not
assume this time that the convergence is nontangential, and this is the reason
why we need the stronger hypothesis that e is an interior point and not
merely a density point. Using the previous sequence of inequalities, we shall
give a short proof of this fact. However, it should be noticed that it also follows
from a classical result, namely that every H? function with non-negative real
part on an arc has an inner factor which is analytic across this arc [8, II, ex.14]
(in view of (11), all we have to do is to apply this to bh € H*).

Assume therefore that some subsequence () converges to e EI% ; thus,
there exists o > 0 such that

{e"; g —0o<t<by+o} C K,

and we have that 6,, € [0 — 260 + %] when £ is large enough. For such a k,
we get from the monotonicity of the Poisson kernel with respect to 6 that

1 6o —0 1 T
[ PO = tydtt o [* P (B0~ ) A< P, (0/2)  (16)

27 J-x 27 Jog+o

hence also

1 6o+o
/6 Py, (0n, —t)dt > 1 - P, (0/2). (17)

Tn
27[' 0—0 k

If we set n = ny in (15) and use (17) and (16) to minorize and majorize the
left and right hand—side respectively, we get

(1 =n) (1 =P, (0/2)) < [hllz=m\x) P, (9/2),

which again contradicts the definition of n, for P,, (o/2) tends to 0 when &
goes to infinity.

Recall j € H™ is said to be inner if |j(e”)| = 1 almost everywhere on T.

Our second step toward the proof of (i) will be to show that if j is inner and
d(j,Hf;) < 1, then j is continuous at every interior point e’® of K. When j

RR n"2377



14 L. Baratchart, J. Leblond & J.R. Partington

is a Blaschke product, this follows from the fact that the zeroes of ; cannot
% by what we have just seen in the first step, and from the
well-known analytic continuation properties of Blaschke products (see e.g. [10,

accumulate at e

chap.5]). For the general case, we use Frostman’s theorem (see e.g. [8, II, cor.
6.5]) that Blaschke products are dense in the set of inner functions : if b is
sufficiently close to j, then d(b, Hf}j) < 1 and b is continuous at €. Since j is
the uniform limit of such b’s, we are done.

We are now in position to demonstrate (i¢). Let C be the closure of H%
in L>(K) which is a closed subalgebra of L>(K). Since the restriction map
Mg : L=(T) — L*(K) is continuous, D := II:*(C) is a closed subalgebra of
L*>(T) containing H* and, by the Chang—Marshall theorem [8, IX, thm 3.1],
there is a set J of inner functions such that

D = [H>,J]. (18)

Let f be a function in C. From (18), using the classical trick hib; + hoby =
(h1by + hoby) byby for inner by, b, there exist a sequence (h,) of H* functions
and a sequence (b,) of functions of J such that

lim h, b, = f in L™(K). (19)

n—oo

Clearly, any element b, of J satisfies d(b,, Hf;) = 0. Because K is now assu-
med to be open, it consists entirely of interior points so that b,, hence also by,

are continuous on K by what we saw in the second step above. This proves in
particular that C C H/ + C(K), which is (i7).

Finally, it is clear that (i7i) is a consequence of part (7i) of theorem 1. =

We end up this section by showing that the approximants provided by
theorems 1, 2 and propositions 1, 2 are bound to have wild behaviour outside
K. Recall that H? is reflexive for 1 < p < oo whence balls are weakly compact,
and that H> is weak—* closed in L>(T) whence balls are weak—* compact.
Moreover, balls are also weak—* compact in H' when imbedded in the space
M of complex measures, as this is essentially the content of the F. and M.

Riesz theorem (see e.g.[11, VIL.AJ).
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Hardy approximation to LP functions on subsets of the circle 15

Proposition 3 Let K be a subset of T such that A(K) > 0, and f be in
LP(K), with 1 < p < co. Suppose (g,) is a sequence of H? functions such that
Gn|, converges to f in LP(K). If f is not the trace of an H? function, then

limnaoo ||g1L||LP('II‘\K) = Q0.

Proof : suppose the conclusion does not hold. Extracting a subsequence
if necessary, we may assume that (||g,| rr(r\x)) is bounded, hence that (g, )
is bounded in H?. Then there exists a subsequence (g,,) converging weakly
(weakly—* if p = 1 or p = 00) toward some g € H?. Consider first the case
where p # 1. Then it is clear that (gnk‘h_) converges weakly (weakly—* if p = o0o)
to g|, in LP(K), and since it also converges strongly to f by hypothesis, we
get f = g a.e. on K so that f € Hﬁ_. Suppose now that p = 1. We still want
to prove that f = g a.e. on K in this case. The weak—* convergence of (g,,)
means here that

klim /gnkw d\ = /gw d\x for all w € C(T). (20)
h—00 JT T

Upon multiplying f, g, and g,, by €, we may as well assume that g(0) =
9n, (0) = 0, for weak—* convergence is preserved by this multiplication since
e € C(T). In this case, g and g,, are orthogonal to H* because the Cauchy
formula implies

/gv d\ =271g(0)v(0) =0 whenever v € H™,
T

and similarly if g is replaced by g,,. Therefore, (20) remains valid for w €
H™> + C(T). Now, every measurable subset of T is almost everywhere the zero
set of some function in H* +C(T) [2], so there exists wy € H>+C(T) with the
property that wy(e®) = 0 a.e. on T\ K and wy(e”) # 0 a.e. on K. Note also
that wow € H* + C(T) whenever w € H* + C(T) for the latter is an algebra
(see e.g. [8, IX,thm 2.2]). Since the support of wow lies in K, we conclude that

b—

/gwow d\ = lim /gnkwow d\ = lim / Gn Wow dA =/ fwowdX  (21)
T k—oo JT k—oo JK K
for any w € H>® 4 C(T). We obtain in particular

/(g—fVO)wOwd/\zo for all w € C(T).
T
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16 L. Baratchart, J. Leblond & J.R. Partington

This implies that (g — f V 0)wy = 0 a.e. on T, and since wy is a.e. non zero on
K, we get f = g, as desired. [ ]

Proposition 3 formalizes a basic principle to characterize traces on K of H?
functions that can be illustrated at several places in the literature : assuming
that K and T\ K have positive measure, construct for each f € L?(K) a family
(g,) of H? functions such that :

(i) gp|x converges to f in LP(K) when p tends to some value py,

(ii) g, converges in H? as p — py whenever f € Hf .

Then, f € Hﬁ_ if and only if ||g,| z»(m), or equivalently ||g,||zs(1\ k), Temains
bounded.

Though not explicitly stated, this approach is taken in [16, thm.2] where it
is observed that the boundedness of the family 7,(f) as p — oo is a necessary
and sufficient condition for f to belong to H? . The fact that (i) is satisfied in

lx
this case is just proposition 1.

A further example lies with the work in [18] where the condition e™ R(f) €
L3(T), which is necessary and sufficient for f to belong to H‘ZA , is equivalent
to the boundedness of ||S,(f)|[z2(r) When p increases indefinitely. Proposition
2 asserts that (i) and (ii) are fulfilled here as well.

Yet another instance of this kind of characterization is implicit in [12,
thm.4.1]. The problem considered by these authors on a half-plane translates
to the disk as follows : given f € L?*(K), where K is an arc of T, and some
constant p > 0, find g, of minimum L?*(T\ K )-norm among those g € H? such
that ||f — g|lz2(x) < p- By construction, the family (g,) satisfies (i) and (ii)
with po = 0 and the above mentioned theorem asserts that f € Hi_ if and
only if ||g,||z2(r) remains bounded as p goes to zero.

A closely related and somewhat dual problem was studied in [1] where we
are still given f € L?*(K) and some constant p > 0, but we want to find
this time g, minimizing ||f — g||z2(x) among those g € H? whose L*(T \ K)-
norm is at most p. Again by construction, the family (g,) satisfies (i) and (ii)
with py = oco. If one expresses that g, remains bounded using the formulae
given in [1], he will recover a characterization of H ‘ZA _ which was established
in [17] in a different manner. It is interesting to note that these formulae are
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Hardy approximation to LP functions on subsets of the circle 17

asymptotically equivalent to (1) where p = 2, though the latter was introduced
in [16] without reference to best approximation.

The two questions above, namely those considered in [12] and [1] respecti-
vely, can be recast as particular cases of a generalized dual extremal problem
which will be our object of study in the remaining of the paper. As was stres-
sed in the introduction, this issue also comes up naturally in identification of
linear dynamical control systems.

3 Bounded extremal problems

The question we address is the following :

Problem 1 Let K be a subset of T of positive measure and p be such that
1 <p<oo. For f € LP(K) and h € LP(T\ K), define a subset By, of H? by

By =19 € H?, |h = gllrm\x) < M},

where M is a positive real number. We seek gy € By, such that

|f = gollzrx) = min If = 9llzex) - (22)
HEBM,h

Such a problem we call a bounded extremal problem. When K = T, we see
that h and M play no role and that Bﬂ’l’h = HP so we recognize a classical
(dual) extremal problem for which the following facts (see e.g. [8, IV]) are
well-known :

(a) a solution does exist ;

(b) the solution is unique for 1 < p < o0 ;

(¢) when p = oo, the solution need not be unique but is unique at least if
f € H>® + C(T), and the error function |f — go| is then constant a.e. on T ;
(d) when p = o0, gy is continuous as soon as f is Dini-continuous (the
Carleson—Jacobs theorem).

Our objective, in this section, is to carry properties (a), (b), and (c) over
to general bounded extremal problems, namely when K # T. As we shall see,
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18 L. Baratchart, J. Leblond & J.R. Partington

property (d) has no straightforward generalization.

Standard proofs in the case where K = T rely on duality in Hardy spaces,
interpreting the infimum in (22) as an operator norm (see e.g. [6], [8], [11]).
Although such an interpretation is not available here, it can be replaced by
strong convexity properties if 1 < p < oo and, if p = 1, by combining diffe-
rentiation with more refined results on Douglas algebras due to Axler. When
p = oo — and this may not be too surprising since the 1> norm decouples
the behaviour on K and T\ K respectively — problem 1 reduces, though in an
implicit manner, to a classical extremal problem that we introduce now.

Problem 2 Notations being as in problem 1 with p = 0o, let w, be the outer
factor whose modulus is 1 on T\ K and p on K :

1 e + 2
wy(z) 1= exp {ﬁ log p /K TR dt} ; (23)

where p 1s a positive constant. Assume that the infimum in the right hand-side
of (22) is positive and call it B.. We seek vy € H> such that

1(FV Ry s — wollimgy = min [(FV Wwse —ollgy. (24)

Note that problem 1 is trivial if there exists g € Bﬁd’h such that f = g|,., since
g is then the unique solution. Also, when A(T \ K) = 0, our results reduce
to (a), (b), and (c) above which are already well-known. Observe that, for
1 < p < o0, it follows from theorem 1 that Bﬁ/{,h # (). However, when p = oo, it
may happen that By, = (), in which case problem 1 obviously has no solution.
This will not occur if h belongs to the closure of H? in L*°(K) (see theorem 2
for a partial characterization of this closure). We shall rule all these cases out
when stating our theorems. In particular, the number (., in problem 2 will
now be positive.

Theorem 3 Ifp = oo, any solution vy to problem 2 is such that gy = vo/wﬁi

=]

1s a solution to problem 1 and, conversely, any solution gg to problem 1 gives
rise to a solution vy = gow_m_ of problem 2.
Boo
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Hardy approximation to LP functions on subsets of the circle 19

To state our next result, let us denote by Cﬁ,‘,’h the trace of B‘z’/{’h on K :

Chun =19k 9 € By}

Theorem 4 Concerning the bounded extremal problem stated above as pro-
blem 1 where it is assumed that f ¢ Cy;, and N(T\ K) > 0, the following
assertions hold true :

(1) When p < oo, a solution g, does exist ; when p = oo, a solution g, does
still exist, provided B3z, # 0.

(1i) When p < oo, the solution is unique and satisfies

|k = gollzo(m\ k) = M. (25)

(111) If p = oo, the solution need not be unique nor meet (25) ; however, any
solution satisfies (25) when f belongs to the closure of H in L>(K).

(v) If p = oo the solution gy is unique at least when fV h lies in H* + C(T)
and, in this case, the functions f — gy and h — gy have constant modulus B
and M a.e. on K and T\ K respectively.

Remark
Property (d) of ordinary extremal problems does not generalize to bounded
extremal problems : there is no chance that gy be continuous in general, even
if fV h is very smooth. To see this, assume for instance that fV h is Lipschitz
of order @ on T, 0 < a < 1, and that K = (—6y,0) is an arc. There exists a
polynomial P such that (f VA — P)(£6y) = 0, and it is not hard to see that

(fVh—P) WL is again Lipschitz of order a. In particular, it is Dini—continuous

and, by the Carleson—Jacobs theorem, its best H> approximant in L*°(T), say
ug, is continuous. But we have, by theorem 3, that gy = P 4 ugw7; which

}BOO
is not continuous at +6, unless M = ., that is when the bounded extremal
problem is in fact a Nehari problem. The question as to when this occurs is an
interesting one, to which the authors do not know the answer.

The proofs of theorems 4 and 3 will occupy the remainder of this section.
As another piece of notation, for 1 < p < oo, we introduce the map

¢p: LP(K) — R
given by £ — ||f_§||L"(K)'
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3.1 Existence

In this subsection, we prove (i) of theorem 4.

The set Cj;,, is clearly a convex subset of LP(K). When 1 < p < oo, it will
be enough to show that it is closed to get at the same time existence and
uniqueness of gy from the fact that there is a best approximation projection
on any closed convex subset of a uniformly convex Banach space (see e.g. [5,

3,I1,1,prop. 5 and 8]).

When p = oo, it will also be sufficient to show that C37, is weak—* closed.
Indeed, 1. (§) goes to infinity with [[£||z~(x) so that we may restrict our at-
tention to C37, N B(0, o) where B(0, o) is the closed ball of radius ¢ centered
at 0 in L*(K) and where p is large enough. If C37, is weak—* closed, then
Citn N B(0, o) is weak—* compact because B(0, g) is. Now, 1, is lower semi-
continuous on L*(K) equipped with the weak—* topology because it is the
supremum of the family of continuous functions £ — | [, (f — §)w dA| when
w ranges over the unit ball of L!(K). Therefore, 1., reaches its minimum on
Cizn N B(0, o) hence on Cj;;, by the choice of p.

We now prove the desired closedness properties for 1 < p < oo and p = oo
simultaneously. Denote by ¢ be the conjugate exponent and let H{ := e H¢
be the subspace of H? consisting of functions vanishing at the origin. Since

1 < ¢ < o0, it follows from theorem 1 that Hﬁr\K is dense in LY(T \ K) and it

is then easily seen that the same is true of Hglqr\x'
Now, take w € C};; and write w = g, with g € Bj,, . By duality and using
the Cauchy formula :

M > h=gloem = sup ‘ [ - g)vdx\ = |fwvrea).
v e HY NEK v e H E
IlU”Lq(T\K)gl HU”L“(T\K)Sl

Conversely, let w € LP(K) be such that :

sup
v € Hf
9]l 2o (1 10)<1

/(th)vdA‘ <M.
T
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Then the map L, : H8|T\K — € defined by

(v, ) = /T (wV h) vdA (26)

extends to a continuous linear form on LY(T \ K) whose norm is at most M.
Thus, there exists w' € LP(T \ K) such that ||w'||zrmx) < M and

LoV i) = X w'vd\ for v € H{. (27)
Substracting (27) from (26), we see that the function w V (h — w') belongs

to H? hence to Bﬁ,‘,’h. Consequently, w is in Cﬂh and we have obtained for
1 < p < oo the following characterization :

Chun = N {w e LP(K);
v € H{
V]| Lo x)<1

/wvd/\+ hvd\ < MY}.  (28)
K TNK

When h = 0, this characterization is in the spirit of those obtained on the line
for p = 2 and p = oo in [17, thms.1,4]. It shows that Cj;, is an intersection
of closed sets (of weak—* closed sets if p = 00), and settles the question of the
existence of g if 1 < p < o0.

When p = 1, we can still imbed L!'(K) into Mg but there is a slight
difficulty due to the fact that K is not necessarily locally compact so the duality
between C(K) and Mg may fail. However, there exists a sequence (K,,) of
compact subsets of K such that A(K \ K,,) — 0 (see e.g. [19, thm.2.18]). We
begin with a preliminary result.

Lemma 1 Let(g,) be a sequence of functions converging weakly—* to g in H?.
For E a compact subset of T and f an arbitrary function in L'(E), we have
that

IF = gllzr(zy < liminf || f — gallzr(m). (29)

Proof : upon multiplying all functions by e*, which does not affect the norm,
we may assume that g,(0) = g(0) = 0. Then, as in the proof of proposition 3,
weak—* convergence sharpens to

lim /gnw d\ = /gw d\ forall w € H® + C(T). (30)
T T

n—oo
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Let A(E) denote the closed unit ball of C(FE) endowed with the sup norm. By
the Tietze-Urysohn theorem, and since F is closed, we have A(E) = A(T)
Defining

|-
o

AE) :={ve L™(T); v, € A(E) and v, =0},

this can be rephrased as

—~—

A(E) = xgA(T). (31)

Also, since any function in L*°(T) is the quotient of a member of H* + C(T)
by a Blaschke product [2], we can write

xe =bwg, wg€ H*®+C(T), b a Blaschke product. (32)

Now, we have by duality

1f = 9llzrz) = 16(f =9)l|z2(m) = sup /b(f—g)v d\= sup [(f-glupwdA,
vel(E) T weA(T) /T

where the last equality uses (31) and (32), and we see from (30) that the

argument of the last supremum is just

(f — gn)wgpwdA. (33)

lim
n—od T
To establish (29), it remains to prove that (33) is majorized by liminf | f —
9ull L1 (m), but this follows at once from the inequality

[ = gnywswdr < IIf = gallisce

which is plain if we recall that w € A(T) and that |wg| is a.e. 1 on E and 0 on
T\ E. u

We return to the proof of the existence of gy, and we denote by 3; the
infimum in the right hand-side of (22) where p is set to 1. Let (g, ) be
a minimizing sequence for ¢; on Cj;), where g, € Bj),. Then ||g,|p1(x) is
bounded and, since || — gu|| 1w\ k) < M, (ga) is bounded in L*(T). Hence, we
may extract a subsequence (g,, ) converging weakly—* in My toward g € H.
By the definition of (g, ), we have

7}1_)11'010 Hf - 91L||L1(K) = /61' (34)
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and a fortior:

liminf || f — gu|lr1(x,,) < B1, for each m. (35)
Applying lemma 1 with E = K,,, we get in view of (35)

I f —gllork,.) < P1, foreach m. (36)

By monotone convergence, it follows now that

Nf = gllerx) < B (37)

Because ||h — gul|z1(n k) < M, a similar argument when changing K into T \ K
and f into h shows that ||k — gz (nx) < M, in other words that g € By,
Thus, equality must hold in (37) and we can take gy = g. |

3.2 Uniqueness and saturation of the constraint

In this subsection, we prove (ii) and the second half of (iii) of theorem 4.

We first show that (25) holds for p < oo and also for p = oo if f belongs
to the closure of H7Y in L*(K).
Assume indeed that ||h — go||z»(m\x) < M. There is a neighborhood V of gy
in H? such that V C B}, . Denoting by Rg : H? — LP(K) the natural res-
triction, this means that the map ¢, Rg attains a local minimum at g, hence
a global minimum, for this map is convex. But thanks to theorem 1 when
1 < p < oo and by our very assumption when p = oo, we know that f belongs
to the closure of Hf in LP(K) so this global minimum can only be zero. This
would entail f = go|,. hence f € Cfd’h, contrary to the hypothesis. Thus, (25)
holds under the stated assumptions.

We now turn to uniqueness. The case where 1 < p < 0o has been settled in

section 3.1 so we need only consider p = 1. We shall make use of the following
lemma :
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Lemma 2 For any subset E of T, the map :
NE i LI(E) — R

v = ol e

is Gateauz—differentiable at everyv € L*(E) such that v is a.e. nonzero on E ;
its derivative at v in the direction u € L'(E) is then given by :

DNEg(v).[u] =Re /E%ud)\. (38)

Proof : since v is a.e. nonzero on F, it has a unique norming functional which
is given by (38). The result now follows from [5, 3,I,2,rmk.6]. |

Let gy be a solution to problem 1 with p = 1. Our first task will be to
derive a critical point equation for gy under the extra—assumption that

(fVh) — go#0a.e. onT. (39)
Thanks to (39), we may thus define a subspace of H' by

— 90
K |h — gof

T ={ue HY Re/ ud\ = 0}.
T\

Next, since H|1T\K is dense in L!(T\ K) by theorem 1, we can find v € H! such
that

h — go
cv::Re/ v—gp)dA >0, 40
T\K|h—g()|( 0) ( )

for if v, . tends to hin L'(T\ K) the integral in (40) tends to [|h — go|l1(n k)
by dominated convergence. Fix such a v, choose v € T and some ¢ > 0, and
consider the map
G: R — R
e = |lh—go+e(u+ttlgo—v))llowx)-
Since we assumed that h — gg is a.e. non—zero on T \ K, G is differentiable at
€ = 0 by lemma 2 and we have the Taylor expansion :

G(e) = G(0) + e DNk (h — g0)-[u+ t(go — v)] + e n(e), (41)

INRIA



Hardy approximation to LP functions on subsets of the circle 25

where 7) depends of course on u, ¢, and v but in any case satisfies lim, .o n(e) =
0. Recalling that G(0) = M by (25), which was established before, and using

(38), we can rewrite (41) as

h —go
G€:M—|—5Re/ ——(u+1t(gy —v))d\ +en(e).
( ) K |h—go|( (90 )) 77( )
Since u € T, this reduces to
G(e) =M —¢ete, +en(e). (42)

From (42) and the definition of G, we see that
go—e(u+tlgo—v)) € levf,h

as soon as ¢ is positive and so small that 7(e) < t¢,. By the definition of g,
this implies
Y1(90,.) < (90|K —e(u+t(g — U))IK)

as soon as € > 0 is small enough. If we consider now the map

P: R —- R
e = |If —go+e(uttgo=)lnx),
this means that P(¢) attains a local minimum on R* at ¢ = 0 and since it

is differentiable at this point, thanks to lemma 2 and (39), we get from (38)
again :

%(0) = DNK(f — go)-[u+t(go — v)] = Re K |; :§2|

(u+t(go — v)) dXx > 0.

By letting ¢ go to zero, we obtain in the limit

[ =90
K|f—go|

Re wdA > 0,

which is valid for any u € 7. Changing u into —u yields

[ = a0

Re
K |f - 90|

ud\=0 forallueT. (43)
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This is the critical point equation we were looking for.

Now, define two linear forms ¢;, and ¢; on LY(T)by the formulae :

o h — go
and 7
L — 90
61(6) = [ promea (45)

where it should be observed that they are well-defined thanks to hypothesis
(39) and that none of them can be the zero form. We have that Re ¢,(T) =0
by definition of the space 7' and also that Re ¢¢(7) = 0 by (43). Choose
w € H' such that w ¢ T. This is possible for otherwise Re ¢, would vanish on
H?' and, since ¢;(£) depends on §|T\K only, it would vanish identically by the
density of H ‘1T\K in L!(T\ K). Since a linear form is completely determined by
its real part, ¢, itself would vanish and this cannot happen. Set

= Re ¢5(w) (46)
Re ¢n(w)’
and consider the composite linear form on L(T)
Lf,h = g/)f - ’I’)’Ld)h. (47)

By restriction, L¢j, induces a continuous linear form on H' whose real part
vanishes on T and at w. Because any function ¢ € H! can be written as

o on()
7 fn(w)

where u belongs to 7', we conclude that Re Lj ¢ vanishes on H', hence Ly ;
itself vanishes on H'. This implies that there exists a function p € H*> with

p(0) = 0 such that

w+u

Lig(§) = [ p€ax, v e L(). (48)
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But using (47), (44), and (45), Ly ¢ rewrites as

fVh—go
L =/ 1 . —m) —————£d\,
(€)= [( ) —m) e
so that necessarily,
fVh—go
1+m)x, —m)>———=p, ae.onT. 49
(14 m) e —m) = = (19)

Here, it is essential to recognize that T, ¢4, ¢f, m, and thus also Lj; s and p
depend only on the function fV h — go/|f V h — go.

We are now in position to establish uniqueness. To this effect, let gy and
g, be two solution to problem 1, where we no longer assume (39) to hold. So,
let Zy C T be the zero set of f V h — gy and Z|, be the zero set of f V h — g.
As before, we denote by (7 the infimum in the right hand-side of (22). Since
Cursn and 9y are convex, I go + (1 — 1) gf is again a solution for each I € [0,1] :

J UG =90+ =0 (7 —g)lar= [ 11f =gl + (1 =D)1f - gl dr = B,
and also :

[ lth=g)+ (0 =)t-g)lar= [ 1lh—gl+(1-1)|h-gldr=M
TNK ™K

since (25) holds as we have seen. In each of the above equations, the first
integrand is majorized by the second so they must in fact be equal a.e. and
this means that fV h — gp and f V h — g}, have the same argument modulo 27
a.e. on the subset where both are defined :

FVh—g _ FVh-g,
[fVh—=gl [fVh—g
Assume first that A\(Zy) = A(Z])) = 0. This means (39) is satisfied both for g,

and g, and (50) shows, by a previous remark, that equation (49) holds both
for gy and g{, with the same m and the same function p. Therefore we can write

fVh—g fVh—g
o = (L Em) X —m) me——
PR =g~ (LFmIXee=m) g

a.e.on T\ (ZyU Z)). (50)

((14+m)x, —m) =p, a.e. onT.
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Upon multiplying by fV h — gy and f V h — g|, respectively, we get

p(fVh—go)=(14+m)x, —m)[fVh—go,
p(fVh—gy)=((1+m)x,—m)|fVh—gl,

and, taking the difference, we see that the function p(go — gi) € H' takes real
values a.e. on T. Using the Poisson representation formula, this implies that
p (g0 — g;) takes real values a.e. in D hence is constant. Since p(0) = 0, this
constant has to be zero, and gy = gj. This was the main part of the proof.

Assume now, for instance, that A(Zy) > 0.
If A(ZyN Zj) > 0 then gy and gf, are both equal to fV h a.e. over some common
set of positive measure, so they are equal.
Next, consider the case where A(Z; N Z|)) = 0. For every [ € (0,1),

g=1lgo+(1-1)g

is also a solution of (22). Let Z; be the zero set of f V h — g; and assume that
X Zp) > 0.

If X(Z1N Zy) > 0, we get go = g; by the previous argument and it follows then
from the definition of g; that gy = g{, also. We argue similarly if A(Z;N Zj) > 0.
Finally, assume that A(Z; N Zy) = 0 and A(Z; N Zj) = 0 for each | € (0,1).
Then, a.e. on Z;, f V h — gy and f V h — g}, have the same argument by (50).
But

fVh—g=1(fVh—g)+(1-0)(fVh—gy) =0 ae. onZ

implies
fVvh—gy 1
f Vh— g0 N 1-—1
which contradicts the equality of the arguments.
Hence, either gy = g, or else our initial assumption that A\(Z;) > 0 is false.
But if we suppose that A(Z;) = 0 for each | we get g; = g for any {,I' € (0,1)
by the main part of the proof. Choosing [ # {' and solving for gy and g, again
leads to gy = g{, thereby achieving the proof of uniqueness. [ ]

<0, a.e.on 7,
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3.3 An example of non—uniqueness when p = oo

In this subsection, we prove the first half of (iii) of theorem 4.

Let K = [~73,5], M =1, and consider the L>*(K) function

272
f= -1 on|[0,%],
|1 on[-%,0).

Take h = 0 on T \ K. We now show that these data generate at least two
solutions of (22). This may not be surprising since f V 0 is a classical example
of a function having at least two best approximants from H* in L*(T) (see
e.g. [6, 8.3(iii)], [8, IV.1.5], [11, VII.A.2]), and we merely show that these are
solutions of a bounded extremal problem as well. Any of the references we just
mentioned establishes that

of 11V 0= gllzem =1. (51)
From (51), it follows that :

1< inf [[f VO —=glleem) <NV Ollzeemy = [[flloe@) =1,

gEH™>
19/ oo (m\ ) <1

so that equality holds througout and

inf, boolg) = inf f —gllz=y < inf o [f VO = gllzem) = 1.
9€P1,0 llgll oo (1) <1 gl poe e 26) <1

Let us prove that in fact :

inf Y(g,)=1. (52)

Indeed, by part (7) of theorem 4 which we already proved, there is a function
9o € By such that

77[100(90‘K-): inf 771)00(9\1()'

gEbe
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Assume that 1 (go|, ) < 1; then there exists v € (0, 1) such that ¥ (go|, ) <
1 — v so that in particular go |, # 0. For every [ € (—=1,41),

||lgoHLoo(1r\K) <1 (53)

hence 1 gy € B75, . Choose [ = 1 — v /||gol|z~(x) to obtain :

Vool 901 ) < PoolGop,) + (1 = 1) ||gol| 2oz < 1.

This, together with (53), implies that ||f V 0 — [ go|| gee(m) < 1, which contra-
dicts (51), thereby establishing (52).

As a consequence of (52), the zero function is a best approximant to f from
BfG for which (25) does not hold.

Yet another solution is given here by the conformal mapping gy from D
onto the half disk {w € D, Imw < 0} such that (see also [6, 8.3(iii)]) :

gO(_i) = 17
gO(l) = 07
go(l) = —1.

Indeed, it maps T \ K onto the arc TN {Imw < 0} so that ||go||z~mx) = 1
hence gy € B5, and one can easily verify that || f — go||z~(x) = 1. This shows
that a solution to problem 1 need not be unique when p = co.

3.4 More on the case p =0

In this subsection, we prove theorem 3 and part (iv) of theorem 4.

Proof of theorem 3 : suppose that vy € H> is a solution to problem 2.
Define
§:=|(fV h)w% — g || poem) -

Then with gy = vow}} , where it should be observed that w » is indeed inver-
m 5@
tible in H*°, we have

IV R =go) war [|pee(my = 6,
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which, from the definition of w, shows that

M
max (—Hf = goll =y, 1 = gollmmr\fc)) = 4.

[o @]

We assert now that 6 = M, which implies that gy is a solution to problem
1. For it is clearly impossible for 6 to be less than M, otherwise this makes
| f = goll z(x) < Boo and ||h—gol|z(mx) < M, which contradicts the definition
of Bw. Moreover § cannot exceed M, because there is a function g; (i.e. a
solution to problem 1 which has been shown to exist in section 3.1) with

o

M
max <—||f = allmsen I — 91||L°°(T\K)> _ M.

But then replacing vy by v; = v in problem 2 would contradict the opti-

mality of vy. Hence 6 = M and g 1s a solution to problem 1.

Conversely, suppose that gy is a solution to problem 1. Thus

Ilf = gollz=(x) = Boe and ||h — go|| e (m) < M.

With vy = gow i We then have
[(fV h)w = Vo[ poe(ry = M

and we assert that vy is a solution to problem 2. For if not, letting v; be such
that

IV R)w ar = v1| ooy < M,

and writing g; = vlwi, we see that || f —g1]| (k) < Boc and ||h—gi||ee(r\ k) <

M, which contradicts the definition of go as a solution to problem 1. [ ]

This completes the proof of theorem 3. Note that we have been using the
existence of a solution to problem 1 to establish the equivalence between this
problem and problem 2 and therefore could not deduce it from the existence
of a solution to problem 2.
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We finally prove part (iv) of theorem 4. Having at our disposal the equi-
valence of problem 1 with the classical extremal problem 2 (which is theorem
3), all the assertions follow immediately from the known properties (a), (b)
and (c) listed just after problem 1, once it is recognized that f V h belongs to
H> + C(T) if and only if (f V h)wﬂi does. This, in turn, follows immediately

from the fact that H> 4+ C(T) is anoalgebra and w a 1is invertible in H*°. The

Boo

proof of theorem 4 is now complete. [ ]

4 Concluding remarks

Having derived in section 2 certain properties of traces of Hardy functions
on subsets of the circle, we were able to obtain in section 3 a full analog for
bounded extremal problems to the well-known qualitative features of classical
(dual) extremal problems. As explained in the introduction, an incentive for
studying these questions arises naturally from issues in the identification of
linear dynamical systems.

Now, having analysed existence and uniqueness of solutions to bounded
extremal problems, the next thing is how to compute them. From the system—
theoretic viewpoint, the interest lies mostly with the situation where K is a
union of intervals, fV h is continuous, and p = oo though p = 2 is also of some
value in robust identification [4]. So far, this question has not been investigated
in depth and we shall merely comment on a few directions suggested by the
literature and by the above study.

In the terminology of problem 1, the case p = 2 was considered with f =0
in [12] and with h = 0 [1]. In both references, the proposed solution proceeds
along the classical lines of constrained optimization, namely rests on solving a
critical point equation which contains an unknown Lagrange multiplier. This
reduces to a spectral equation of the Toeplitz type, and monotonicity proper-
ties proved in [1] allow one, in principle, to numerically solve with respect to
the multiplier by dichotomy. Let us mention also that an analoguous bounded
extremal problem was studied in [3] for the Hardy—Sobolev class of exponent
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2 on the disk. While this remains to be done, there is little doubt that the
technique can be extended to the case where neither f nor A is zero. The si-
tuation where 1 < p < oo is more complicated. Though it is still true that the
problem amounts to find the unique critical point of the smooth function 1,
on the (infinite-dimensional) manifold C§J7h, the critical point equation does
not come out so nicely.

When p = 1, the problem looks more difficult. Much of the complexity in
the proofs of the present paper was due to the lack of smoothness in this case,
which itself reflects the usual failure of duality. Of course, one would expect
the Gateaux differentiability and the critical point equation established in the
proof of theorem 4 to be helpful when fVh— gy is a.e. non—zero. How to ensure
that this condition holds is yet unclear.

If p = o0, the situation is best understood because the question reduces to
a classical best—approximation problem (Nehari extension), namely problem
2. Analysing the solution to the latter from a practical perspective leads us to
recall briefly the operator—theoretic approach to the Nehari extension which
has undeniable elegance. (see e.g. [14], [22]).
Write F' = (f V h)w_ . Problem 2 then consists of finding vy € H* to
meet o
inf [|F —v|[poe (.- (54)

veEH>®

Let T': H*(T) — H?(T)* be the Hankel operator defined by
I'(u) = Pgnye (Fu), u€ H(T),

where Ppz(ryr : L*(T) — H?(T)" is the orthogonal projection. It is a theorem
of Nehari that the infimum in (54) is equal to ||T'||. Suppose that I' attains its
norm at a nonzero vector uy € H?(T), that is, ||['(uo)|| = ||T||]|uol|- This will
happen for example if I is compact, that is, if F € H>* + C(T) by Hartman’s
theorem (see e.g. [14], [22]).

Then there is a unique best H> approximant vy to F' and it is given by

w(z) = F(z) = (F'(uw0))(2)/uo(2).
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Moreover |F(e) — vy(e)| = ||T|| almost everywhere.

Now in our setting, if we assume that fV h lies in H* 4+ C(T), then F €
H*> + C(T) also, and the Hankel operator is compact. Thus, in the notation
of problems 1 and 2, we get with gy = voufl1 :

Boo

1£(e?) = go(€®)] = ||T||Boc/M ace. on K

and

() — go(e™)| = T a.c.onT\ K,

which forces ||T'|| = M since we know, from theorem 3, that gy is a solution to
problem 1. It should be noted that problem 2 is an implicit one, since the data
depend on the solution through (. : this is the counterpart, for p = oo, of the
Lagrange multiplier. But here also, a dichotomy procedure can be used to itera-
tively solve for B : the right value of ., is the one that makes ||T'|| equal to M.

A more serious difficulty, however, is that the above solution requires the
knowledge of the singular values of I', and also of the singular vector associated
with the largest singular value. Such a computation can be effective only when
I' is of finite rank, that is, when there exists a rational symbol. Here, we will
face a problem even if f V h is given in rational form because w 2 does not

belong to the space R of rational functions. One way to construct suboptlmal
functions is of course to approximate (f V g)w v from H* + R, but some

care is required, for the nonlinear operator takmg a continuous function to its
best analytic approximation is not norm continuous in general [13]|. Therefore,
there is a priori no reason why suboptimal approximants should be close to
the optimal one.

From the practical point of view of robust identification of linear dynamical
systems, it would be important to be able to compute rational approximations
to the solutions to problems 1 and 2 in the case p = oo in order to produce a
rational function in H*> whose boundary values are close to f on K while still
being constrained sufficiently on T \ K. To do this requires some systematic
interpolation and approximation procedures, the details of which we hope to
present in a later work.
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