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croissance quadratique et stabilité

en optimisation convexe avec solutions multiples

Résumé : Dans le cadre de problemes d’optimisation convexe & données C2, nous
formulons une condition du deuxiéme ordre qui garantit que le probléeme n’a pas
de solution en dehors d’un ensemble S de solutions. Cette condition s’interpréte
comme une caractérisation de la croissance quadratique du cott. La clé de la dé-
monstration est un théoreme décrivant une propriété de regularité uniforme pour
les cones critiques en optimisation convexe lisse. Nous appliquons ces resultats a la
discussion de la stabilité des solutions d’un probleme d’optimisation convexe sous
une perturbation non convexe.

Mots-clé : Convexité, lagrangien, fonction composite, cone critique, croissance
quadratique, stabilité, solutions multiples.
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1. Introduction. It is well known that in nonlinear programming problems
with qualified constraints the standard second order sufficient condition is equivalent
to the following estimate for the cost function fy on the feasible set:

fo(z) > r - dist*(z, z.), Yz in a neighborhood of §

where 7 > 0 and z, is the solution (e.g. [2]). the latter property which we call the
second order growth condition can easily be extended to problems without constraint
qualification and with multiple non—isolated solutions. In either case the second order
growth condition is instrumental in obtaining many important results of sensitivity
analysis (e.g. estimates for directional derivatives of the value function or for Holder
stability of solutions) [3, 4, 10, 15].

However, if the problem has a solution set with non-isolated points, no simple
characterization of the growth condition is known (see [2] for details). The purpose
of this paper is to show that at least for one important class of problems, namely
problems of smooth convex programming, a simple second order characterization of
the growth condition can be given. This characterization seems to be new and of an
interest.

It is well known furthermore that to get Lipschitz stability of solutions of the
perturbed problem a strengthening of the standard second order sufficient condition
is needed in the regular case (qualified constraints & an isolated solution) [5, 15].
It was shown in [10] that this strengthened second order condition can also be
expressed in terms of a “strong” second order growth condition that can be likewise
extended to non—qualified problems with non—isolated solutions. We show further
in in this paper that in smooth convex problems (with arbitrary, not necessarily
convex, dependence on the parameter) a simple second order characterization exists
also for the strong growth condition.

As in [2] we start with the problem of minimizing the function

() = max fi(e),
where z € IR™. Let S denote a compact set of minimum points of f : .S C argmin f.
We assume that S # @ and denote by ¢ the minimal value of f. We say that 9
satisfies the quadratic growth condition on S if

38 >0 : f(z) > c+ Bdist(z, §)?, Va in a neighborhood of S. (RGC)

Of course, if (QGC) holds, then, at least locally, S coincides with the set of
minima of f.
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The main result (Theorem 1) gives a complete characterization of (QGC') in case
when all functions are convex and twice continuously differentiable. The theorem is
stated in §2 and proved in §5. In §3 we consider problems depending on a parameter
and prove Theorem 2 containing a characterization for the strong growth condition.

In §4, on the way to the proof of Theorem 1, we establish an estimate to the
set of solution of a system of linear inequalities a;(z)-h < 0 in case when a;(z)
are gradients of convex C'! functions. This result, for this specific case, extends the
well known Robinson’s estimate for the distance to a parametrically dependent set
of solutions of linear inequalities [13] in the sense that no regularity (Mangasarian-
Fromovitz, or Slater) assumption at the reference point is made. Finally in section
6 we consider constrained optimization problems and state the analogues of the two
main theorems in this case.

2. Characterization of quadratic growth. From now on we assume that
S is a convexr compact set and that f;(z), ¢ = 1,...,m are convex. We denote by
¢'(x;d) the directional derivative of ¢ at z along the direction d and by 8™ the
standard simplex of IR™, i.e.

S™i={re RT; DY Ai=1}
=1

We start by introducing some basic notation and recalling some known facts. With
each z € 5, we associate the collection of active indices

@)= {i=1,om s fi(e) = f(o)},
the critical cone at z
C(z):={de R" : fi(z;d)<0, VieI(z)},
the contingent cone to S at z (the lim sup is taken in the sense of Painlevé-Kuratowski)

Ts(z):= lirf\sg)lp t71(S — 2),

and the set of Lagrange multipliers:

Az)={re8S™ : \;=0, i ¢ I(z), i/\ifi’(ac;d) >0, Vd € R"}.

=1
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The Lagrangian associated with f is
Lz, A) =Y Aifiz).
=1

As S is convex, the set T's(x) coincides with the tangent cone to S at z in the
sense of convex analysis, which is the collection of vectors d such that dist(z+td, ) =
o(t) when t \ 0.

As all functions f; are convex, the condition > A;f/(z;d) > 0, Vd € IR", is
equivalent to the fact that £(., ) attains its minimum at z.

For any convex set D we denote by aff D and ri D the affine hull and relative
interior of D, and by rbD its relative boundary : tbD := D\ ri D.

The two propositions to follow contain known facts. We prove them mainly
because the proofs are short and useful for further discussions.

ProposiTION 1 (e.g. [12]). Let D be a convex set on which the convex function
@ is constant. If x € 11 D, then d¢(x) C 0p(u) for any v € D. In particular, dp(x)
s constant over 11 D.

Proof. Given z € 1ri D, y € 0p(x) and v € D, we have p(u) — ¢(z) > y - (u— ),
ie. y-(u—z) < 0. This being valid for all w € D, as z € ri D, we must have
y-u=y-z. It follows that, for any 2’ € IR"

p(a') = o(u) = ola') = pl2) > y- (' = 2) = y - (a' — w),

ie. y € 0p(u). We have proved that dp(z) € dp(u). As z € D, it follows that
de(z) = NuepOp(u) is constant over ri D. [0

ProprosSITION 2. Let the functions f; be conver and let S be a convex sel on
which [ is constant. Then there are sets I, C' and T such that, for all z € ri 5':

I(z)=1, C(z)=C, Ts(z)="1T.

Proof. We first prove that when € ri 5, then I(z) = Nyesl(2’). Indeed, assume
that ¢ € I(z) and ¢ ¢ I(2') for some 2’ € 5, then f/(z,2'—2) < f(z')— f(z) < 0. It
follows that f/(x,z—2") > 0, in contradiction to the fact that f(z) = max;<i<, fi(z)
is constant on some segment [z, 2 + €(z — z')] with € > 0.

We prove that C'(z) is constant on 11 5. Pick ¢ € I, it follows from Proposition 1
that 9 f;(z) is constant over ri 5. Consequently, f/(z;.)is constant over i 5, whence
C(z) is itself constant over ri §.
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For Ts(z) the statement is trivial: at every € 11§ this is the linear subspace
parallel to aff 5.0

It is well known (e.g. [14]) that A(z) does not actually depend on , that is,
there exists A such that, for all z € §

This can be easily verified if all functions f; are continuously differentiable. Indeed,
by Propositions 1 and 2 this is true for z € ri D. It is clear furthermore that  — A(z)
is an u.s.c. set-valued map, so it remains to check that A\; = 0 whenever z € §
and j € I(z)\I. Pick 2’ € 11§ : we have fi(z,2' —2) < f;(2') — fi(z) < 0. As
fi(z,a"—z) = 0for ¢ € I, we conclude that the inequality >_ A; f/(z, 2’ —z) > 0 may
hold for a A = (Aq,...,Ap) € A(z) only if \; =0 for j € I(z)/I.

We can now formulate the main theorem. Set

I 2
o(d) = max Vo L(z, A)(d, d).

This function is strongly related to the second-order variation of the cost along a
critical direction (see Section 4). Define the normal cone to S at z, which is the polar
of T's(z), and (for ¢ > 0) the set of approximate normal and critical directions as

Ng(z) = {v:v-d<0,Vde Ts(z)},
N§(z) = {v:dist(v, Ng(z)) < e||v||},
C(z) = {h:dist(h,C(z)) < e|h||}.

THEOREM 1. Let § be a non-emply convexr compact set on which [ altains ils
minimum. Assume that all functions f; are convex and twice continuously differen-
tiable. Then the following properties are equivalent:

(1) (QGC) holds.
(i1) There exists § > 0 such that

¢z(d) > Bdist(d, Ts(z))?, Vo € S, ¥d € C(2)\Ts(z);
(iii) There exists B > 0 such that, for all e € (0,1)

0(d) > (1 —¢)*B||d||?, Yz € S, Vd € C(z)N N&(z).
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(iv) There exist 5 > 0, ¢ > 0 such that

w:(d) > B||d||*, Yz € §, Vd € C(z) N Ns(z).

By Theorem 1, the condition below is necessary for quadratic growth:
(2.1) wr(d) >0, Vd € C(z)\Ts(z), Vo € 5.

This condition, in turn, implies a first-order geometric condition on S, which is
therefore itself a necessary condition for quadratic growth.

ProrosiTION 3. Under the assumption of the theorem except perhaps for the

compactness of S, the condition (2.1) implies
(i) C(z)\Ts(z) Cc C\T, Vz € 5.
(ii) I(z)\I # ¢ ontbS.

Proof. (i) Assuming the contrary, we find z € 5 and d € C(z)\Ts(z) with
d ¢ C\T.As C(z) C C, it follows that d must belong to T\T's(x). Take a sequence of
z* € 115 converging to z. As d € T, we have ¢_x(d) = 0, hence ¢, (d) = lim ¢, (d) =
0 in contradiction with (2.1).

(ii) If S is a singleton, then the relation is trivially true as rb S is empty. Other-
wise pick w € 115, z € tb 5, and set d := z — w. It is clear that d € T\Ts(z); hence
d¢g C\T.If I(z) = I, then C(z) = C DT, whence d € C(z)\Ts(z), in contradiction
with (i). O

From (ii) we deduce in particular that if f is a C'? function, and its set of minima
S satisfies the quadratic growth condition, then rb .S is empty, which means that §
is an affine space.

3. Parametric problems. We consider the family of problems

min, f(z,6) (Fs)
where z € IR™, § € IR, and f(z,0) := Inax fi(z,0), with each f;,e=1,...,m of

class C2.

We view (Fy), for § > 0, as a perturbation of the original problem (Fy). With
(Py) is associated the Lagrangian L(A,z,0) := Z/\ifi(ac,H). We denote by v(8),

=1
S(#) the value function and the set of solutions of (FPy).
We say that a mapping 0 — z(6) : IRy — IR™, is an ¢(6)-optimal path if
f(z(0),0) < v(0)+ (). Here £(#) may take the value o(c), O(e?), etc.. Similarly, we
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say that a sequence {z,} is ¢(6,, )-optimal, where 8,, \, 0,if f(z,,60,) < v(8,)+<(8,).
Denote

:= min max Lg(A, 2,0
l'[/ J;GS AGA ( 2 7 )7

Az):i={Ne A: Lo(N,2,0)> u},

where Ly is the derivative of £ with respect to the parameter. Let further § be the
collection of points at which the above minimum is attained, that is

S = i Lo(A,z,0).
argengmrilg[{( o(A,z,0)

As S is the set of minima of a continuous function over a compact set, it is nonempty
and compact.

ProrosiTION 4. (Gol’stein [6]) Assume that S(0) is non emply and uniformly
bounded for 8 close to 0. Then the value function v(8) := inf.cpn f(z,0) has a right
derivative at 0 that is equal to p. In addition, every e(8,,)-optimal sequence {x,} is
bounded and all its limil points belong to S.

The following standard estimate will be useful later.

(3.2) { There exists @ > 0 such that, if & > 0 is small enough

v(0) < v(0) + pb + ab?
We say (cf. [10]) that the strong quadratic growth condition is satisfied if

There exists 8 > 0, v > 0 such that, if (z, )
is sufficiently close to S x {0}, § > 0, then (5QG)
f(2,0) > v(0) + pb + 3 dist*(z, 5) — 167,

ProposiTiON 5 ([10]). If the strong quadratic growth condition holds, then any
O(6%)-optimal path zy satisfies dist(z,S) = O(8).

Proof. Combining (SQG) and 3.2, we get
Bdist*(zg,5) < (a4 7)8% + 0(6?) = O(6?),

from which the conclusion follows. O
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We observe that (SQG) can be interpreted as a quadratic growth condition for
an auxiliary problem. Indeed, (SQG) is obviously equivalent to

J(z,6) = uf + 76 = 0(0) > Bdist*(z, ) + 267,

It follows that S := S x {0} is the set of local minima of the quantity at the left-
hand-side of the above inequality over IR™ x [0, c0| or, equivalently, S is the set of
local minima of

f(z,0) := max(f(z,0) — ud + v6% — vg, —0).

In order to state second order conditions we compute the critical cone and set of
Lagrange multipliers associated with the problem of minimizing f.

LEMMA 3.1. The set S := S x {0} is a set of local minima of the function f(z,0)
with common value zero. The critical cone associated with every (z,0) € S is defined

by
(3.3) C(x) ={(d;n); ['(x,0)(d,n) = pn=0; n>0}.
and the set of Lagrange multipliers A(x) is defined by

Alz) = {(ad1—a): AeA(zx); a=(Lo(Nz)—p+1)"1e(0,1]}

Proof. The critical cone is the set of directions in which the directional derivative
of the cost is null, and is easily checked to be characterized by (3.3). Writing the
optimality system, we find that the Lagrange multipliers satisfy

Egl/\zvzfz(zm 0) = 07

ST (B (2, 0) - p) — £ =0,
(3.4)
E;ZIAZ —I_ 5 = 17

A Z 07 ‘E Z 07 Al(fz('rlvo) - /UO) = 07

where £ is the multiplier associated with the constraint —8 < 0. Set o := X7, A, It
follows from the second and third relations above that 0 < a < 1. Rewrite the three
first relation as
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V.L(A,z)=0,
(3.5) Lo(A,z) — pa =&,
at+f=1.

Then £ =1 — a and
Ai=XaeA and o(Lo(Az)—p)=£>0,

i.e. in fact A € A(x); the result follows. O
Note that for all z € 5, C(z) D C(z) x {0} and

zeS = A(z) = A(z) x {0}
z€S\S = C(z)=C(z)x {0}

Our next result gives a characterization of (SQG) in terms of the second-order

expansion of the data, even if the data are not jointly convex with respect to z and
0. Define

5.(d) = Low(\, z,0)(d, d).
@z(d) max, (A, 2,0)(d, d)

We say that the strong second-order condition is satisfied if

{ There exist 3 > 0, ¢ > 0 such that

@=(d) > p||d|]?, Yz € §°, Vd € C*(z) N Ns(x), (550C)

where S° = {z € S :d(z,5) < ¢}.
We observe that, as ¢.(d) < ¢ (d), (S50C) implies (QGC). If S is a singleton,
then (S50C) reduces to the strong second-order condition of Shapiro [15].
THEOREM 2. Conditions (SSOC) and (SGQ) are equivalent.

Proof. We prove first that (SSOC) implies (SGQ). If (SQG) does not hold, then
there exists z, — z € §, 6,, | 0 with

1
(3.6) f(@n,0,) < vo+ ub, + Edist(mn, 5)? — nb?.
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Let w,, be the projection of x,, onto § and d,, := Hn_l(:cn — Up).

Cask 1. 6, = o(dist(z,,.5)), for a subsequence. Extracting this subsequence if
necessary we may assume that this relation holds for the entire sequence so that
||d,,|| — oo. From Theotem 4 we deduce that given any ¢ > 0, d,, € C*(uy,), u,, € 5°
for n large. As ||d,|| — oo we have for all A € A(u,)

f(@n,0,)

v

LA, z,,0,)
= LA, 0)+ 0,L5(A, uy, 0)

02
5 VEL(A thn; 0)dnd, + O (6 d*)-

As A € A(u,,) we have Lg(A, uy,,0) > p, so that

02
J(@n2) = v+ B+ ZVELON, U, 0)dnd + 0(82 ] [2).

Maximizing over A € A(u,) we get with (3.6), as dist(z,,9)/0, = ||d.||

_ 1
Pun(dn) < —|ldn]|* = 1+ o([[dn[|*)

a contradiction with (550C).
Cask 2. 0, = O(dist(z,,5)). Then

of;
fi(xn, Hn) = fz(un, O) + Hna—];(un, 0)(dn7 1) + 0(02)
hence
f(zn,0,) > max fi(z,60,)
1€1(un)
> v(0)+ 6, max %(u 0)(d", 1) + O(62)
- "icl., 068" ’ n

> 0(0)+ 8,1+ O(67)
in contradiction with (3.6) (in which we use dist(z,,5) = O(8")).

This proves the implication. To prove the inverse implication (SGQ) = (550C)
we apply the second order necessary condition for quadratic growth (Theorem 3 of
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[2]) to the problem of minimizing f. As C(z) D C(z) x {0} for all z € 5, we deduce,
using Lemma 3.1, that

138 > 0; /\mia(x) Viﬁ(/\,x,())dd > ﬂHdHQ, Vd e C(z)N Ng(x)
eENx

which is equivalent to (SS0C).D

We end this section by some remarks.

The strong quadratic growth condition is sufficient for Lipschitz stability of
solutions by Proposition 5. On the other hand, a necessary condition for Lipschitz
stability is

@(d)>0,Vz €5, de C(x)

as observed by [17] (in the case of an isolated solutions, but the argument is obviously
valid for nonisolated solutions). This means that (SQG) is, up to a second order
analysis, the weakest possible sufficient condition for Lipschitz stability of solutions.

When the set of solutions is a singleton, it is possible to deduce from the Lip-
schitz stability of solutions the second-order expansion of the cost and the first-order
expansion of pathes of approximate solutions (citeac90,bisa,bish,sha88). In the case
of nonisolated solutions, no similar theory has been developed yet.

The above necessary condition for Lipschitz stability is contingent in the sense
that it depends of the perturbation also. A simple (though rather rough) structural
(depending on unperturbed data only) sufficient condition for Lipschitz stability is
the following. Define

fz(d) = I/\HGIR Lzz(A,,0)(d, d)

Then, as an easy consequence of Theorem 2, we obtain

THEOREM 3. A sufficient condition for Lipschitz stability is
B>0 ¢ (d)> Blld||* ; d € C5(z) N Ng(z); = € S.

We end by a remark on the case when the data are jointly convex with respect to
(z,u). Then, because of Proposition 1, Lg(A, z,0) is constant over . It follows that
S =5 and A(z) = A for all z € §. As a consequence, condition (SSOC) coincide
with condition (iv) of Theorem 1. It follows by Theorems 1 and 2 that (QGC') and
(SQG) coincide in that case.
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4. Studying the critical cone. Our purpose in this section is to prove the
following fact closely related to the celebrated Hoffmann’s lemma [7] and Robinson’s
stability theorem [13]. We denote a™ := max(0, a).

THEOREM 4. Under the assumptions of Theorem 1, there exists v > 0 such that

dist(d,C(2)) < v f'(z;d)*", Vo € S, Vd € R™.

The novelty of this result lies primarily in the fact that neither f(z;d) nor the
set-valued map C(z) are, in general, continuous.

Proof. We shall prove the theorem in several steps.

STEP 1. We analyse the set C'. Denote a; := V f;j(z) for € ri S. By Proposition
1, a; does not depend on the choice of z € ri §. Define A := (a;);er. Given d € IR",
by A-d we mean (a;-d);c;. Then

C={deR": A-d<0}.
Let us look closer into the inequalities defining C'. Set
Ip:={i€l:a;-d=0,VYd € C}, and I := I\I.

Define similarly Ag := (a;)ie1,, and Ay := (a;)ier,, so that A = Ag U A;. We claim
that there exists d° € C such that A;-d° < 0. Indeed, with each i € I; is associated
d' € C such that a;-d* < 0, so that d° := ;7 d" is the desired vector.
We observe that Iy cannot be empty. Otherwise d° would satisfy A-d° < 0, which
means that f/(z;d") < 0 whenever z € ri S: a contradiction to the optimality of .
By Hoffmann’s lemma [7] there exists 79 > 0 such that

(4.7) dist(d, C') < ~o||(A-d)*|.

STEP 2. We now analyse C'(z) when z € rb 5. Define

J(@) = L@\, B(z) := (V[i(2))ies (o)

As in the proof of Proposition 1, we conclude that V fi(z)-(z' —z) < 0if 2’ €
1S and ¢ € J(x). The vector d := 2’ — & belongs to T's(z), and hence to C'(z). Thus,
if J(z) # 0, then
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C(z)={d: A-d<0, B(z)-d <0}

and there exists d' € C(z) such that B(z)-d' < 0.

By Step 1 and the relation C(z) C C, there exists ¢ > 0 such that d* := d' + ed®
satisfies both A;d? < 0 and B(z)d? < 0. Forany J C J(z),set By(z) := (V fi(z))ies
and

Hj(z):={d: Ag-d=0, A;-d <0, Bj(z)-d < 0}.

We know that d* € H () satisfies A1-d> < 0 and By(z)-d*> < 0. We may assume
that Ag is a set of independent vectors, for dropping linear dependent ones will not
change its kernel. We observe that Bj(u) depends continuously on w.

It follows now from Robinson’s stability theorem [13] that there exist a neigh-
borhood U of  and a ¢ > 0 such that

(4.8) dist(d, Hy(u)) < 6(]|Ao-d|| + [|(Ar-d)T[| + [|(Bs(u)-d) "))

for all d € R™ and all w in a neighbourhood u of x.

We observe further that ||Ag-d|| < +'dist(d, ker Ag) for some 4’ > 0, and (4.7),
(4.9) imply together with the obvious inclusion C' C ker Ay that, for a certain v =

y(z,J):

(49)  dist(d, Hs(w)) < 7((A-d)¥]| + [(Bs(w)-d)* ), Vd, Yu € U.

STEP 3. To conclude the proof we first recall that f'(z;d) = max{V fi(z)-d; i €
I(z)}. Assuming that the theorem is wrong, we shall find a sequence of z* € S and
a sequence of vectors d* € R” such that

(4.10) dist(d*, C(z%)) > kf'(a"; d¥)T.

Extracting if necessary a subsequence,we may assume that z® converges to a
certain z € S and that J(z*) is equal to some J. Furthermore, as all C'(z) are cones
and f(z;-)is homogeneous of degree one, we may likewise assume that ||d*|| = 1 for

all k& and d* — d.
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It follows from (4.9) that there is a 7 > 0 such that for sufficiently big k& we have
dist(d", H,(")) < y([[A-d)[| + [|(Bs(2*)-d") ).

But as J = J(2*), we have T U J = I(2*), H;(2*) = C(2*), and (4.9) implies that
for some v; > 0

dist(d*,C(z*)) <7 m(aL)i)(Vf(xk) Ryt
1€l(z
in contradiction with (3.5). This completes the proof of Theorem 2.
g

5. Proof of Theorem 1. The implication (i) = (ii) is valid even for the non-
convex case, see [2]. For the implication (ii) = (iii) we note that any d € IR" can be
decomposed as d = dy + dy, where dy (resp. dy) is the projection onto Ts(z) (resp.
Ny(2)), and ||d||* = ||dr||* + ||dn]]*. Tt follows that

dist(d, Ts(z)) = ||dn|| > (1 — ¢)||d|| if d € N§(z),

so that (ii) implies (iii) with the same parameter 8. To prove that (iii) = (iv), we
only have tonote that if d € C*(2)NNs(z), there exists d € C'(z) with [|d—d|| < ¢l|d]|
so that [|d|| > (1 —¢)||d|| and

c
[

dist(d, N(w)) < ld — dI| < elld] < -
— &

I

whence d € Ng (z) with &’ := ¢/(1 — ¢). We may take ¢ so small that

o B . A
() = euld)] < S, i [ld = dl < e]|d].

1.
We may also assume ¢ < 3. Then with (iii), using ||d|| > (1 —¢)||d|| > inH, we

: Bz~ Bys
obtain ¢.(d) > ¢.(d) ~ 2> > 2 dl*.

It remains to proof that (iv) = (i). Assuming that the implication does not
hold, we find a sequence u* ¢ S converging to a certain z € § and such that

(5.11) Jk) < J) 4 Lt = 2P,
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where z* is the projection of u* onto §, i.e. 2* € § and ||z* — «*|| = dist(u*, 9).
Set d* := (u* — %) /||u* — 2*||. Then ||d*|| = 1 and d* € Ng(a*). As f is convex, we
have f(u*) > f(a%) + ||uf — 2*|| f/(z*; d*). So with (5.11)

fl(a*;d*) < kY uf — 2% = o0.
Theorem 4 now implies that ¢ := dist(z*, C(2¥)) — 0. Using (iv), we get for
sufficiently large k

(5.12) e (d¥) > = > 0.

Setting ; := ||u* — 2%|| we have

f(u®) > max £(u*, )

AEA

m 2
= )+ (AT - ) i)

2
= [(25)+ Bipald) + (i) > [0 + B8+ rany)

where, as ¥ — 2 and A is bounded, the functions 7(¢) are o(¢?) uniformly in k, so

for sufficiently large k£ we have with (5.12)

J) 2 FaR) + St — o),

in contradiction with (5.11). The proof is completed.

6. Constrained optimization. We now consider an optimization problem of
the form

min fo(z); fi(2) < 0,i=1,...,m. (P)
with f;(z),i = 0,...,m convex and C?. We say that € IR" is feasible if f;(z) <

0,0=1,...,m.

Assume that (P) has solutions and let ¢ be the value of fy(z) over the set of
solutions. Changing fy into fy — ¢ if necessary, we may assume that this optimal
value is null. Then z is solution of (P) iff it minimizes the function

(@) = max fi().

0<
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We now define two concepts of quadratic growth, and study the relations bet-
ween them. First, we define quadratic growth for (P) as

A8 >0 : fo(x) > Bdist(z, 5)?% for all feasible  in a neighborhood of S. (QGC)

Taking in account a penalization of unfeasibilities, we define generalized qua-
dratic growth for (P) as

A3 >0 : f(z) > Bdist(z, )% for all z in a neighborhood of S. (GRGC)

It is obvious that (GQGC') implies (QGC'). The converse is not true, as shown
by the following example: min z4; 2% < 0. The Slater qualification hypothesis is:

Jz* € R"; fi(2®) < 0,i=1,...,m.

If the set of solutions of (P) is nonempty, and the Slater hypothesis holds, we know
(see e.g. [8]) that there exists r > 0 such that the set of solutions of (P) coincides
with the set of points that minimize the so-called exact penalty function

0,(z) = folz)+ TimaX(O,fi(w)).

=1

Define

folz)+rfi(z),i=1,...,m.
fo(.f)

sz’(x)
Jo(2)

Then 6, can be written as

0,(x) = max fi(a).

1=0,...,m
Define the collection of active indices
I(z):={i=1,...,m : fi(z) =0},
the critical cone at z

C(z):={de R" : fo(z;d) <0, fli(z;d) <0, Vi € I(x)},



18 J.F. Bonnans and A.D. loffe

the set of Lagrange and generalized multipliers (the components of z € IR™T! are
denoted zg, ..., 2y, ):

Au(z) = {Xe Sl A =0,1¢ f(w) ; i AV fi(z) = 0},
M) = {hes™ =0, i g 1) YAV () = 0),

the ordinary Lagrangian
£(5,) = foo)+ NS ()
the generalized Lagrangian
Lz, \) = i Aifi(z),
=0
and the associated functions
¢z(d) = max V2L(z,\)(d, d).

AEAl

~ __ 2 A
$a(d) := max Vo L(z, A)(d, d).

THEOREM 5. Assume that all functions f;,i = 0,...,m are conver and twice
continuously differentiable. Let S be a non emply convexr compact setl of solutions of
(P). Then the following properties are equivalent:

(i) (GQGC) holds.
(i1) There exists § > 0 such that

$x(d) > Bdist(d, Ts(z))?, Vo € 9, Vd € C(x)\Ts(x);
(iii) There exists § > 0, such that for all ¢ € (0,1)

@.(d) > (1 —¢)*B||d||?, Yz € S, Vd € C(z)N N&(z).
(iv) There exist 3’ > 0, ¢ > 0 such that

¢.(d) > B||d||?, Vo € S, Vd € C*(z) N Ns(z).
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If, in addition, the Slater qualification hypothesis holds, the following properties
are equivalent:

(v) (QGC) holds.
(vi) There exists § > 0 such that

(d) > Bdist(d, Ts(z))?, Yz € 5, Vd € C(z)\Ts(z);
(vii) There exists § > 0, such that for all e € (0,1)
o(d) > (1 —¢)*B||d||?, Yz € S, Vd € C(z)N N&(z).
(viii) There exists 3 > 0, ¢ > 0 such that
w.(d) > B'||d||?, Yz € S, Vd € C*(z) N Ns(z).

Proof. The equivalence between conditions (i) to (iv) is an immediate conse-
quence of Theorem 1 applied to f(z). Applying now Theorem 1 to 6,(z), we find
that after some simple computations that properties (vi) to (viii) are equivalent to

(6.13) 38 > 0; 0,(z) > Bdist(z,5)%, Vz in a neighborhood of S.

To end the proof it suflices to check that, thanks to the Slater hypothesis, that
(6.13) is equivalent to (QGC') when r is large enough. That (6.13) implies (GQC)
is obvious. We now prove that the converse holds.

Given z € IR", a € [0, 1], we consider
z(la)=az" + (1 - a)z

where z* is given by the Slater condition. Set v* := — X fi(z*) >0, and v(z) :=
<i<m

max(0, X fi(z)). By convexity

file(a)) < afi(@™) + (1 -a)fil(z)
—ay" + (1 - a)y(z)
—ay" +7(2).

VAN VAN VAN

We deduce that for

o(z) := min(L,y(x)/7")
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the point y(z) := a(z)z™ + (1 — a(z))z is feasible, and

—zll = a(z)||]z* — = Mw*—m
ly(z) — 2l = a(z)]| | < o | -

Let U be a compact convex neighborhood of 5 containing «* and L the Lipschitz
constant of fo on U. Set

gl el
T._maX{ L+ 20 dist(a, ) e ))}.

zelU

Then

0.(z) = [fly(z))+ flx) - fly(z))+ ry(z)

> Bdist(y(z),$)" - Llly(x) - «f| + ry(x)
> Bdist(y(x),$)* + (r — P15 4 (a)

On the other hand,

dist(y(x),5) > dist(z,5) — (x) — 2
> diste,$) - 172
so that
f.(z) > Pdist(z,9)>
B e TP ELET N B
+l7‘ L = - 24 dist(z, )+ 8 CoE 7 )] /()
> ﬁdist(m,S)Q—l—[T—M(L—I—Qﬁdlst(w S)] +(z)
> Bdist(z, 5)%
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