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Abstract: In this paper, we construct a stochastic particles method for the Burg-
ers equation with a monotonic initial condition; we prove that the convergence rate is

1
0 (\/—N + vAt) for the L'(IR x )-norm of the error. To obtain that result, we link

the PDE and the algorithm to a system of weakly interacting stochastic particles; the
difficulty of the analysis comes from the discontinuity of the interaction kernel, equal to
the Heaviside function.

In [4], we show how the algorithm and the result extend to the case of non monotonic
initial conditions for the Burgers equation; we also treat the case of nonlinear PDE’s
related to particles systems with Lipschitz interaction kernels.

Our next objective is to adapt our methodology to the (more difficult) case of the 2-D
inviscid Navier-Stokes equation.
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Vitesse de convergence pour ’approximation de la
loi limite de particules en interaction faible
2: Application a ’Equation de Burgers

Résumé : Dans cet article, nous construisons une méthode particulaire stochastique pour
I’équation de Burgers unidimensionnelle avec condition initiale monotone ; nous montrons

1
que la vitesse de convergence est d’ordre O <\/—N + vAt) pour la norme

LY(IR x Q) de Perreur. Pour obtenir ce résultat, nous interprétons 'E.D.P. et I’algorithme
a ’aide d’un systeme de particules en interaction ; les difficultés de ’analyse proviennent
de la discontinuité du noyau d’interaction, égal a la fonction de Heaviside.

Dans [4], nous montrons comment ’algorithme et le résultat s’étendent au cas des
conditions initiales non monotones pour I’équation de Burgers ; nous traitons aussi le cas
des équations aux dérivées partielles non linéaires reliées a des systemes particulaires avec
noyaux d’interaction lipschitziens.

Notre objectif est ensuite d’adapter notre méthodologie au cas (plus difficile) de I’équa-
tion de Navier-Stokes 2-D incompressible.
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1 Introduction

In this paper and in [4], we study the convergence rate of a stochastic particles method
for the numerical solving of McKean-Vlasov nonlinear Partial Differential Equations

d
£<:u’taf>:<ut7L(/j‘t)f> 3

where p; is a probability measure, f is any real function of class C>* with a compact
support, and the operator L, is defined by

Lie) = & ([ s i) @) + ([ e nan) 1)

The method is based upon the simulation of a weakly interacting particles system.
Here, our concern is the Burgers equation

oV _ 1.0V v
ot 2 Ox2 ox ’

with an initial condition equal to a distribution function. The corresponding interaction
kernels are as follows: s(-,-) is a constant function, b(z,y) = H(z — y), H being the
Heaviside function, whose discontinuity makes difficult the error analysis. Our objective
is to give an estimate for the convergence rate in L'(Q x R) norm of the empirical
distribution function of the particles to the solution of the Burgers equation.

Our motivation to focus on the Burgers equation is two-fold: first, in the numerical
analysis literature, this equation is used as a test-case for deterministic algorithms solving
some nonlinear PDE’s of this type (in particular the Navier-Stokes equation), especially
to test their performances when the viscosity term tends to 0; second, our objective is to
extend our method and error analysis to the 2-D Navier-Stokes equation: in that case, the
kernel b(-,-) is still less regular than the Heaviside function (it is even singular), thus we
found useful to have an intermediate step between smooth kernels and singular kernels.

In Bossy & Talay [4], we extend the algorithm and the estimate of the convergence
rate of the present paper to the case where the initial condition of the Burgers equation
is non monotonic; we also treat the case where the interaction kernels b(-,-) and s(-,-) are
bounded and Lipschitz, and s(-,-) is bounded below by a strictly positive constant; under
additional hypotheses, an estimate is also given for an approximation of the density of y;.

The construction of our algorithm is not based upon a splitting of the nonlinear differ-
ential operator, as it is the case for the well-known random vortex methods developed by
Chorin, Hald, etc (recent publications on these methods are those of Chorin [5], Chorin

RR n~ 2410



4 Mireille BOSSY , Denis TALAY

and Marsden [6], Goodman [11], Hald ([13] and [14]), Puckett ([22] and [21]), Roberts [23]
and Long [17], e.g.; see also the bibliography in [5] and in the different contributions of [12],
in particular those by Chorin and Hald; the convergence rate of the Puckett algorithm,
and of its extension for convection-reaction-diffusion equations with a nonlinear reaction
term, has been established by Bernard-Talay-Tubaro [2]). Nevertheless, the Chorin’s
method applied to the inviscid 2-D Navier-Stokes equation (not the Burgers one) is iden-
tical to ours. Thus our error estimates, which seem to be what one expects for this family
of methods, give a new theoretical insight to the Chorin’s method; the novelty of our
approach consists in forgetting the splitting and using a link between the nonlinear PDE
and an interacting particles system.

We now fix some notation.
Consider the Burgers equation:
ov. 1 , 0%V ov

gr o _ = _ vt T
o = 2" a2 Vg MOTIXE, 1)

V(0,z) = Vp(z) .

In the whole paper, we suppose that the initial condition, Vj, is the distribution
function of a probability measure U, on R:

Valw) = [ Udldy) -

For such an initial condition, we interpret the solution of the Burgers equation as
the distribution function of the probability measure U; solution to the following PDE of
McKean-Vlasov type:

U 1 ,0°U 8
T =375 — 5 ([HE—wu@)u)

Ut:() = U() .

(2)

Note that the above PDE is understood in the distribution sense (U operates on smooth
functions with a compact support in |0, 7[x R); its nonlinear part makes appear the

discontinuous interaction kernel b(z,y) = H(z — y), where H is the Heaviside function
(H(z) =0if 2 < 0, H(z) =1if z > 1).

To this McKean-Vlasov equation, is associated the nonlinear stochastic differential
equation

dX; = odw, + / H(X; — y)Ui(dy) dt , where Uy(dy) is the law of X,
R

(3)

Xt:() = X() y of law U() .

INRIA



A Stochastic Particles Method for the Burgers equation )

In the stochastic differential equation (3), the interaction kernel is not Lipschitz: as a
matter of fact, the existence and uniqueness of a weak solution cannot be derived from
classical results, and the error analysis of the stochastic particles method is much more
complex than in the Lipschitz case (see [4]).

In §2, we give a proof of the existence and uniqueness of a weak solution to (2). In
§3, we show that the distribution function V; of the law of X; is the classical solution of
the Burgers equation, i.e the solution given by the Cole-Hopf transformation [15]. In §4,
we use the probabilistic interpretation of the solution of the Burgers equation, and the
ideas developed in [4] to construct a stochastic particles method. Its rate of convergence
is established in §5 and §6. The Appendix proves some intermediate results.

The results of numerical experiments can be found in [4] and overall in M. Bossy’s
thesis [3]: in particular, they show the excellent behaviour of the algorithm when the
viscosity coefficient o is small: in fact, the computation time is independent of o; this
property is not satisfied by the deterministic algorithms, which require very thin grids in
the area where the gradient of the solution is very large whereas our stochastic particles
have a dynamics which makes them naturally concentrate in this area.

Remark. If the initial condition of the Burgers equation is of the type

T

Vie) = 1 [ Uyldy) = [ Uiay),

where Uy is a probability law, we then consider the equation

% = 175~ 5 (0 (L0 - He -y via))

Ut:() = Uo.

If U; denotes the law of the corresponding process, with similar arguments as above, we
obtain that the function V(z,t) defined by

Vita) =1 - [ vy = [ vay

is a weak solution to the Burgers equation; our algorithm and our convergence rate can
easily be extended to that situation.

RR n~ 2410
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A Stochastic Particles Method for the Burgers equation 7

2 Existence and uniqueness of a weak solution to (3)

2.1 Link between (3) and the Burgers equation

Suppose that the existence in law of a solution to (3) holds. Then, applying It6’s formula,
one gets that, for any function f € C*>([0,7T] x R), with a compact support in |0, T[x R:

0 = f(T,Xr) - £(0, Xo)

_ /OT <Z_fs‘(s,xs) + %(S’Xs) x (/R H(X, - y)US(dy)> + %gzgif;(s,xs)) ds

Tof
—1—/0 %(S,Xs) dws .

We deduce that

"E(2 0 1,67
[ # (G xa v Shexy x (f mx - wontan) + 525 S %)) as = 0.
Thus it holds that
Tl rof af
/0 [/;? 75 (& @)Usldz) + [ =-(s,2) (/RH(:c—y)Us(dy)> U,(dz)
2 [ P

L1
—0
2

R axz(s’m)Us(dw)] =0 .

That shows that U; is a weak solution to the McKean-Vlasov equation (2) in |0, T[x R.
Let V(t,z) denote the distribution function of Uj:

V(t,z) = / Ufdy), V(tz)e [0,T] x R.
We now show that V' is a weak solution to the Burgers equation, following arguments
developed by Sznitman [26].

oV
As — = U in the sense of distributions, (2) implies that

oz
9 (VY _ 0 (1,00 oV
gz \ ot ) oz \2° oz2 oz )

1 ,0%°V ov
The distributions —— and ~o? — V —— have the same spatial derivates, thus their

ot 2 Ox2 Oz

difference is a distribution invariant by a translation on the z-axis (cf. Schwartz [24]).

RR n~ 2410



8 Mireille BOSSY , Denis TALAY

Thus, for any test function f(¢,z) and for any z € R, one has that

L 1LV v
ot 2 Oz? oz’

of
= t —(t —
/[O,T]xRV( ) (at( 2+ 2) + 2

1 af
~V2(¢ t dtd
+/[0T]><R 2 (t, )Gx(’x—l_z) ’

f>

i
8—(t T+ z)) dtdz

T

- /V(t,m—z) (gf( )+§ aif;(t :v)) dtda:—l—/Q m—z)g—f(t,x)dtd:c .

As, for any ¢ in [0,T], V(t,z) is bounded and tends to 0 when z tends to —oo, the right
handside term tends to 0 when z tends to 4+oco by the bounded convergence theorem.
This implies that V' solves the Burgers equation in the distribution sense.

To sum the preceding discussion up, if the equation (3) has a weak solution, the
distribution function of the law U, is a weak solution of the Burgers equation.

2.2 Characterization of the law of X;

To get the uniqueness in the sense of probability law of a solution to (3), we adapt
arguments used by Meléard and Roelly in [18] for a similar equation.

We first state a result which appears in the proof of the proposition 1.1 of Meléard &
Roelly [18]:

Lemma 2.1 On a filtered probability space (Q, F,(F), IP), consider the real process de-
fined by

¢
Yt=Yb+awt—|—/Csds, 0<t<T,
0
where Yy is a random variable independent of the Brownian motion (w;) and (C}) is a

process (F;)-adapted and bounded. Then, for allt in]0,T), the law of Y; has a density u,
which belongs to L*(IR) and it holds that

Q

fulle < (1

Suppose that the existence of a weak solution to (3) holds; we are going to show that
then the law of each random variable X; (¢t €]0,77) is fully characterized.

INRIA



A Stochastic Particles Method for the Burgers equation 9

Thus, let (Q, F,P, (F), (w:), (X:)) be a weak solution; let U; be the law of X;. Set
Cy = /I?H(Xt —y) U(dy) -

(Cy) being a bounded process, the preceding lemma shows that U; has a density in L?(R);
we denote it by u;. We now give another characterization of ;.

For any t > 0, we denote by g; the density of the law of ocw;, and by S; the heat
semigroup: S;U = ¢; x U.

Suppose that there exists a density p; such that
S tS 9 H d ds, V T
po= 500 = [ 5 (5 (v [ HG = i) ) as, v eloT) . )

0
By a formal differentiation of (5), one obtains that % verifies

Opy _ 1 282 9
a5 = 3 32 (S:Uo) — So 9z <pt/RH(:c—y)pt(y)dy)

- [ G (5 (2 (o, 1 - wmtiran) )

st =[5 (50 (o0 [ 1= o) ) as

- aa_:c (pt /R H(z - y)pt(y)dy) :

2
2

Oz

1
= —02
2

Thus p; is a weak solution to (2):

~

Opr 1 ,0p 9]

-0

R Ay "

The following lemma characterizes the density of the law of X; as the unique solution
to the equation (5).

Lemma 2.2 (i) For any weak solution (X;) to (3), the density of X; is a weak solution
to (5).

(ii) For any0 <t < T, there exists at most one function p; in L*(R) weak solution to (5)
and such that
3C>0 , sup ||pllzym) < C.
t€]0,T]

RR n~ 2410



10 Mireille BOSSY , Denis TALAY

Proof. We first show (7). Fix ¢t in |0,7] and f in C*°(R) with a compact support; set
G(s,z) = Si—sf(z) , 0<s<t.
G(s, ) solves the heat equation in backward time

06 1,06
0s 20 Ox?

Alt,z) = fla) -

The It6 formula implies that

=0, 0<s<t,

G(t, X,) = G(0, Xo) + /; g—f(s,Xs)dws + /Ot Z—f(s,xs) (/R H(X, - y)us(y)dy) ds
We deduce that
| f@yu(a)de
— / (0, 2)Up(dz) +/ /R—G 5,2) (/RH(:E—y)us(y)dy> wy(2)dz ds

= /R(StUg)(m) f(z)dz —I—/Ot/R%St_Sf(x) </Jé H(z — y)us(y)dy) us(z)dz ds .

An integration by parts shows that

o 3 (e =220 (

‘ H(z — y)us(y)dy) us(z)dz

_ /R /R gis(z — z)f(z)a% [us(:c) (/R H(z — y)ug(y)dyﬂ dz dz

= = [ 1050 (g0 [ ( [, - ) ) @) as

so that we conclude that u; solves (5) in the weak sense.

Let us now show (i7). Let u; and v; be two weak solutions to (5) belonging to L'(R)
and verifying
3¢ >0, sup (lwlzm + lvellom) < C
t€]0,T]

INRIA
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Then, for any t €]0,T], it holds that

||Ut - Ut||1 =

€T

< /Ot Gi—s ¥ (f% (us(:v) /_zoo us(y)dy — vy(z) /_oo vs(y)dy) o ds
< [lao o [ s - o [ vwa],
< /ﬁ wl@) [ wwdy - vo) [ o] ds

But one has
u(e) [ uldy o) [ o)y

= uy(@) [ (usly) — o)) dy — (04(2) — (@) [ vilv)dy

< u@)] lu, = vl + Clofe) - ufa)],

where C' is a constant uniform with respect to ¢; thus,

t 4C
||ut — Ut”Ll(R) S / a—————— ||u3 — UsHLl(R) ds .
0 4/2m(t — s)o?

[ S (wla) [ G = sty — (o) [, 1l = p)on(s)dy)

LY(R)

As s — 1/4/t — s is integrable on [0,t], an application of Gronwall’s lemma ends the

proof. W

2.3 A nonlinear martingale problem

Thus, having supposed the existence of a weak solution to (3), we have fully characterized
the law of each random variable X;. Let us show the existence of a weak solution: a

classical method is to pose the associated martingale problem.

We first fix some notation. For any space E, M(FE) denotes the set of probability
measures on E; z(-) is the canonical process on the space of continuous functions from

[0,T] to R; for any measure 4 € M(RR), the differential operator L, is defined by

Ll = 22t @ + ([ a1 - vua) L),

RR n~ 2410



12 Mireille BOSSY , Denis TALAY

A solution to the hereafter nonlinear martingale problem (6) associated to the operator
L) and an initial distribution Uy € M(IR), is an element ® of M(C([0,T7; R)) (we denote
by @, t € [0,T], its onedimensional distributions), such that

(Z) QO = UO )
(i) VfeCL(R), f(z(t)) - / L )ds, t € [0,T] (6)

is a @ martingale .
Suppose that there exists a solution @ to the nonlinear martingale problem (6). Set
Clta) = [ H(z -y (dy).

@ also solves the linear martingale problem associated to the operator L defined by

~ 1 ,0? ~ of
Efw) = 3?20 1 Bew). Y.
Thus (cf. Karatzas & Shreve [16], e.g.) there exists a (C’(O,T), O (Fi) — (wt)) Brow-

nian motion such that
t
z(t) = Xo + / C(s,z(s))ds + ow; , Q—as.
Jo

As the probability measure @, is the law of z(¢) under ®, we deduce that, under @, z(t)
is a weak solution to (3). Conversely, if there exists a solution in the sense of probability
law to (3), then ® = P o X ! is a solution to the martingale problem (6).

2.4 Uniqueness of the solution to the nonlinear martingale
problem

Let @ be a solution to the nonlinear martingale problem (6). The lemma 2.2 characterizes
the law of z(t) under ®, so that @, = p;(z)dz. This is not enough to characterize ®, but
set

C(t,z) = /RH(:B — ) pu(y)dy ;

note (cf. page 327 in Karatzas & Shreve [16], e.g.) that there exists a unique solution 0
to the linear martingale problem associated to the operator £ defined by

~ , 0% 0
Ef(@) = 2070 ] ).

As @), = pi(z)dz, @ is a solution to this linear martingale problem: thus @ = (ﬁ

(z) + C(t,)

INRIA
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2.5 Existence of a solution to the nonlinear martingale prob-
lem

We now construct a solution to the martingale problem (6) as the limit of a sequence of
probability measures of M(C([0,T]; R)).

Consider the functions (Hk; k€ ]N*) defined by

0, if z< —1 |
H*z) =4 kx + 1, if z €]—1,0[,
1 if x>0 .

7

Then
Vz e R, limH*(z) = H(z) ,

k— oo
and, for any k,
|HY(z) — HE(y)| < kle — 9] -

Substituting H* to H in (3), we introduce the differential equation

dXF = odw, +/ H* (X} —y)Uf(dy) dt
R

where Utk is the law of th ,

Xf' o = Xo whoselawisUj .

The corresponding interaction kernel (b(:r, y) = H*(z — y)) is Lipschitz, so that (cf Sznit-
man [27] e.g.) the above equation has a unique strong solution.

For a fixed measure u € M(RR) and for any k > 1, define the operator E’(“M) by

The probability ®* := P o (X*) ! solves the martingale problem similar to (6), obtained
by substituting [,f_) to L.

Proposition 2.3 The family (@) is tight.

Proof. AsQ* = IPo(X*)~1, it is enough to check that there exist strictly positive constants
Cr, a and B such that

supE|th —Xf|“§ CT(t—s)Hﬂ, VOo<s<t<T .
k

RR n~ 2410
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We choose a = 4, # = 1 and readily conclude. R

Now we show that any limit point @ of a convergent subsequence (still denoted by
(@F)) of (@) solves the martingale problem (6), i.e that, for any f in C%(R), one has

By [1(20) = f(a(s) = [ £gueyflatr)dr | 2(6) , 0<0<s

=0, 0<s<t<T . (7)

Set

M, = f(e(0) ~ f(2(0) ~ [ £queyflalr))dr .

T

Thus (7) is equivalent to
Eg~[(M; — M,)¢(x(tr), ., 2(ta))] = 0, Vo € Cy(R") and 0 <ty < ... <t <5

In fact, we only need to prove that for all € > 0, for all ¢ € Cp(R") and 0 < ¢ < t; <
. <t, <s,

Eg=[(My — M,)¢(x(t1), ., 2(ta))] = 0, (8)

since then
EQoo [My|F.] = M. , Ve>0 ,
so that, as M; is uniformly bounded on Q2 x [0,T], EQoo[Mt|.7-"0] = 0= M,.
Set .
M} = f(a(t) — f@0) - [ £gnfa@)d

As Q" solves the martingale problem associated to E{“_), for all function ¢ € Cy(R") and
all 0 < e <ty < .... <t, < s, one has that

0 = Eqe[(M — M) §le(ta), - a(t))]
=@mem—fmmwmmwmw> (9)

— (1), /ck dT]

From this equality and the weak convergence of (Q*), one easily concludes that (8) is
implied by

lim By [o(e(), () [ [ Fe(r) M@ — )UKdy) dr] (10)
:%4wmx, //f DH (e — Y5 (dy) 7]

In order to prove this latter equality, we observe:

INRIA



A Stochastic Particles Method for the Burgers equation 15

e the lemma 2.1 shows that, for any ¢ €]0,7], UF has a density u¥ in L?(R) verifying

(cf. (4))

lut s < 0— ; (11)
thus we have
‘EQk[ (), /f /H" W)U (dy) dr
- By [¢< o(tr), - 2(t) [ (e / H(a(r) - g3 (dy) dr]

t Cﬂﬁlloc\// [Pz /H"w— YUE(dy) — /H(w—y)@f(dy)rdxdT :

We observe that
Dy := [/R H*(z — y)Uk(dy) — /RH(iF - @/)Q?O(dy)r
< Wl ([ ar) 1

+CII¢|Ioo/\//f"’ )| vkt - [ ey ae o7

from (11), we deduce that for all function g € Ck(R),

~ C
<@, g>< El\gllz ;

therefore, for all ¢ > 0, ®;” has a density ¢;° w.r.t. the Lebesgue measure belonging
to L?*(IR); this implies that the distribution function V;>°(-) of ®;° is continuous, so
that V*(-) converges to V,>°(-) everywhere, and thus D; tends to 0 when & tends to
infinity.

e Now we consider
D, = By [¢ 2(t1), o (b /f /H( (r )—y)Q:O(dy)dT]
- Py [¢<z<t1>, satta)) [ £a(n) [ H(r) -y (dy) dr

We again need to introduce a smoothing of the kernel:

Dy = By [platt), () [ () [ Ha(r) - y2(dy) dr]

RR n~ 2410
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- Eyy [¢<:c<t1>,..,x<tn>> [ £ [ () - o) &

+ By [oe(t), o 2(00)) [ £1(7) [, HY(e7) 907 ) ]
— Eg~ [ z(t1), -, t"))/s f(fT(T))/RHkO(,T(T)—y)Q_C;O(dy) dT]

(12)
+ By~ [ola(t). - a(t,) ftf’wf ) [, 1 er) — )03 (dy) ]
- By [$(altr), o 2(ta) [ 1) [ Hla(r) - 903 (dy) dr

From (11), we readily obtain that

|

||‘Ls°°||L2(R) <

?

INES

t

thus
[/R (H(x—y)—Hko(x—y)>(ll2$°(dy)]d < ﬁ :

so that, as f having a compact support, one can choose ky uniformly in k& to make
arbitrarily small the first and the last differences of (12); such a ky being fixed, the
second difference tends to 0 when k goes to infinity as a consequence of the weak
convergence of (Q’” ), since the smoothness of H* implies that the functional

C([0, T R) 3 o) — $laltr), -a(tn)) [ £'a() [ H(a(r) -y (dy)dr € R
1s continuous.

Consequently we have proven that ®> solves the nonlinear martingale problem (6).

INRIA



A Stochastic Particles Method for the Burgers equation 17

3 The classical solution of the Burgers equation

Let (X;) be a weak solution of the above nonlinear stochastic differential equation.

We have shown that the distribution function V; of the law U, of X, is a weak solution
of the Burgers equation. We now show that V; is the “classical” solution, which can be
explicited by the Cole-Hopf transformation (cf. Cole [7], Hopf [15]): if V' is a solution of
class C*2((0,7] x R), then W defined by

W (t,z) := exp (—% /_; V(t,y)dy)

for all 0 <t < T, satifies the heat equation

ow 1 ,0*°W

o (b7 = 5055

(z,t) , (t,z) €]0,T] x R

W(0,z) = Wy(z) ,

so that one has that

/R(:c—y) exp (_i l% L Vo(z)dz] ) dy

— 00

Vit,z) = — : (13)

/1; exp <—% [% + /yoo%(z)dz]) dy

We suppose:

(HO) the initial law Uy verifies:

(i) either Uy is probability measure with a compact support,

(ii) or Uy has a continuous and strictly positive density ug, and there exist strictly
positive constants M, n et o such that

2
Viz| > M , wue(z) < nexp <—a%>

Proposition 3.1 Under (H0), the distribution function V(t,z) of the law of X, is the
classical solution of the Burgers equation obtained by the Cole-Hopf transformation.

RR n~ 2410



18 Mireille BOSSY , Denis TALAY

The proof is an adaption of the proof given in [26] for the case where the initial
condition of the Burgers equation is a density. For the sake of completeness, we give it in
the Appendix.

From this explicit representation we deduce an estimate concerning the first spatial
derivative of V.

Lemma 3.2 If U, satisfies HO-(ii), then

SL07

L>=([0,T]x R)

where Ly depends on o, uy and T.

If Uy is the Dirac measure in zero, then for any t €]0,T] one has

Proof. The proof requires easy computations from the equality

/Rvo(x —y) exp (—% lg—; + /zooy%(Z)dZ] ) dy

foow (-3 |5 + [ )ay

The details can be found in [3]. W

ov
8_:C(t, )

L>(R)

SIE

where Ly depends on o and T'.

V(t,z) =

INRIA



A Stochastic Particles Method for the Burgers equation 19

4 Algorithm and convergence rate

In all the sequel, we suppose:

(H1) the initial law U, satisfies:

(i) either Uy is the Dirac measure at 0,
ii) or Uy has a smooth density ug, satisfying one of the two conditions:
Yy o, ying

e uy(-) is a continuous, strictly positive and bounded function, and there
exists strictly positive constants M, n et « such that

72

2
V|£L‘| > M ) UO(J:) < 7 €Xp <—CK7) )
e ug is a function with a compact support and is continuous on this support.

The existence in the sense of probability law of a solution to (3) implies the existence
in the sense of probability law of a solution to

dzy = V(t,z) dt + odw;
(14)
Zt=0 = 20 -

Under (H1), the lemma 3.2 shows that V(¢,-) is a Lipschitz function in z, with a
L
Lipschitz constant upper bounded by 7% for all ¢t €]0,T], wich implies the pathwise

uniqueness of the solution to (14): indeed, if (z}) and (z?) are two solutions, then

t L
gl < [ L 2l

7

so that z} = 2} by Gronwall’s lemma.

The Markov process (z;) with the initial distribution Uy coincides with (X;) and

V(t,z) = Ey,H(z — 2;)

From that representation, we obtain our algorithm formula by successive approxima-
tions.

RR n~ 2410



20 Mireille BOSSY , Denis TALAY

4.1 Approximation of the initial condition

Choose N points in R, (y3, .., ¥y’ ), such that the piecewise constant function

— 1Y .
Volz) = v > Ho — )
i=1
- N
approximates V and denote by Uy = N Z 6% the corresponding empirical measure: if
=1

Uy is the Dirac measure in 0, set y{ = 0, Uy = Uy and V; = Vp; in the other situations,
the locations are determined by inverting the initial distribution function:

Vi'(%) , i=1,.,N—1,

A first approximation of V(¢,.) is

Vite) ~ By Ha—z) = > EH( - a(4)) -

4.2 Approximation of the expectation

Consider N independent copies (w})}; of the Brownian motion (w;), and the family of
independent processes (z})(1,. ) defined by

dzi = V(t,2})dt + odw! ,
(15)

) %

0 = Yo -
We now approximate V'(¢,.) by applying the strong law of large numbers:
1 N
Vit ~ —
( 7'17) N -

2

H(z —2}).
1

4.3 Time discretization

T being fixed, define At > 0 and K € IN such that 7' = K At. The discretization times
are denoted by ¢, = kAt ,1 < k < K. Applying the Euler scheme to the stochastic

INRIA



A Stochastic Particles Method for the Burgers equation 21

differential equations (15), one defines independent discrete time processes (z; ):
7ék+1 = z/ik + V(tk,zik)At + g (w;‘,ik+1 - w’ttk) Y

ZL

i
0o—=Y -

Thus, at time t;, (k= 1,..,K), V(t,.) is approximated by

4.4 Approximation of the interaction kernel

The dynamics of the z*’s depend on the function V, which is our unknown; thus we are
led to approximate V' (¢, -) by the empirical distribution function of the particles, that we
denote by V().

Let Ytzk be the position of the i*" particle at time ¢, and let U;_be the corresponding
empirical measure. Then one has that

Vale) = [ He-9)Tuldy) = 3 He—Y,)

Substituting V in (16) for this approximation, one gets the algorithm of the particles mo-
tion: the motion is described by the trajectories of discrete time and dependent processes,

(Yfi )Y |, defined by

r}/tic+1 :}/tlk +Vtk(Y;Zk)At+0-Aw;€+1 ’i:]'""’N ?
=Y, 4y SH(G - V) At + 0 Al
]:

i i i
where Awj = wj, | —wy,.

4.5 Convergence rate

We now state our estimate on the convergence rate of the empirical distribution function:

RR n~ 2410



22 Mireille BOSSY , Denis TALAY

Theorem 4.1 T' being fized, let At > 0 be such that T = AtK, K € IN.

Let V (ty,z) be the solution at time t;, = kAt of the Burgers equation (1) with the
initial condition V.

Let V, (z) be defined as above, N being the number of particles.

Under (H1), there exist strictly positive constants Ly, Lo and Lz, depending on o, U,
and T, such that, for all k € {1,..,K}:

E|V(t.) - VaOllom < L Ve — Volloum + Lr — + Ls VAL .

1
VN
Remark. If the initial law U, is a Dirac measure, then |[Vi — Vollpm =
0. In the other case, one can prove (see [4]) that ||[Vo(-) — Vio(:)||z1(r) converges with

the order O (N log(N)). Thus the convergence rate of our algorithm is of order
1 1
Ol—=+——=|.
<\/N wm)
4.6 Propagation of chaos

Consider N particles which at time 0 are independent with law U, and follow the dynamics
i N 1 ol i,N 1N 1
dXt’ —_ N Z Xt’ - Xg’ )dt + Uth .

In this section, we readily prove the propagation of chaos for this system of particles. The
propagation of chaos property explains the convergence of the algorithm: when N goes to
infinity, the particles system (with no time discretization) tends to behave like a system
of independent particles, each one having the law @) defined in the section 2.4.

Theorem 4.2 Let PY be the joint law on (C(0,T; R)Y) of the particles system
(XBN ., XNNY For any k € IN*, for any continuous and bounded functions f1,..., fi :
C(0,T; R) — R, one has that

k
lim <PV fi® .®fk®1...®1>=H<@,fi> )
—1

N—+oc0

where @) is the solution of the nonlinear martingale problem of the preceding subsection
(the sequence (IPY) is said “Q-chaotic”).
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Proof. To our knowledge, our context does not satisfy the hypotheses of the systems
studied in the literature but, as we will see, the proof is straightforward; we simply adapt
now classical arguments appearing in Meléard & Roelly [18] or Sznitman [27] e.g.

The @Q-chaoticity is equivalent to the convergence of the laws of the empirical measures

1 N
p o= I Z:léx_,-,w to &g (cf. Aldous [1] or Tanaka [28]).

First, we note that the sequence of the laws of the u’V’s is tight; indeed, a sufficient
criterion due to Sznitman [25] is the tightness of the sequence of the intensity measures I
defined by < IV, f >= E < u, f >, which by symmetry reduces here to the tightness
of the laws Py1.~: this latter fact is implied by

Esup|Xt1’N2 <CT .

t<T

Second, any limit point of a convergent subsequence of Law(u®) is equal to (5Q: indeed,
let II be a limit point and set

F(m) =< m, (£((0) = £@() = [ Lonf@(0)d0) glalsr),. () >

where f € C3R), g € Cy(R*), 0 < 53 < ... < s < T and m is a probability on
C(0,T; R); we note:

[FmP(dm) = gim BF()?

N ) _ t .
< im o ({00 - 50 - [ 20570}

N—+0c0 N2 i1
C N t N 2
- Nl—lffoo N2 ;E (/s OdW;)

= 0,

and we conclude by using the uniqueness of the solution to the nonlinear martingale

problem.
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5 Proof of the theorem 4.1

5.1 Notation

In all the sequel, C' will denote any strictly positive real number independent of N and
At; typically it will depend on o, T" and U,

We also will denote by FE, f(z;) the expectation of f(z;) when (z;) has the initial
distribution wu.

5.2 Preliminaries

As in the case of smooth kernels (cf. [4]), we decompose the error at time g,

(V(tk, ) - Vtk(.)>, in three terms:

E|V(ti,2) — Vi(a)

LY(R) =

1 & ;
+ B|EgH(a-z,) - +Y H-z,)
1=1 LI(R)
(17)
1Y 4 1 X :
+ E|=> Hx—2z)—- —> Hz-Y})
N3 NiH LY(R)

In the right handside, the first term corresponds to the approximation of the initial
condition V; by the piecewise constant function V; the second term corresponds to the
introduction of the independent processes (z{) and is a statistical error; estimates on
these two terms can be obtained by using arguments similar to those used in the proofs
of the lemmae 3.1 and 3.2 of Bossy & Talay [4] for the case of smooth interaction kernels,
combining them with the following remark: if U, is the Dirac measure at 0, the first
term is zero, whereas if U satisfies (H1-(ii)), the lemma 3.2 shows that V' is uniformly
Lipschitz in (¢, ), so that one has the following estimates (cf. Friedman [9], p.139-150, or
the chapter 1 of [8]) concerning the transition probability (¢, z,y) of the process (2:(z)):
for any T, there exist strictly positive constants Cy and C; such that, V¢ € [0,T], Vz,v,
Vo > o,

INRIA



A Stochastic Particles Method for the Burgers equation 25

(18)
0 Cy (z —y)
_- < = = J)
Thus, it holds that
|BoH (2 — 2) = Bg, H(z = 2)| , ) < C Vo = Volluram
and
FE HE H(z -z ZH z— 2z < e
ﬁo tk <t ~ .
2 wm VYN
Thus, it remains to treat the third term of the right handside of (17), namely
1 ¥ : 1 ¥ :
E‘|NZH(x_Z:") - NZH(:E—YJL) (19)
=1 =1 LY(R)

When the interaction kernel is smooth (cf. [4], one can separately treat

1 X . 1 X :
EHNZH(:U—zzk) - NZH(:U_ZL&J
=1 =1 L'(R)
and
H—ZH ztk - ZH;E—Y’
LY(R)

Here, as the kernel is equal to the Heaviside function, this method does not work and a
more complex analysis must be developed. The rest of this section is devoted to the proof

of the

Lemma 5.1 There exists a constant L > 0, only depending on Vi, 0 and T' such that

1 ¥ 1 X
Vk=1,.,K, E"N;H(m—ztk ;Hx—

1
< L (\/At + —)
Li(R) VN
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In the proof of this estimate, we use that for any ¢ €]0,7], V(¢,-) is Lipschitz in z,
with a Lipschitz constant upper bounded by —i, which is true under (H1): cf. lemma

3.2. In the case where U is smooth, some steps of the proof can be simplified, but the
convergence rate is not improved.

Besides, we use estimates similar to (18); but Friedman’s hypotheses to get (18) are
not satisfied when the initial distribution of (z;) is a Dirac measure (the drift coefficient
is V, which is not smooth enough); nevertheless, we can prove:

Lemma 5.2 Under (H1), if vi(z,y) denotes the density of the law of z(z) (t €]0,T]),
then there exists a constant Cy only depending on T' and o such that

of (y —z)?
< = 7
n(@,y) < == exp ( =

The proof of this lemma, postponed to the Appendix, uses a representation formula

for v4(z,y) given in LI. Gihman and A.V. Skorohod [10].

5.3 Proof of Lemma 5.1

Remarking that

Va,beR, [ [H@-a)-H@—b)|de =[a-b] (20)
R
one gets
E"N;H(x—zik)—NZ;H(x—Yt’k) < WEEEM,C - Y|
1= 1= Ll(R) 1=

N
Our objective is to upper bound <% S F | sz - Yti |)
i=1 k=0,...K
We mention that the strong approximation of a family of nonlinear diffusion processes
has been studied by Ogawa ([19], [20]), but in a different context than ours: Ogawa
supposes that one can construct independent estimators of the density of the law U; on
another probability space, which permits to construct independent individual trajectories
of the process (X3).
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Note that
Bld -Yi| < Bl Vi |+ B|[ Vis)ds - ATV, (Vi)
k—1
< Elf Vi |+ B[ |V(s,2) - V(a4 ) ds  (21)
tr—1

+ALB|V(ter, 2, ) — Vi, (Vi)

Ly
Forallt > 0, V(¢,-) is Lipschitz with a Lipschitz constant upper bounded by —=; therefore,

vVt

t , .
E/k V(s,2,) = V(tr-1,2;,_, )| ds
tp—1
t . . .
< E[" |V(s,2) = V(ty 1,2 Z)ds + B S WVt 2) = Vit 1,2 )| ds
tr_1 tk 1
"tk . . .
< FE - V(S,ZS)—V(tk 1,7 3) ds + iy \/tk—_E|Zs - Ztk71|d's . (22)

V(szi) - V(t’v 1,2 s)

When u, is smooth, one can upper bound F
tr_1

Holder property of t — V(¢,z); in any case, under (H1-i) or (H1-ii), one can apply the
lemma 5.2 and get

ds using the

E [ |V(s,2) = V(tir,2) ds</tk1/|st V(ter, )|\/7d;vds
< " EUO/ ‘H(m—zs)—H(m—ztk_l) Co d;vd.s
from which, by (20), one gets that
E " V(s,2!) = Vtr_1,2.)|ds < G Ey, |zs — z1,_,| ds .
te_s ’7s 1 %s — \/m te1 0 s k—1
As

E|zZ - 7, |

and Ey, |z — z,_, |

At+0E|wi —wik71| ,
At + oF |wy, — wy,_, |
the inequality (22) becomes:

ty

FE

tr_1

. . C, L
V(s,28) — V(ts 1,2, )|ds < At(\/Q ‘;t + \/tko )(At—l—a\/At)
TO“lp—1 k=1

C 3
A5
T V-1

RR n~ 2410



28 Mireille BOSSY , Denis TALAY

where C' is a constant depending only on 7', 0 and V. Coming back to (21) and using
again that V(tg_1,-) is Lipschitz, one gets:

i i Ly i i C 3
FE\z, —Y.| < <1+mAt>Eztk1_Ytk1 +\/EAt2

)

+ ALE [V (tyor, Yy ) = Vi, (Vi)

from which it comes:

< l‘f ( ) _C
= Vi Vik-1
+ AtE ‘V e, Yy ) = Vi, (Y, )

FE Atz

Zpe — Y|+

) 3
“t, T 1/tk

)

k-2 C . Z B |
+ l; (\/1m + AtE‘V(tk LYE )=V (Vi)

Foralll € {2,..,k — 2},

lﬁ(” At) < eXP( kf LO.At) < exp </t ﬁds) < exp (2LoVT)
j=1 k—j j=k—I+1 \/.m tp—141 \/E
Therefore,
Ztk Yt; < exp (2L0ﬁ>

[ay

=)

+ 20\/5\/5)

k-1 k—
( ZzAt - Y&t ‘V(tl? Y; ) Vtz }/tzl Z

=1 -1
As zi = Y, one has that E|z%, — Y},| < At, so that

FE

z, — Y,
k

tx

< exp(LOT) <At + ZAtE‘V tla ) Vtz( t;)
=1

For k =0,.., K, set

; \ (tr, Vi) — Vi (Y1) (23)
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Then
( 1 N ] ) k-1
N;E 4 -Yil < C(EAtE1+\/E\/E) . k=2, K,
(24)
1 I i i
{ NLZ:;E N YAt )

where C' is a constant depending only on 7', ¢ and V.

Below (lemma 5.3) we will prove that there exists a constant C' depending only on V;,
T and o such that, for any £ =0, .., K,

1
E, < C At + — | . 25
ceo(vate ) )
Assuming this result, (24) becomes
. . 1
4 -vi| < ¢ (\/At + \/—N) . (26)

Thus the lemma 5.1 is proved. N

Lemma 5.3 There exists a constant C' depending only on Vy, T and o such that, for any

k=0,.,K,

< c(\/ﬂ + L) : (27)

1 J — i
- NZ ‘ tlm Vtk(}/tk) \/N

=1

Proof. First note that, if U, is a Dirac measure, then V) = V; and thus E, = 0; if not,
by definition of the (y)’s, one has

1 XN . .
By = 52 [V0z) - To(¥)
1= 1 0 ) 1 1
= ¥ Vo(Vg (ﬁ))_N Vo(V, (1—ﬁ))—1 oN

=1
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Now fix k € {1,.., K} and decompose E}, into three terms:

N 1 N
= = ﬁ; tk, —N;H(Yti_}/g)
1 X 1 X 1 X
< NZE\V(tk,n;) Vitr, 2| + 5 2 B Vite, 2,) — 5 20 H(z, —2,)
i=1 i=1 Jj=1
1 X 1 X L ; 1 X ; y
+N;E ﬁ];ﬂ(z,k z ) — N]Z_:IH(Y,k —-Y})
< L LS Bl v b LS (V) - =S HG - )
T No T el TN JON TR T
(28)
+ % > E|H(z, - ) - H(Y - i)

We now use the following arguments:

e we have just seen (cf. (24)) how we can upper bound —

-Y; ‘ in terms of
the E’s (1 =0,...,k —1); note that we cannot use (26) since we use (27) to get it;

e in the next subsection (lemma 5.4), we will prove the following upper bound for the
second term of the right handside: there exists a constant L, depending only on 7'
and o such that, for all ¢ € [0,7) and any ¢ = 1,.., N, one has

C
E <= (29)

V(t, 2 _Ng _Zt)

e in the next subsection (lemma 5.5), we will prove that there exists a constant C,
depending only on 7', ¢ and V{, such that, for all k = 1,..., K, one has

1 Yy 7 j 1 z
2,j=1 j=1
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Assume the above estimates; for £ > 3, one then has:

k-1
E, <ZAtEl+mVAt)+
=1

C
°
VA Zm( tZE)

Zons — Yzim‘ < 2At, the inequalities (30) and

(29) imply that £y < C (\/ At + \/LN) and B, < C <\/ At + \/Lﬁ) Thus:

k-1 At At

1
N ZmEl+me ZAtEJ

<
Vi

+ C

Besides, as F ‘zm -Yrl <

J

E,. < C

1
+CO(VAt + — | , k=3, K,
( vN)

1 1 1
By = — < (VAL +— B, < C(VAt+ —
0 2N’E1_C( +N>’ EZ_C( +N)’

where C' is a constant depending only on 7', ¢ and V.

We are now in position to prove (27).

For all t € [0,T], define the function £(¢) by

K—
e=0

This function is measurable, positive and bounded by 1 (remember the definition (23)).

The function s — being increasing on ]0, t,[, one has that

\/—
i
S A [
1—2 tk - J0 tk — S
1
The function s — NN being decreasing on ]0,t,/2[ and increasing on |t;/2, t[,

one has that

At t k-l At
AtE, < / e(s)ds _—
Z / tl\/7 Z — 0 ( ) lz:; /tk — tl\/ﬂ
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1 i
ds < 4 g(s)ds .

t th
< d =
- /0 els)ds 0tk —s4/s At

Thus, the function £(t) satisfies:

a(tk)g(}(\/EJr %) +/Otk0<\/17k + \/1% + 1)8(s)ds :

We conclude by applying Gronwall’s lemma:

e(T) < €' exp (C (3VT +T)) <\/E + «%)

5.4 Technical lemmae

We now prove the estimates (29) and (30).

Lemma 5.4 (Proof of (29)) There exists a constant L, depending only on T and o
such that, for allt € [0,T] and anyi=1,..,N, one has

1 N
BV -~ 3 H - )
j=1
< E|v<t,zz) By H(z - )|
1 1 ¥
+E|=Y EH(z — z{) - —> H(z — )
N w=z N4
= A+B

Let us first treat A.
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If Uy is a Dirac measure, then Uy = U, and A is 0; if (H1-ii) holds, then we can easily
use the arguments of the proof of the lemma 3.1 in [4] to prove

V(t,2) - Bg,H(z — 2)| < C [W()-Vo()|,. » V2 € R .

By definition of V|, it comes that
1

N .

Now consider B:

The (2,5 = 1,..,N) being independent, one gets that

E (le 5 (EH(a: -4

j=1

which ends the proof of the lemma. B

Lemma 5.5 (Proof of (30)) There exists a constant C, depending only onT, ¢ and V}
such that, for any k € 1,.., K, one has:

§G<\/_+—+L§\/tf% )

N N

i j 1 i j

2 Z E‘H(zh B Z{k) - NZH(XL - YZ:)
Jj=1

Proof. As 25 = Y{, it is clear that the left handside is 0 when k = 0.
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When k = 1, Y}, = 7%,, thus for i # j,
E|H(z), — 2h,) - H(Zh, - At)\
< E|H(zh, — 25) — H(Za — 24| + B|H(Zh, — 2A,) — H(Za, — Zy)|
Integrate w.r.t. the law of z4, and apply the lemma 5.2 and (20):
B|H(zh, — #h) — H(Za — 2A0)|

i i C i i
‘H(ZAt —x) — H(Zp — 37)‘ dr < —=F |zp; — Zp

VAL

C

E -
<E[ 7w
< CVAt .

Besides, for ¢ # j:
E ‘H(ziAt - zgt) - H(EiAt - 7jAt)‘

1 . .
<E/7H AV~ H(z—7)de < C VAL .
= Rm‘ (.I' ZAt) ('T ZAt)‘ L

Thus (30) holds for £ = 1 and, similarly, for & = 2.

Now fix k € {3,..., K}. The difficulty is to find the appropriate relation between the
left handside of (30) and the E,’s.

Forallz € R,t=1,..,N and | =0, .., K, define the process (z:’l(m)) by

_ ¢ , . .
2 z) =z + /0 V(tl—l- s,zi’l(:c)) ds + o (wa_tI — wzz) , te[0,T—t] . (31)
Then

E|H(Y,, - Y3) - H(Z), — 4,)

= E|H(Y, - Y3) - H(z1 () — 210 (%0))

9

from which

E ‘H (Y —Yi)—H(z - 2)

< (32)

ik=1(y k1 i k—(141) (v ri j k—(1+1)
ZE‘H (ZlAt b ,) — ZlAr (Yti 1)) H (Z(H—l)At (Ytk_(m)) zl—i—l)At (Ytk (,+1)))‘-

Fix [ and 7 # j.

i.k—l/y i j,k—1 i,k—(1+1 Jg—(14+1
‘H Zint (Ytk ,) — z{Ar (Yti ,)) H( (l+1§At )(Ytk (,+1)) - z(]l-i—l)(At )(Kt]k (1+1)))‘ <
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H (zia, (Y]

tp_1

jk—1/y 7 o i k—(14+1 i
)= 2T (VEL)) = H (A4 (Vi) = 2iyae (Y _))| +

ik—l (yri j k—(14+1) v ik—(14+1) i j k—(1+1) (v
H (227 (V) = i (Vi) = H (G a (V) — #liimar (Vo))
=t A+ B .
We first upper bound F A.
Let (F;) the o-field generated by (w; , 1 < ¢ < N). Then, denoting by Aw}, the

: ! 2 .
quantity w, — w,_,, one has:

P N Py i k—(1+1 i
EA = E|H (548 ) - 485 (Vi) - H (28, (V) — 2 (Vi )|
) — A5V ) -
ik—1 /v i jk—(1+1 j
—H (th (Y ) - Zfl+1)(At )(Ytjk_(m)))‘

tk=l x4 i3 i i gk—lrv g
H (ZlAt (Y, + AV ) (Y ) + Awi_y) =z (}/;271))

te—(1+1) (I+1)( tp—(1+1)

— EEftk—(I+1)

ikl i
H(ZlAt (Y,

tr—1

— EEj:tk—(1+1)

ik—1 i
- H (zlAt (Y,

te_(141)

+ Atvtk—(1+1) (Y;L

i j,k—(1+1 j
k,(m)) + Aw ) — Zf1+1§At vy ))‘

te_(141)

Let g,2a¢(-) denote the Gaussian density of mean 0 and variance g’ At.

h—(1+1) < rj
) and z(JI+1§At )(Y]

tk—(H»l)) are independent of Awj,_;

3 j7k_l .7
The random variables z{x, (Y7_,

besides, z;Akt_l(a:) is independent of Aw}_;; therefore,

k=l /v i Iy % j,k—1 j
BA = B [ gonl2) |[H (487 (Y0 + MV (Vi) +2) — i (VD)

te_(141)

1,k—1 2 I/ ) j,k—(14+1 j
- H (ZlAt (}/tk—(l+1) + At‘/tk—(1+1) (}/;kf(H»l)) + Z) - zgl-i—l;At )(}/;’.Zc—(l+1) ))‘ d'z ‘

Remember that ;"(z, -) denotes the density of the law of z;*(x) defined in (31); as i # j,
it comes:

BA = B[ |1 (-4 000.)) - H - 4 00,.,)

X /IZQOZAt(Z) 7[27Akt_l (y) YZ + Atvtkf(u.n(yi ) + Z) dz dy .

te—(1+1) te—(1+1)

We apply the lemma 5.2 and get

ik—1

v (z,y) < V%e@(—%) : (33)
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Thus,

i,k—l 7] Ea 7
/RgazAt(Z) VAt <y7 Y;k (141) +Atvtk7(1+1)(yvtk (I+1)) Z) dz < m .
Finally using (20) once more, we get:

C
FA <
T WVt

To upper bound F B, we follow the same way and obtain

k—1 I+1
B3 (Vi) — a0 (34)

BB < B[ j_\ (i (Vi) =) = H (5000 — )| dy
< o= Bl ) - R0 ) (3)
From(34) and (35), it comes:
B|H () — #4470 ) — H (5 Vi) — 2S00 )))|
< j_ E\zix;’ AT eivalt 7N (36)

i,k—1 4 i k—(1+1 4
+ B |aa (V) = 2w (i )])

Below, we will prove: for any ¢ =1,..,N and [ =0, ..,k — 3,

) ’L k— (H—l)

E (l—l—l)At ( t_ (H—l))‘

Zk' l 7
ZInt (Ytk .

< AtCE ‘Vtk—(z+1) (Y;Zk (1+1)) a4 (tkf(H'l)’ Yti—““))‘

C k—(14+2) . - _
+At7( > AtE‘Vt (tg: Vi) = Vi (V)| + \/At) ;o (37)

\/te—(1+1)
using this estimate in (36), we get, for all [ € {0, ..,k — 3}:
ik—1 k—1 i k—(I+1 I+1
BH (4 (V ) = 287 (V) — H (2058 () — Aae (V)|

C At ‘
S \/tlT{ ‘Vtk (I+1) (Y;i I+1)) -V (tk—(1+1)’}/;]1:_(1+1))‘

q=1

+ E ‘Vtk—(1+1) (Y;zk (1+1)) -V <tk_(l+1),}/;ii(l+l))‘
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At k—(142) o '
+ —— ( > E|V(t, YY) —vt,,ma)\)
V—+1) | g=1

At k—(1+2) . /At
+7( > E|V(t,Y) -V, (V) .

/Ue—(1+1)

Thus, for k > 3, using the definition of Ej, (cf. (23)), we get

\/ —(1+1)

g=1

1 N N 1 N
N2 ZZE H(zzk ng)_NZH(YZ }/tk)
i=1j=1 j=1
< C VAt
k-3 k—(1+2)
C At At VAt 1
+ By + ——= Y, E; + + 5
=0 Vi1 V0 k—(+1)  g=1 te—(1+1)
Remark that
k-3 3 k—2 3
Atz
> N = Z
=0 AL+ 1 \/At ((+1) = \/lA,/At — 1)
[k/2] 5 Ats
<
At(k — [k/2]) L/9]+1 VAL([k/2] + 1)/ At(k — 1)
1 k/2] 1
< At + —dzx < 4VAt .
At(k — [k/2)) ,/At([k/Q] +1)) o Ve
We deduce that, for £ > 3, we have that
1] NN ' N
N2 ZZE H(sz Ztk Z k }ftjk
1=1j5=1 ]:1
k-3 k—(1+2)
C At At 1
< Er_41) + —— Z E,} + CVAt + — .
1=0 th+1{ VI—(+1)  g=1 ! N

The inequality 30 is proved. N

Lemma 5.6 (Proof of (37)) For alli=1,..,N and for alll = 0,..,k — 3, one has that

E ) k—(1+1)

k—1
Z;At (Ytlk . (l—|—1)At (s, by (,+1))‘
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<OME[TV . (Vi) =V (g YL

te—(141) tp—(1+1)
CAt (U2 o
ﬁ( 3 AtE‘V(tq,Yt“q)—th(YtZ) 1+ VAL
k—(14+1)

q=1
Forl=k—2andl =k —1, it holds that

( Ztk Q(YQZAf) Zziil(yét)‘

where C' 1s a positive constant depending only on T', 0 and Vj.

_I_

i (Ya) — 2l wh)]) < cad,

Proof. We already noticed the strong uniqueness of the solution to (14): forallk =0, .., K

di=1,.,N
anc T ’ i,k i,k+1 2,k
zhn(T) = 2 (ZAt($)) : (38)
An easy computation also shows that
E|zi*(z) — zi’”(y)‘ < exp(Ly 2VT) |z — 9| . (39)
Thus,
i,k—1 7 i,k—(l+1 1,k—1 7 i,k—1 i,k—(I+1 3
E | zp, (Ytk ,) Z(l+1§A+t )( tp (,H))‘ = FE |z, (Ytk ,) — ZIAt (ZAt * )(Ytk,“m))‘
f 2 7 2. ’L,L*l 1 7
= BE %= |58 () - 28 (258 L))
< eXp LO 2\/7 ‘ _z@k (H‘l)(y;k (1+1))‘ (40)
This shows that
i 60 i 7 (i At 0(,
E‘YAt — 23:(yy)| = E AtV (3/0) - /0 V(s,zs(yo)) ds| < At,
and
i i1 v i 7 i A i1y i
E\Y;At - zét(ygt)\ = E‘AtVAt (vA,) - /0 V (At +s,27(Y,)) ds| < At .
Forl € {0,..,k — 3}:
zk (1+1)
B[, , - Y|
At
_ 7 9 7,k—(14+1
= BAV o, (Vi) = [V (teaey + o, 2887000 ) ds
< MEVy_ o (Y o) = V(twn Y ) (41)

At —_
i,k—(1+1 j} ‘/ A + ) :
/ ‘ k—(I14+1) S, Z ( )( tp_ (I+1))) ( k—(I+1), tk7(7+1)>‘ )
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As V is Lipschitz, it comes that

FE /OAt ‘V (tk (1+1) T 8, z, k- (l+1)(ytk (1+1))) -V <tk_(l+1)’ Yti*(m))‘ “

At
1,k—(1+1 i k—(14+1
= E/o ‘V b + 8,2 " )(Ytk (I+1))) V(t" (1) Zs (+ )(Ytk (z+1)))‘d5

At L,
+ [ ==
0 \/tkf(l-i—l)

At
2,k—(14+1 2,k—(14+1
E/ ‘V 79 (1+1) T 8, 2, ( )(Y;k (1+1))> -V (tk (14+1)> Zs t )(Y;k (1+1)))‘ ds

Lo Ay (At + a\/E)

A/ te—(+1)

We introduce the random variable zi#=(+1)(2i

L (l—l—l)(Yz ) - Yz

te—(1+1) te—(1+1)

ds

IN

_|_

T (1+1)) Ztk—(1+1)+3'

At .
E / [V (ticqony + 5, 25O ) =V (o, Y, )| ds
At
1,k—(l1+1 ) i,k—(1+1
< E/O ‘V te—(1+1) + 8, 24 I+ )(Ytk_(z+1))) Vv (tk (1+1) + 8, 2, I+ )(ztk (1+1)))‘ ds

ds

At 4 4
+ E/ ‘V e—(41) + 8 » 2 (I+1)+S) -V (tkf(l+1)7 ztk_(1+1)+s)

At
ik—(1 l
+ E/ ‘V e (l+1)aZ (+1)(Ztk (1+1))> 4 (t'” (I+1)s %5 (+1)(Ytk (1+1))> ‘ ds

Lo
N EM (At + a\/E)

Using that V(¢,-) is Lipschitz, (39) and (33), we get:

_|_

E/At‘v tk ) + 5, sz (l+1)(ytk (I+1))> — V<tk—(l+1)’yi )‘ds

te—(1+1)

z; - Y
te—(141) te—(141)

L
< 22— exp(Ly2VT)

/tean
At
+ /0 /%‘EUOH(x_Ztk—(I+1)+3) Ey, H T P41 ‘m

L
+ 0 At (At + Ux/At)
te—(1+1)

dzx ds
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Applying (20), it comes that

E /OAt ‘V (thmqreny + 5,25 EDYE ) =V (t_ge), Yt@"*“*”)‘ &

te—(1+1)

Lo i i
< 2 \/m exp(LOQﬁ) At E b any) }/tkf(H-l)
L C
Lot Oy (At + ov/At)
\/ t—(1+1)
Finally, we upper bound F zik_(m) - Yti_(m)‘ as in (24) and get

B [V (e 4 500 ) =V (Y, )| ds

I k—(1+2) ) _ ) —
S 2 70 eXp(LOQﬁ) At C Z AtE ‘V(twy:f;) - th(}/t‘fz) + At
CAt>
_I_ -
cat  (FUY N _7 (v 4 VA
< ( 3 AtE‘V(tq,Yt’q) =V, (V)] + VAL

\/t—(1+1)

We conclude by using this estimate in (41), and then considering (40). W

q=1

INRIA



A Stochastic Particles Method for the Burgers equation 41

6 Conclusion

We have constructed a stochastic particles method for the one-dimensional Burgers equa-
tion and given its convergence rate for the L'(R x Q)-norm of the error.

Here, the initial condition is supposed equal to a distribution function. It is not too
hard to extend the method and the theoretical estimate of the convergence rate to non
monotonic initial conditions: this is done in Bossy & Talay [4] and in Bossy [3].

Our next objective is to extend the algorithm and our error analysis to treat the 2-D
inviscid Navier-Stokes equation, which would permit to give new error estimates for the
Chorin’s random vortex methods. The additional difficulty is due to the fact that the
corresponding interaction kernel is singular.
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A Appendix

A.1 Proof of the proposition 3.1

We again stress that this proof is adapted from [26]; we give the essential arguments, the
details of the computations can be found in M. Bossy’s thesis [3].

We start with an easy lemma.
Lemma A.1 Under (HO), the function V(t,z) = FEH(z — X;) is integrable in —oo;

more precisely, it satisfies: there exist strictly positive constants C, «v, 6 such that, for all

t € 0,7, .
Ve< —-M ,V(t,z) < C exp (—M)
Y

Proof. The proof only requires easy computations from

V(t,z) = P(X,<z) = P (XOJF/OIt (/RH(XS —y)Us(dy)) ds + ow, < a:)
< Plow+ Xy <z)

and the estimate

2

+oo y~ 1.2
VmER,/H exp{—% dy < Cexp Y . |

We are now in position to prove the proposition 3.1.

For (t,z) € [0,T], set )
Fita) = [ Vit,y)y

o =00

(which is well defined in view of the above lemma) and
1 T
W(t,z) = exp <——2 / V(t, y)dy)
g —0o0

As V is a weak solution of the Burgers equation in |0, T[x R, F satisfies the following
equality in the distribution sense:

2(8_F+1282F)_18
oz' ot 27 ax2’ T 20z
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oOF 1 ,0°F

The distributions (—E + 502 57

22

their difference is a distribution invariant by translations along the z-axis. Then, for any
test function ® and any z € R, one has

) et %V2 have the same spatial derivatives, therefore

3F 1 ,0*F 1
—o?

2

/Ft x < (t,z + 2) + 5 L gq;(t ;v—i—z)) dtdz—/%vz(t,x) O(t,z + z)dtdx

o0d 0‘82 15
= /F(t,x—z) S () + E@(t’x) dtdz — /51/ (t,z — 2) B(t, x)dtdz .

Using the preceding lemma, the bounded convergence theorem and the fact that V(t,.)
is a distribution function, one can check that the right handside tends to O when z tends
to +o0.

Denote by (®;) a sequence of smoothing functions in R?, define ' and V in R? by

= F(t,z), if (t,z) € (0,T| x R

F(t,z) = { O,( ) ” Et7m§ c (1{2\(]077’] R
and

- | V(t,z), if (t,z) € (0,T] x R

Vit,z) = { 0, if (t,z) € R®:\(0,7] x R .

Define the functions Fy,, V; and W, on (0,7] x R by

Fi(t,z) = (@k*ﬁ) (t, )
Vi(t,z) = (B*V)(t,2)
Wi(t,z) = exp <—% Fk(t,:v))

First, we note that (W},) converges to W in the distribution sense: let ¢ be a test
function and let K be such that Supp¢p C (0,7)x]— K, K|[); for any k such that Supp®;, C
(] - K, K])?, one has

ot [ [Wilt,a) = W(t,2)| - |6(t,2)] dt do
(0,T|xR

< Fr(t — F(t t dtd
< [ pyon Fil62) = F(6,2)] 1900, 2)] di d
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< / ‘F(t,ﬂf) - ]l]—2K,2K[(l')F(t,LU)‘ \p(t, )| dt dx
Suppg
* Supqu‘]l] 2k [( )t z) ~ (ﬂ]_QKvQK[F)k (t,x)‘ |p(t, z)| dt dx
+ Supps ‘@k * (F -1 9K,2K[F> (t,x)‘ |p(t, )| dt da

Agmw‘ﬂ]QKJKKx)F“’x)"(“%ﬂKaKﬁﬂk(tx‘|¢t z)| dt dx

the lemma A.1 shows that the function 1|_sxox(F belongs to L*((0,T) x R), which
implies that the sequence (1|_ox2x(F")r converges to Ii_ox ok (F in LY(0,T) x R).

Besides, denoting (V?); := ®; x V2, one can check that

oW, 20We 1 l(VQ)k - (%) ] Wi = T; [(Vg)k - (Vkﬂ Wi

1
ot 27 8z2 T~ 207
Then, letting k£ go to infinity, easy computations show that W satisfies the heat equa-

(z —m;)dy

Wi(t,z) = /W $,Y) exp(
(t,2) \/27r02t—s 20%(t —

\/%/Wsa\/m,z%—x) exp( 22) dz .

We now make s tend to zero; the lemma A.1 and the bounded convergence theorem

imply that F(s,z) converges to F(0,z) when s tends to 0; consequently, we get that
1 (z—y)? Y
(5155 [ viae )

tion, so that, for 0 < s <t < T,

2t

1
Wit,z) = V2notr

A.2 Proof of the lemma 5.2
In the chapter 13 of [10], I. I. Gihman and A. V. Skorohod give a representation of the

transition density of a process (X;) solution to

dXt = b(t,zt) + wat s
) are well defined, and that

under the condition that the derivatives 9,b(t,z) and 8;b(
the function B defined by
10b ¢ 19b
(t,oz) — / —(t,02)dz
0

1
B(t,.’L’) = —ﬁbg(t,ox) — 5%
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satisfies:
sup B(t,z)
—— 0<t<T _
Jim == — =0 (42)

The formula for the density v;(z,y) of the law of X;(z) is as follows:

! exp ( M) exp {é (/Oy b(t,z)dz — /OZ b(0, z)dz)}

(T, y) = m
x I exp {t /: B (ut,% + (w(tu) —w(t)) + %(m — y)) du}

2to?

In our case b is equal to V' and the condition (42) seems difficult to check for the

process (z;(z)) because of the discontinuity of the derivatives of V' at t = 0 when U is
a Dirac measure. Thus we introduce an intermediate process (z{(z)) with € > 0, and we

will get the desired result by making ¢ decrease to 0.

Let (2{(z)) be defined by

z; () :;r—}—/ (s +e¢,2:(x))ds + ow; .

Set
. 1, 10V 10V
B (t,.’L') = —@V (t—f-g,O'.'L') — §£(t+8,0$) — /0 ;E(t—i—é‘ O'Z)dz .
As V is the solution of the Burgers equation,
. 1 \% 1
Bé(t,z) = ia(t—l—s,O) — am(t+€ or) — EVQ(t—I—s,O) .

g Thus, for all (¢,z) in

L>=(R) \[

v
B0 0+

We already proved that, for all ¢ €]0, 77, |

10,T] x R, one has
C
|B*(t,z)] < — + C .

NG

The condition (42) is satisfied, so that, y;(z,y) denoting the law of 2{(z)

Y (z,y) = \/% exp <— (yQ;:;)Z) exp {% (/Oy V(t+e,z)dz — /Oz V(s, z)dz)}
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But V(t +¢,z) = Ey,H(x — 244¢), thus

c (y— ) - 2y —c|
o) & (O

For all v > o, an easy computation shows that

o () (52 e )

Choose v = v/2 o:
C (y —=)*
€ < —
(@ y) < WGXP( 4t0?

Using the lemma (3.2), one easy obtains that (z{(z)) converges to (z:(z)) in L'(€2)
when ¢ — 0. Thus, for any continuous and bounded function f, it holds that

[ swnitendy =2 [ wiutey)

Set

._ 1 _(y—:v)2
aley) = WGXP< 4to? )
As
_/Rf(y)'yf(w,y)dy < ./Rf(y)gt(;r,y)dy,

it comes that

IN

/R F(@)v(z, y)dy

which implies that vy,(z,y) < gi(z,y). W

/R f(y)gt(L y)dy )
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