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Sur une généralisation
des bornes de Kingman

Résumé : Dans cet article nous développons un cadre pour le calcul de bornes
exponentielles supérieures et inférieures pour une classe de systemes de files d’attente
a serveur unique, ou les processus d’entrée sont modulés par une chaine de Markov
a espace d’état général. Ces bornes généralisent celles obtenues par Kingman dans
le cas ou les processus d’entrée sont des processus de renouvellement.

Mots-clé : Files d’attente; Bornes exponentielles; Chaine de Markov a espace
d’état général.
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1 Introduction

Let (Q, F) be a measurable space large enough to carry a R, -valued random variable
(r.v.) Xy, a sequence of E-valued r.v.’s {Y,,, n = 0,1, ...} and a sequence of R-valued
r.v.’s {&, n = 0,1,...}. The set R (resp. R, ) denotes the set of all real numbers
(resp. the set of all nonnegative real numbers) endowed with the o-algebra R (resp.
R ). We will assume that IE is a general space endowed with the o-algebra £.

Let {F(z,-), z € IE} and {Q(z,-), = € IE} be two fixed families of probability
measures on R and IE, respectively, and let ; and v be probability measures on IE
and IR, respectively.

We postulate the existence of a probability measure P on (2, F) such that for
alAe &, BeER,C Ry,

Pr(Xo € C, Yy € 4) = 1(C) u(A) 1)
and

P# (Yn+1 € A)é’n S B|X07Yb7 s 7}/;147607 s 767171) = Q(Kl)A)F(KHB)7 n > 0.

@)
The definition (1) implies that under P¥, X, and Y; are independent r.v.’s with
probability distribution v and p, respectively. The definition (2) implies, in par-
ticular, that Y = {Y,}, is a time-homogeneous Markov chain on IE with tran-
sition kernel @ and initial probability distribution p. Also observe from (2) that
P, € B|Y, = z) = F(z,B) and that Y, 1, and &,, conditioned on Y, are inde-
pendent r.v.’s under P/.

We will assume that the Markov chain Y is aperiodic, positive Harris recurrent
(see [15, Theorem 13.0.1]) and will denote by 7 its invariant probability measure.
Let {7*}, be a family of probability measures on IE recursively defined by 7*(B) =
Je Q(z,B)7h_i(dz) for n = 1,2,..., with 7y = u, so that 7# is the probability
distribution of Y,, given the initial probability distribution p for Yj.

On (2, F) we define the new sequence {X,, n =1,2,...} of R -valued r.v.’s by
Xpy1 =max (0, X,, + &), n>0. (3)

The aim of this note is to compute exponential upper and lower bounds for the tail
distribution of X,,, both for every n = 1,2,... and for the stationary regime X of
X, (when it exists), namely, to find real numbers a,c > 0, b,d, 6 > 0 such that

ae ™ < PMX,>s)<be™ (4)
forall s >0,n > 1, and

ce™ < PMX >s)<de ™™ (5)
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4 Z. Liu, P. Nain, D. Towsley

for all s > 0.

Consider the case that IE is a singleton. Observe that in this case {{,, n =
0,1,...} is a renewal sequence of R-valued r.v.’s. If the stability condition E[{] < 0
is satisfied, then Kingman [12] showed that the upper bound in (4) (resp. in (5)) holds
with b =1 (resp. d = 1) for every 0 < § < 6* = sup{a > 0 : Efexp(ay)] < 1}, and
that the lower bounds in (4)-(5) hold with a = ¢ = inf,( [;° F(du)/ [,° exp(0*(u —
s)F(du) and 6 = 0*, where F is the common distribution function of the &,’s.

Consider now the case that IE is a finite set. If the stability condition E™[¢,] < 0
holds, then Liu et al. [14] showed that the upper bounds in (4)-(5) hold for every
0<6 <0 =sup{a >0, p(a) <1} with

b d sup  Duce Qb T(E) (1~ F(k,(~00,5)))
b Tic Qb ) (k) 1 exp(O(u— ) F(k,du)

JjeE

(6)

where (7(k;0), k € IE)T is the right eigenvector of the matrix
H(6) := Q"diag (Elexp(66.) | Yo = K], k € F)

associated with its largest eigenvalue p(6) such that > ,.g7(k;0) = 1, with Q =
[Q(k, 7)]. The lower bound is obtained in [14] for § = #*. In this case, the coefficient
a in (4) (resp. c in (5)) is obtained by substituting “sup” for “inf” and 6 for 6* in
the right-hand side of (6). The bounds reported above for the tail distribution of X,
will hold for n > 1 only if v satisfies some conditions (see [12, 14] for details).

The results in this note generalize Kingman’s bounds to the case when (IE, ) is
a general measurable space.

Let us introduce further notation. Let ®(z;0) = [; exp(fu) F(z, du), G(z, A X
B) = P(Y,41 € A&, € B|Y, = z), and define the transformed kernel Q(8) by

Q(«’LBA;@) = /ReG”G(:c,Axdu)

= Qz, A) &(z;0) (7)

for all z € E, A € &, where the latter equality comes from (2). In the case that |E
is a finite set then Q(k, 7;0) is the (k, j)-entry of the matrix H(9).

Let GM(z,A x B) = G(z,A x B) and GO (z,A x B) = [y Jg G (z,du x
ds) G(u, A x B —s),4 > 2, and define Q\(z, A;0) = [exp(0s)G¥(z, A x ds) for all
i> 1.

From now on we will assume that there exist a probability measure m on IE x R,
an integer 7, and real numbers 0 < a; < ay < oo such that

aym(Ax B) <G (z,Ax B)<aym(AxB), YecE,Ac&, BecR. (8)

INRIA



On a Generalization of Kingman’s Bounds 5

Define m(A;0) = [g exp(ds) m(A x ds) and let D= {0 € R : m(E;0) < co}.

By applying Lemma 3.1 in [8] we deduce that for each 6 € D, @(0) has a maximal
simple eigenvalue p(f) > 0 with uniformly positive and bounded associated right
eigenfunction and left eigenmeasure r(8) = {r(z;0), z € E} and [(0) = {l(A4;0), A €
A}, respectively. Recall that the right eigenfunction T‘(ﬁ) and the left eigenmeasure
[(0) satisfy the relationships p(0)7(z;0) = [g7(y;0) Q(z,dy;0) and p(0)(A;0) =

Je Q(z, A;0)1(dz; 0), respectively, for all z € IE, A € £. We will assume without loss
of generality that the left eigenmeasure is chosen so that

(E;0)=1, V0¢cD. (9)

Recently, Duffield [5] found an exponential upper bound for the tail distribution
of the stationary regime X in the case when, like in our setting, the joint distribution
of (Y11,&s), conditioned on (X, Yo, ..., Y, &, --,&—1) depends only on Y;, for all
n > 0, but without imposing the product-form condition in the right-hand side of (2)
(the latter case is referred to as the “uncoupled” case in [8, Section 7i]). Specializing
Duffield’s result to the uncoupled case and by assuming, as in [5], that Y is ergodic
and stationary, E™[{y] < O (stability condition), and F(z,Ry) > 0 for all z € E, we
get that, for every 0 < § < 6* = sup{a > 0 : p(a) < 1}, the upper bound in (5)
holds with -

L, Erse) w0
inf,eg 7(z;6)

Besides the theoretical interest of obtaining bounds like those in (4)-(5), bounds
on the tail distribution of quantities such as buffer occupancy and response times
can be used in the design of high speed networks. In addition, bounds can also be
used to develop policies for controlling the admission of new applications or sessions
to the network. The interested reader is referred to [2, 3, 4, 6, 7, 9, 10, 13, 14, 16]
where these issues have been addressed.

2 Exponential Bounds

In what follows, for any probability measure ¢ on R we will substitute the notation

q.(s) for ¢((s,00)) for all s € R.
Let {y(s,-), s > 0} be a collection of measures on IE such that
L@@ A |[" (s - u,da) Fo,du) + Fufa, ) mido)| <o(s,4) (1)
forallse R, Aec &, n>0.

The following technical lemma holds:

RR n"2423



6 Z. Liu, P. Nain, D. Towsley

Lemma 2.1 Let P,, denote the property that
PHX, >s,Y, € A)<q(s,A) (12)
foralls >0, A&, n>0.
If Py 1s true, then P, is true for all n > 0.

Proof. We will use an induction argument on n. Assume that P; is true for ¢ =
0,1,...,n and let us show that P, is true.

We have for all s > 0, A € &,

v

- /Py"(XnJrEn > 8, Yo € AlY, = z)m,(dz)
E

P”(X‘IL+1 > S, Yn-l—l S A)

= [ Q(@,4) PA(Xa+ &0 > 5| Y, = 2) wh(da) (13)
_ /EQ(.r,A) jz PHX, > s —ul|Yy = 3,60 = u) e, du)| 7(de)  (14)
_ /E Q(z, A) /_oo PH(X, > s —u,Y, € dz) F(z,du) + F,(z, s)w;;(dx)]

< /E Q(z, A) [ ; (s — u, dz) F(z, du) + Fc(x,s)wg(dm)] (15)
< (s, A). (16)

The relations (13)-(14) are easy consequences of the definition (2). The inequalities
(15) and (16) follow from the induction hypothesis and from the definition (11),
respectively. )

We are now in position to prove the main result of this note:

Proposition 2.1 Let0 € G:={a>0: p(a) <1}ND. If
ve(s) < b(B)e ¥, Vs>0 (17)
then, for any initial probability measure p for Yy,
PHX,>s)<bB)e™®, Vs>0,n>0 (18)

where

_ focp @, A) Fila,5) nt(do)
b(6) = yr - Oz A) ([ ) F(z, du)) [(da 6)

n>0

(19)

INRIA



On a Generalization of Kingman’s Bounds 7

Proof. Observe first that the set G is nonempty since p(0) = 1 and m(IE;0) =1
which implies that 0 € G.

Define (s, A) = b(0) exp(—0s)1(A;0) forall s >0, A€ &.
If {v(s,A), s >0, A € £} satisfies (11) then, by Lemma (2.1),

Pi(X.>s) = PAX,>sY,cE)

< 72 E)
(0) —0s

S

for all s > 0, n > 1, by using the normalizing condition (9).

Let us check that {y(s, A), s > 0, A € £} satisfies (11). For all s > 0, A € &, we

have
/E Q(z, A) [/; (s — u,dz) F(z,du) + F.(z, s) Wﬁ(dx)]
= / Q(z, A) [(/s b(0) =) F(m,du)) [(dz;0) + F.(z,s) wh(dz)
- /QxA[ e % ®(x:0) I(dx; 0)

_/ ( (0) e I(dx; ) — W”(d,’b)) F(a:,du)]

k]

< b0 —“/Qer )i(dz; 9) (20)
= b(8) e p(6)1(A;6) (21)
< (s, A).

The inequality (20) follows from (7) and from the definition of 5(#) while (21) follows
from the definition of the left eigenmeasure I(-;@). ' 3

From now on we will assume that there exists 0 < B < oo such that m(IE, (B, o))
is strictly positive. If this assumption does not hold then it can be shown from (8)
and (3) that X,, —, 0 almost surely and the system becomes trivial.

Proposition 2.1 says that an exponential upper bound with a strictly positive
exponential decay rate exists for the tail distribution of X, if G is non-empty. If so,
then 0* := sup{@ € G} is the largest exponential decay rate over all § € G. However,
this leaves open the questions (a) under what condition(s) 8* > 0 and (b) whether
0* the largest possible exponential over all § > 07

The answer to question (a) is provided in Lemma 2.2.

RR n"2423
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Lemma 2.2 Assume that D is an open set. Then,
6* >0 if and only if E™[&)] < 0. (22)

If E™[&)] < 0 then 0* is the unique strictly positive solution of the equation p(6) = 1.

Proof. It is shown in [8, Lemma 3.4i] that log(p()) is differentiable and strictly
convex on D. This implies that p(@) is also differentiable and strictly convex on D.
On the other hand, specializing the differentiation formula (4.3) in [8] to our model
yields p'(0) = E™[&], where p'(0) denotes the derivative of p(#) at the point 8 = 0.
Combining the above results together with the obvious identity p(0) = 1 gives (22).

Let us now prove the second statement of the lemma. Assume that E™[{] < 0.
Since p(0) = 1, p'(0) = E™[§] < 0, and since p(#) is convex on D, it is enough to
show that

li g) = oo. 2
0—)006(%%10(0,00) p( ) 0 ( 3)
JFrom p(0) I(IE;0) = [ Q(x,IE;0)[(dz;0) and (8) we obtain that
p(0)" > ay1h(IE; ). (24)

If 6y < oo then limg_,4, 7 (IE; 0) = oo from Fatou’s lemma and the definition of the
set D. Consequently, (23) is proved for 0 < 6y < oo by letting 6 — 6, in (24).

Recall the assumption that m(IE,(B,o0)) > 0 for some B > 0. Pick such a
B and note that m(IE;0) > exp(§B)m(IE,(—oo,B) for & > 0, so that p()* >
a; exp(6B) m(EE, (—oo, B)) for § > 0. Letting § — oo in the latter inequality yields
(23) when 6y = oco. This concludes the proof. )

We now establish the lower bound.

Proposition 2.2 Assume that E™[£y] < 0 and that D is an open set. If
ve(s) > ae™®*, Vs> 0 (25)
then, for any initial probability measure p of Yy,
PMX,>s)>ae?* Vs>0,n=12,... (26)

where

a = inf Joer @z, A) Fo(z, 5) m)(dx)
dcg [oen Qz, A) ([77 e =) F(z, du)) l(dz; 6%)

>0
n>0

(27)

INRIA
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Proof. Let {4(s,-), s > 0} be a collection of measures on IE such that
[ Q@A) [ 6(s —udo) Fla,du) + Fufa,s) mi(da)| > 8(s,4)  (28)
JE J—oo
foralls e R, A € £, n > 1. Asin Lemma 2.1 we can easily show that if the property
P(X, >s,Y, € A) > s, A), Vs>0, A€€ (29)
holds for n = 0 then it holds for all n > 0.
Define §(s, A) = a exp(—0*s)l(A;0*) for all s > 0, A € £.
If {6(s,A), s >0, A€ E} satisfies (28) then, according to (29),

P¥(X, >s) = PMX,>sY, €E)
> 4(s,E)

—_A*
— aeﬁs

for all s > 0, n > 1. It remains to check that {é(s,A), s > 0, A € £} satisfies
(28). This can be done by mimicking the proof of Proposition 2.1 and by using the
property that p(6*) = 1 (see Lemma 2.2). The proof is omitted. ' )

We now address the stability of the system, namely the existence of a proper
probability distribution function G on R, such that P*(X, < s) —, G(s) for all
s > 0, independently of the initial distributions p and v. Using a coupling result
due to Borovkov and Foss [1, Theorem 5], it can be shown that the system is stable
if E™[&] < 0 and that X,, —,, oo a.s. if E™[{y] > 0 (see [14, Lemma 2.2] for details).
Let X be the stationary regime of the process {X,,}, when it exists.

We are now in position to answer question (b) when E™[§] < 0 which is the only
interesting case. In this case, lim, ., (1/s) log(P(X > s)) = —0* [5, Theorem 3|,
which readily implies that 6* is the best exponential decay over all § > 0.

The next results are direct consequences of Propositions 2.1 and 2.2.

Corollary 2.1 Assume that E™[§] < 0. Then, V8 € G,
P(X >s)<d(@)e™™, Vs>0 (30)

where

d(@) = sup szE Q($)A) FC(:L',s) W(déL‘)

L Toce Qo A) ([ X0 F(a,du) (0 e

RR n"2423
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If we further assume that D is an open set, then
P(X >s)> ce ™ Vs> 0 (32)

where

c = inf Joew Q(z, A) Fo(z, s) m(dz)
Aee [cp Q(z, A) (J;F et (v=9) F(z,du))l(dz; 6*)

>0

(33)

3 Concluding Remarks

The results in the present paper extend Kingman’s bounds to queues with Markovian
environmenent. Our bounds reduce to Kingman’s when the underlying Markov chain
has a single state and they agree with the bounds found in [14] when the state space
E is countable.

It is also worth noticing that the upper bound in (30) (with & = 6*) and the
lower bound in (32) are identical when (X, ), represents the waiting time process in

a GI/M/1 queue (cf. [14]).

For computational reasons it may be interesting to derive an upper bound for
the coefficient b(#) in (19) with a simpler form than b(f). We have

Jg Qz, A) (fsoo =) F(z, du)) m(dx)

WS S QG A) ([ e F(e, du) [(dz:0) oy
w(A)
S SW ) (35)
n>0

where (34) follows from the inequality F.(z,s) < [~ exp(6(u — s)) F(z, du). To de-
rive (35), fix A € £, s > 0, and define h(z) := Q(z, A) [ "% F(z,du). Assume
first that A is a simple function, namely, h = Y ,c; A\; 15, with (B;, ¢ € I) a parti-
tion of IE. Then, [ h(z) 7t (dz)/ [g h(z) (dz;0) = Xicr Xi 7(B;)/ Xier Mil(Bi;0) <

sup;c; ™(B;)/l(B;; 0). By monotone convergence we conclude that

Jg M) 7l (dz) m(B)
Jo h(2) ((dz:0) = 52 1(B;0)

for any measurable and positive function A, from which (35) follows. In particular,

cf. (31),

(36)

when the Markov chain Y is stationary.

INRIA
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As mentioned in the introduction another previous work closely related to ours
is that of Duffield [5] who uses a martingale approach (similar to that in [11] for the
GI/GI/1 queue) to obtain upper bounds. This approach that does not require the
“decoupling” condition (2), does not appear easily to yield lower bounds or transient
results.

It is interesting to compare our bound in (30) to that of Duffield, at least in
the case that F(z,IRy) > 0 for all z € IE. Unfortunately, we have not been able
to find a general relationship between d(#) and Duffield’s corresponding coefficient

d(0) := E™[r(Yy;0)]/ infrew 7(z;0) (see (10)) nor between d;(0) defined in (36) and
d(9).

_ We only have a few partial results. First, note that d(#) > 1. Therefore, d(f) <
d(6) when the input sequence is the superposition of independent on-off sources since
we have shown in [14, Corollary 3.1] that d(f) < 1 in this case.

It is also easily shown that dq(0) = d(¢) when E is a finite set and when the
probability transition matrix @ is equal to its transpose (hint: use the fact that
(k) = 1/K for all k € E if E has K elements), which in turn implies from (36)
that d(6) < d(6).
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