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Abstract: The aim of this work is to track specific anatomical structures in temporal
sequences of echocardiographic images. Ultrasound images are available in two broad data
types: raw or video data. Different stochastic processes using different kind of information
are compared on the basis of these two data types.
We explain the selection of a particular model w.r.t. the type of data, and describe the
relevant properties that must be taken into account to obtain the best possible results.
The models are expressed within a Markov random field framework and we also discuss

parameter estimation and energy minimization for the different models.

Key-words: Segmentation, Markov Random Field, Stochastic Process, Medical Image,

Ultrasound.
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Segmentation d’images échocardiographiques par

champs de Markov

Résumé : Le but de ce travail est I’étude du suivi de structures anatomiques particulieres
dans des séquences temporelles d’images échocardiographiques. Les images ultrasonores sont
en fait disponibles selon deux types de format : les données ultrason originales ou les données
vidéo. Cet article présente donc différents processus stochastiques destinés & résoudre le
probléeme de la segmentation spatio-temporelle sur les deux types de données disponibles.

Nous explicitons les informations images nécessaires pour obtenir les meilleurs résultats
possibles de segmentation spatio-temporelle et précisons un modele satisfaisant pour ces
deux types de données.

Les modeles présentés dans cet article sont exprimés dans un formalisme de champ mar-
kovien aléatoire et nous présentons une discussion sur le choix des valeurs de parametres,

sur la robustesse des algorithmes et sur la technique d’optimisation utilisée.

Mots-clé : Segmentation, Champ de Markov Aléatoire, Processus Stochastique, Imagerie

médicale, Ultrason.



1 Introduction

1.1 Motivation and objectives

In [6] a model of segmentation for cardiac cavities in ultrasound images has been presented.
This model is operating with video data and supposes that grey level values of pixels inside
the cavity follow a normal law with constant mean and standard deviation. It supposes also
that cavity’s boundary includes a lot of points having a high gradient norm value, and that
the boundary is smooth. Section 2 will explain how these properties are mathematically
translated; why this model is sometimes inaccurate; and why we found necessary to define
a spatio-temporal model [7]. This new model includes temporal properties in three different
ways: in the first place we include a temporal neighborhood in the Markov random field mo-
del; secondly we use, inside the segmentation process, the result obtained from the previous
image of the sequence; and thirdly we use a geometrical constraint on the cavity’s center of
mass. In section 3, we analyze the limitations of these models and study their accuracy.

Finally, in section 4, we will present a new spatio-temporal model running either on
video data or raw data. We translate the three previous spatial properties in a different way
to avoid the segmentation problems discussed in section 2. In the same manner, we define
differently the temporal constraints in order to take two different types of temporal motion
into consideration: the cardiac boundaries are moving slowly during the cardiac cycle; the
mitral valves are moving very fast.

A study of the stability of our segmentation process w.r.t. the iteration count of the
optimization is presented. We also show how the algorithm operates on raw data.

Results are presented all along the sections of this paper, as are also described some cases

of inaccuracy and improvements of the segmentation process.

1.2 Previous work

Gibbs fields or Markov fields are standard probabilistic tools in statistical mechanics. The
link between Gibb’s laws and two dimensional Markov properties goes back to a famous

theorem of Hammersley. However applications of these notions to images viewed as two-
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dimensional arrays is much more recent, and a major step in that direction was D. and S.
Geman’s paper on image restoration [4].

The aim of the work presented here is non supervised segmentation based on a region
growing algorithm [1], [9]. Our paper is concerned with a special case of a region growing
algorithm segmenting a cardiac cavity on ultrasound images.

We are also concerned with direct use of ultrasonic raw data, before transformation to
cartesian video data. To our knowledge very few studies are done directly on these data [5, 8],
but we have verified that the quality of edges and extracted features can be enhanced on

these images.

2 The spatial model

This model is extensively described in [6]. In this section we only summarize its properties,
show how they are mathematically translated and also illustrate its limitations with sample
images on which it leads to inaccurate segmentation. Fig. 1 displays the echocardiographic
data and the cavity of interest. These data were obtained on a VINGMED echograph from
Henri Mondor Hospital, France (Thanks to Gabriel Pelle).

Figure 1: Echocardiographic video image and the studied cavity.

We first define the following sets and variables:
e S denotes the set of pixels of the image;

e I'=1{0,...,255}51 Q = {—1,1}I5;
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e Im = (Ims)secs is a random variable defining the grey level values of the pixels.

Its realization is im = (ims)ses € T

e G = ((;)ses encodes the norm of spatial gradient, g = (gs)ses € I' and is obtained by
Deriche’s algorithm [3];

o [ = (F;)ses defines the edge process, e = (€;)ses € ;65 = 1 <= s is an edge point;

e X = (X;)ses defines the segmentation process: £ = (z5)ses € Q2 and z; = 1 <= s is

inside the cavity; we denote by C(z) the set of pixels inside this cavity;
e v, is the neighborhood of s;

e y = (im, g,e) denotes the observation, as a result of process Y = (Im,G, E); z° is
an initial segmentation for the cavity, used at the initialization of the optimization

process;

e lastly, P is the conditional probability of X knowing Y.
P(X]Y = y) = exp(=U(X/Y = y))/Z, in the mathematical framework of Gibbs
distribution and Markov random fields [4].

It is important to explain how visual properties of the echocardiographic sequence are
mathematically translated. Indeed, our choice is not the only possible one, and it might have

to be revised each time results are considered as insufficient or inaccurate:

e the grey level values of the pixels inside the cavity are homogeneous. This property is
translated into the following assumption: Vs € C(z),im, ~ N(u,0?): the grey level
value of each pixel of the cavity follows a normal law of constant mean x4 and constant

standard deviation o.

This property defines a first term, Uy, of the energy function, which is minimized during

the optimization process:

nen= 8 () ). )

zeC( g

f(y) being a local threshold.
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— f(y) may be constant, equal to the value T, where T is defined by the normal law
table for a chosen percentage (95% or 99%).

— f(y) may also be variable, incorporating the second property: the initial boundary
of the cavity is attracted by high gradient norm values and the growing process

must stop at the edge points:

f(y) =T+ ,695(1 - es)a (2)

0 being a parameter with positive value.

The value of Ui(z,y) is then decreasing if points with high gradient norm value

are labelled as being inside the cavity.

e The third visual property concerns cavity’s smoothness and boundary’s smoothness.
This property is expressed in an Ising model: the probability that a pixel is labelled
1, or -1, becomes higher if points in the neighborhood possess the same label. This is

expressed by a second term of the energy function:

Uils) = —a X, (z a:t), 3)

€V,

o being a positive parameter.

We suppose that X = (X;)ses is a random field, defined on 2, with a Gibbs distribution

associated to the neighborhood system {v;}:

Ve € Q, P(X =z) =TI(z) = ,

where:

Uy(z) = —a Z Z ToT4,

SES t€Evs

this is an a priori probability distribution law for X;

7 = Z e~ V2(@)

z€eN

is called the partition function.
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We suppose also that Y = (Y;)ses is a random field on A = T' x ' x Q, and that its

conditional distribution, knowing X = z, is:

e—Ul(y/fC)
Vyed PV =y/X=2)=1/z) = —F—,
with
img — 1\ 2
iofa) =tz = 3 |72 - ), ()
s€C(z)
and
ZZ‘ — Z e_Ul(xyy) X
yeEA

From Bayes theorem, we get:
I(z/y) = P(X =z/Y =y) a P(Y =y/X =)+ P(X =z) o exp—{Ui(z,y) + Us(z)},

where o means “proportional”. We obtain an a posteriori distribution of X, called TI(z/y),

defined on (2 by:
—U(a/y)
VeeQ  T(zfy) = ——, (5)

Y

with

Ulz/y) = Ui(z,y) + Us(z)

= > T(W)Q—f(y)]—aZszwt, (6)

seC(x) o SES tEV,

and Z, = Y e VE/)
z€QN
Knowing a realization y of the random field Y, we are looking for the realization z of
the random field X, which maximizes the a posteriori distribution of X knowing ¥ = y. In

other words, we seek:
z" = arg (rggg(ﬂ(w/ y))) -
z* is called Maximum A Posteriori (M AP) estimator of II(z/y).

Moreover U(z/y) can be written:

Ulz/y) = >_ Udlz/y), (7)

ceC

where C' is the set of singles {s} and pairs {s,t}, with ¢ € v,, and U.(z/y) is defined by:
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L U{s}(x/y) = l(imsa_ > -T- ﬁgs(l - cs) ) if s € O(.’L‘),
o Usp(z/y) = —azw;.

[I(z/y) is a Gibbs distribution associated with U(z/y) and C.

Hammersley—Clifford’s theorem demonstrates the equivalence between Markov random
fields and Gibbs distributions. Computation of the exact minimum of the energy function or
the exact maximum of Gibb’s distribution is time consuming, so we use approximations to
get the cavity’s boundary. Because this segmentation process uses only two labels, 1 and -1
(inside and outside the cavity), and since the cavity is connected, we make the choice of an
Iterated Conditional Mode method (ICM) [2], which does not produce a global minimum
of the energy function but is a fast deterministic algorithm: knowing an initial segmentation
xop, we maximize iteratively, at each pixel s of the image, the local conditional probability
(zs/z,,,y) of the label value z; knowing the label values in the neighborhood z,, and the

observation y:

b = ang , ma (1100 /2,,0))

A€{—1,1}

We must then compare 11(1/z,,,y) and TI(—1/z,,,y) or, equivalently, compare (W)

with a local threshold
f(y)—I_QQth=T+ﬁgs(1_cs)+2azxt- (8)
tEv, t€v,
This model contains a number of parameters: u, o, T, o and 3. We will now explain how

we determine or constrain their values:

e 1 and o are the maximum likehood estimators for the gaussian law N(p,0?) of the

grey level value inside the cavity,

e T is a classical gaussian threshold chosen such that: Vs € C'(z°) (interior of the initia-

. 2
lization of the cavity) (W) <T,

e ¢ is defined as a = sup (a’, %) where:
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— o' verifies:

Vs € S, satisfying —2 < > z) <2,
tEv,

(s is a pixel near the boundary of the initialization of the cavity), we have:
7:777’5 — K 2 !
(7 =Y <7y s,
o S

in order to obtain a growing process starting with the initialization;

— I corresponds to the following property:
Pl =1/ Y m =) < Ple = 1/ Y m= )
tevs S

that must be verified for smoothness constraint.

e [ is estimated with the following principle: in a first phase of the segmentation, the
model is used without any gradient property (8 = 0). Then, starting from the initiali-

0

zation z°, we obtain a first result z'. 8 is estimated on the boundary of C(z') using

the following property:

Vs € S, satisfying 0 < Y z; <2,
S
(s is a pixel near the boundary of C'(z') and inside C(z')) we require:
: 2
ims —
(57/L> S T + /Bgs(l - Cs) + 20 Z T,
o S
that is to say that the local threshold is increasing as pixels with high gradient norm

values are included inside the cavity during the growing process.

But we found this algorithm inadequate due to the following problems:

e the segmentation escapes outside of the cavity when the mitral valve is open (see

Fig. 2);

e the result of segmentation is not stable as the number of iterations of the ICM increases

(see Fig. 3).
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Figure 2: Mitral valves are opened: inaccuracy of segmentation

Figure 3: Results of segmentation with 5, 10 and 20 ICM (left to right).
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To avoid the first problem, we try to add temporal properties and begin with a first simple
solution by adding a temporal neighborhood into the Ising model. The new neighborhood
system is v, = {vs, Sp—1, Sp+1} Where v, is the spatial neighborhood and s,_1, s,+1 are the
pixels, at same position than s, on the previous image and on the next image of the sequence
(n is the count of the studied image). The probability that a point is labelled 1, inside the
cavity (or -1, outside the cavity), becomes higher if the point has the same label on the
previous image or on the next image.

However, this simple constraint is very strong and the segmentation result becomes too
stable from an image to the next, and some modifications of the cavity are lost. On another
hand, this temporal constraint is able to solve the problem of the opening of the mitral valve

as shown on Fig. 4: the result of segmentation does escape from the cavity.

Figure 4: Results of segmentation on three consecutive images of the sequence.
We concluded that temporal information has to be used in a different way. We define a

more precise spatio-temporal model that is presented and discussed in the following section.

3 The spatio-temporal model

This model, published in [7], is a temporal extension of the previous one.
Firstly, we have to be more specific about grey level values. So we transform the first

term in the energy function in the following way:
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o) = ¥ (M) - 1), )

seC(z) o

so that it admits a local mean p;.
This local mean must express the fact that the grey level values become lower (i.e. darker)

in the region of the cardiac muscle, where the gradient norm has high value. We then define:

e f(y) =T, this threshold has a constant value corresponding to the normal law model;

o us = po + kgs(1 — ¢s), k being negative, the value of g is then decreasing from the

center to the cavity’s boundary.

As a matter of fact, these different mathematical formulations give the same results. Only
the necessary number of ICM iterations becomes lower if one uses a local mean in which the
gradient norm property is taken into account.

We then define new temporal properties to express the temporal regularity of the cavity
over the sequence. This new model makes use of a reference cavity called C|.f obtained by
the result of the segmentation process on the previous image of the sequence (on the first
image Clof may be defined interactively or may be obtained by the spatial model). This

cavity is used in two ways:

e for a point labelled 1 on the reference cavity, the probability that it keeps the same
label becomes higher. This is why we add a new term to the energy function:
—a Y z,Ts,
seS
where r; is the label of pixel s on the reference image; s = 1 if the point is labelled as

inside the cavity of interest and r, = —1 outside this cavity.

e We also suppose that the position of the center of mass is not varying from an image to
the next. This global constraint cannot be easily translated into a Markov random field

formulation and we approximate it by adding an isotropic constraint on the distance
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between each pixel of the cavity and the center of mass of the reference cavity (its

coordinates are (kpof, lrof)):

v Z [(ks — kpef) 2+ (s - lref)z — dm’],
seC(z)

where (ks, [,) are the coordinates of s.

Our last energy term prevents a growing of the segmentation process in one particular
direction. It avoids a penetration inside the other cavity if the mitral valve is open.
[

This new model includes four parameters: k dm and 7. They are defined by:

refs ‘refs

® kyof and [,or are the coordinates of the reference cavity Cjof (in the previous image of

the sequence),

e dm is the maximal distance between the center of mass and the mitral valve on the
reference cavity, this is the maximal distance that we will admit for the segmentation

process,

e 7 is estimated by: Vs € S, satisfying (ks — kpof)? + (Is — l1op)® = 1.1dm?, we have

. 2
T+ a(Lie, ze+15) — (22)
0.1dm?

to put a penalty on pixels outside the circle with center (kyof, [,of) and radius dm.

>

We have used this model on the video images to get the following conclusions:

e The use of a reference cavity is restrictive. Indeed let dm be the maximal distance
on the reference cavity between the mitral valve and the center of mass. The model
makes the assumption that this maximal distance will be less than 1.1 dm on the next
image of the sequence. This is quite an important temporal smoothness assumption,
which depends on the temporal resolution of the sequence. It is more or less difficult

to ensure.

e The temporal constraint is isotropic: it does not allow for the segmentation to grow
inside the other cavity (because of the choice of dm) but it does not prevent penetration
in the other parts of the boundary, which are less far from the center of mass than dm:

if pixels are nearer than dm the label 1 is prefered. This is shown on Fig. 5.
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Figure 5: Effect of the isotropic constraint after 5, 10 or 20 ICM, left to right.

4 A new spatio-temporal model on raw data

After comparison between different models, we conclude that the properties which are im-

portant for the segmentation process are:
e homogeneity,
e smoothness,
e spatial gradient,
e temporal information.

We have discussed why the previous modelisations on temporal information are inaccu-

rate:

e spatio-temporal neighborhoods includes information that is too local,

e the center of gravity property is a constraint that is too important and also includes

an isotropic property.

In fact we need a temporal regularity constraint in the region of the mitral valve because
it is varying very fast.

In this region we have the following properties:

e the value of the spatial gradient (g5) is low,
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e the value of the temporal gradient (gis) is high.

These properties are expressed by the energy function:

Uy = 3 [(”’%“s)lzﬂ] Ca Y a4+ 63 (6ulgs) * Uelgt)),  (10)

seC(x) <s,t> SES

where ¢, and W, are two functions in C*(IR, [0, 1]) satisfying:

i ¢c(0) =1 ch(c) = 1/2;

e lim ¢.(z) = 0;

T—0o0

° Uu(0)=0;Vu(c) =1/2;

e lim lIlcf(x) =1.

r—00

Graphs of these functions are shown on Fig. 6.
¢. is a thresholding function of the high values of the spatial gradient and W, is a
thresholding function of the low values of the temporal gradient.
With such a modelisation a point is labelled as inside the cavity if (W)z <oes
with:
Hoe =T 420 Y m — 20¢c(gs) * Vo (gts) - (11)

t€EV,

Now {),. becomes very low in the region of the mitral valve and the growing process will
stop because we impose z; = —1 (outside the cavity) when reaching this region.

The thresholding functions include a weighting coefficient 6 that must verify the following
property: if (¢.(gs) ~ 1) and (V. (gts) ~ 1) (i.e. low spatial gradient and high temporal
gradient) we will ensure that (%&)2 > 1o 0 must verify:

T+ 20 Te,, 2 — (k)

[

2¢c(gs) * Ve (gts)

0 is estimated with the result of the spatial model on the first image of the sequence.

o>

(12)

We studied this model with the following choices for ¢, and W,:

° ¢C($) — 1—F2(:c/c)’
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Pe(z)

Figure 6: Graphs of ¢. and V..
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o) = HEE),

o Flz) =12 ,a>1,

c is the mean of the norm of the spatial gradient on the whole image,

¢’ is the mean of the norm of the temporal gradient.

The value of a allows to adjust the slope of the functions. We choose a = 2.

With these choices, we tested the model on video data and on raw polar data and conclu-

ded that:

e The results obtained with this model are better, even if the mitral valve is open, as is

shown on Fig. 7 (left).

e Moreover, the result are more stable regarding to the iteration count of the ICM algo-
rithm. This is illustrated on Fig. 7 where the result with 5, 10 or 20 iterations of ICM
are displayed from left to right. On the right image, we can observe penetrations in the
borders of the mitral valve only because the segmentation algorithm works with pixels

with high gradient norm values inside the cavity.

Figure 7: Results of the model when the mitral valve is opened with 5, 10 and 20 ICM from
left to right.

We tested our model on original raw data obtained from the echograph before conversion

into cartesian coordinates (the conversion into cartesian coordinates is used by the physician
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which looks at the data displayed on a video device). The size of these images is very low:
64 lines (each for one ultrasound ray) of 512 pixels.

Fig. 8 displays one of these images and the studied cavity. A first question involves the
scanning process of the image. We used a classical line by line scanning illustrated on Fig. 9.
Since the shape of the cavity is elongated horizontally, it is worth studying these polar images
after a 90° rotation. Figs. 10, 11, 12 display the results of this model on three different polar

images.

———————————————————————————— >
< -----"""7
———————————————————————————— >
<-----""""
———————————————————————————— >
- -----"""77
———————————————————————————— >
< -----"""7
———————————————————————————— >

Figure 10: Result on image 1.
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Figure 12: Result on image 11.

5 Conclusion

In this paper, we have compared different stochastic processes for segmentation, running
either on video data or original polar data. We have made the conclusion that the following

properties must be taken into account for segmentation:

e homogeneity of grey level values: this property must be expressed with a local mean

to ensure acceptable computation time;

e attraction of the boundary of the cavity (during the region growing process) by the
pixels with high gradient norm values; this property is included inside the local mean

formulation;
e spatial smoothness of the result, obtained with the help of an Ising model for example;

e temporal regularity of the segmentation: we have seen that making use of a local
temporal neighborhood is too restrictive and that a global geometric constraint on
isotropy is not valid for raw data; our solution makes use of temporal gradient: this is

a local constraint that takes into account all the images for a recursive implementation.

We have presented our results for different models expressing different properties, illus-
trating problems that may appear and we made the choice of a particular model operating

either on raw or video data.
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