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Une note sur lestypes avec intersection

Résumé : Suivant la terminologie de J.-L. Krivine, appelons D le systeme
d inférence detypeintroduit par M. Coppo et M. Dezani, dont lestypes sont desfor-
mules propositionnelles écrites avec la conjonction et I’ implication intuitionnistes a
partir de variables propositionnelles— sans la constante particuliére w. Nous mon-
tronsici que le résultat bien connu sur D, qui affirme que tout terme typable dans
D est fortement normalisabl e ne nécessite pas un argument de réductibilité, mais est
une simple conségquence de lanormalisation forte de ladéduction naturellerestreinte
al‘implication et laconjonction. Lanormalisation fortede ladéduction naturelle, et
par laméme notre résultat, peut étre établie dans |’ arithmétique primitiverécursive,
ala difféerence des arguments de réductibilitée. Par ailleurs, on éclaireains larela
tionentre & et & d&gjaenvisagée par G. Pottinger, et notre méthode peut s appliquer &
d autres systemes comparablestel le lambdacal cul avec multiplicitésde G. Boudol.

Mots-cle: Lambda calcul, types avec intersection, normalisation forte. Logique,
théorie de la demonstration, déduction naturelle, normalisation forte.



A note on intersection types 3

A.INTRODUCTION

The type inference system with intersection was introduced by M. Coppo,
M. Dezani and P. Sallé [CD78, Sal 78, CDC80, CDCV81], to extend Curry’stheory
of functionality. It involves the usual arrow of Curry’s system, together with the
conjunction or intersection, and a constant called w, standing for the empty conjunc-
tion. Thistype inference system, called D} in [Kri90], allows to characterise sol-
vable A-termsas A-termshaving anon-trivial typeaccording to DS?, and normalising
A-terms as A-terms having a type without w in a context without w according to Df?
[CDCV81, Kri90].

The system we are here interested in, is obtained from Df2 by leaving out the
constant formula w, introduced in [CDC80, Pot80], called system D in [Kri90]
allows a characterisation of strongly normalising A-terms as D-typable A-terms
[CDCB80, Pot80, Kri90].

We (re)prove herethat "every D-typable A-term strongly normalises” , using the
strong normalization of natural deduction. It is known that D is a sub-calculus of
natural deduction for intuitionistic logic [Gen34, Ja&34, Prab5] and we use its tree-
like presentation of [Pra65] in order to make use of the standard result of its strong
normalization [Pra71, Gir87] — thus avoiding a reducibility argument.

This method presents the following advantages:

* Thereducibility argument usually used for this proof can not be carried out in Pri-
mitive Recursive Arithmetic (PRA ), while strong normalization for natural deduc-
tion can, like in [Gir87] . This proof of [Gir87] reduces strong normalization to
weak normalization by PRA means — following the argument that [ Gan80] intro-
duced for Godel’s system 7. In the ND case the proof of weak normalization is
clearly aproof of PRA , and therefore the strong normalization too.

* This proof enlightens the relation between the conjunction of D and intuitionistic
conjunction. The former is arestriction of the latter: conjunction is applied only
when the proofs have the same underlying arrow structure. Because of this res-
triction according to the term (a part of the already built proof), and not to the in-
volved formulae, D may not be considered as a logical system like simply typed

1The first proof of strong normalization for natural deduction, [Pra71], was using a reducibility
argument and could not be carried out in PRA .
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4 C. Retoré

A-calculus, Godel’s system 7, Girard's system F... This fact was already underli-
ned by [Hin84]?2, and is confirmed by our result: our proof of strong normalization
for D-typable terms can be carried out in PRA while D includes integers and all
total recursive functions.

* Our method is general, hence relevant for other systems, like the A-calculus with
multiplicities [Bou93]. Roughly speaking, it is arefinement of D, where intuitio-
nistic logic for —, A isreplaced by linear logic with weakening for —, ®.

B. LABELLED NATURAL DEDUCTION LND

We present D as atree-like natural deduction system, namely a sub-calculus of
ND [Pra65] because of the two following reasons: the normalization of ND proofsis
closer to g-reduction, and strong normalization of the underlying proofs in a
“sequent” presentation of natural deduction may not be reckoned as a standard re-
sult.

We define a type inference according to D as a labelled natural deduction LND
for short, i.e. anatural deduction where each node is labelled with a A-term.

We define them in order to have: «; : Hy,...,x, : H, =t : T"in D where the
freevariablesof ¢ are exactly theonesin z, : Hy,...,z, : H, if and only if thereis
aLND proof of ¢ : T under the assumptions =, : Hy,...,z, : H,, i.e. for any free
leave of the PLND there exists an index : such that the leaveisz; : H;.

These LND proofs satisfy the following property, needed to define the matching
operation:

L : two freeleaves |abelled by the same variable have the same formula

Apart from their labels, these proofs are standard natural deductions, although
not any natural deduction may be labelled to be a LND proof — see [Hin84].

2The note [Hin84] gives aformulatrue according to intuitionisticlogic, which isan empty type
according toD. Theargument isquitegeneral, and can be adapted to e.g. [Bou93] for therefinement
of D working with multiplicativelinear logic.

INRIA



A note on intersection types 5

axiom Givenany formula A, and avariable z, « : A isaLND proof.

matching Assume the d' and d* are two LND proofs, whose common free leaves
labelsare z; i € [1,1i], the type of the z; labelled free leaves being X} in d'
and X? ind®. Let d*(d*) be obtained from d' by writing a projection leading
fromz; : X! A X?toz, : X} aboveeachfreeleavez; : X' i € [1,i] of 4,
Thend'(d*) isaLNDaswell. We similarly define (d')d* obtained from d* by
adding aprojection leading fromz; : X! A X? —and not z; : X? A X! —to
x; : X? aboveeach freez; : X2,

dt(a?):
1 XPAXE 1 XPAXE xo: X3 AX3 xy: X3 AX3
1 1 1 m
;7312X11 ;1:1:)(11 $2:X21 ;1‘2:)(21 ...... 210
!
t:T
(d')a?
xy: X AXE xy: X AX? xy: Xa A X3 xy: X3 A X2
5 T T ) —_—— Wy
zy Xy .7:1:X12 x2:X22 IQ:X§ ...... y1: Y1
:d‘?
t’ ~.T’

RR n2431



6 C. Retoré

abstraction / arrow introduction If d isaLND, of ¢ : 7" under the assumptions
x: Az Hy,...,x, : H,, then the proof obtained by an arrow introduction
rule, leading to theformula A — T where exactly the A leaves whose label is
x aredischargedisaLND, whose conclusionisAz.t : A — T.

If the following proof isaLND :
x:Ax:Ay:Az:B
-d
t: T
then thefollowingasoisaLND:
[x: Al [zx:A]ly:A z:B

-d
t: T
Az
Aet): A>T

application / arrow elimination AssumewehavetwoLNDd! and d2, with conclu-
sonst : U — V and u : U; then the proof obtained from d'(d?) and (d')d?
by an arrow eliminationrule, leading to V' isaLND as well whose conclusion
is(tu): V.

If d* and d? arethe following LND:

1t A} 2yt A 2ot A) ot AL | xy i AT xy i AT xgt A2 xgt A2 L
pd! L d?

t:U.—>V u:.U

then thefollowingasoisaLND:

a) e
f: U.—> V u :.U
(tu): V

INRIA



A note on intersection types 7

product / conjunction introduction Assume we have two LND proofsd! and d?
whose conclusions« : U' and u : U? have the same label. Then the proof
obtained from d'(d?) and (d')d? by aconjunction introductionrule, isaLND
aswell whose conclusionisu : U A U2

If d! and d? arethefollowing LND,
.171214% xle% xQ:A% xQ:A% .171214% .171214% xQ:Ag xQ:Ag
Ll L2

w: Ut u: U?

then thefollowingasoisaLND:

fd1<d2> f(d1>d2
u: Ul u: U?
<>
u: U AU?

projection / conjunction eimination Assumed! isaLNDwhose conclusionisu :
U A U?. Then the proof obtained from d* by a conjunction elimination, lea-
ding to aproof of U/?, isa LND as well, whose conclusionisw : U*.

If thefollowingisaLND:

-d
w:UYANU?
so are the following deductions:

- d - d
w:UYAU? . w: U AU? )
—_—— 7 —_———— 7

w U1 u: U?

RR n2431



C. Retoré

A LND proof 4 of ¢ : T' corresponds to atype inferencein D of ¢ : T°:

1. aLND proof of - ¢ : 7" under the assumptions =, : Hy,...,x, : H, may be
viewed as atype inferencein D leadingto =, : Hy,...,z, : H, -1 : T, and
conversely.

2. givenavariablez, if thebound variables of ¢ all have distinct names, different
from the free variable names, then either:

(@) = does neither occur int norind
(b) al dleaveslabelled x arefreeand z isfreein¢
(c) dl dleaveslabelled + are bound and x isboundint.

But aLNDd isaso related to its ND structure:

3. the erasement of the labelsin d leads to a ND proof |d|.

A —redex | < — reducts to | AN — reduct
-d'(d?) - (a')a?
U .Ul U :.U2 d1<d2>
<> A :
u:UYAU? ~ w: Ut
w: U -d
+d '
Fig. 1

4. the formulae of a A-redex have the same label (see Fig. 1).

5. the %-reduction, i.e. thereduction of A-redexes preservesthetyping: givena
proof d inLNDof ¢ : 7', under the assumptions z; : Hy, ..., x, : H,, whenever
d~d’, d’ isalso a LND proof with the same conclusion and assumptions: the
~s-reduction does not modify the labels (see Fig. 1).

INRIA



A note on intersection types 9

C. A RESTRICTION ON TYPES: T

A formula F' is said to be a prime formulawhenever: for any subformula £ of
F (possibly F' = F),if F' = A — B, then B isnot aconjunction — thisrestriction
for D-typings already appeared in e.g. [CDCV81].

A LND proof 4 satisfies 7 if and only if any formula appearingin d isa prime
formula

We can inductively map formulae onto prime formulae, asin [Hin82]:

if T"isatomic,then7* =T
ifT'= AT, thenT* = \Tr
ifT=U— (AT;), thenT* = AN(U* — T})

— athough it does not matter, let us say that the bracketting of the A in
T* and T arethe same.

We easily obtain by induction on the LND structure the two following proposi-
tions, the first one being aready in [Hin82):

Proposition 1 Ifonehasx; : Hy,...,z, : H, -t : T inD then thereis a typing
xy : HY, ...,z : H* F ¢ : T* whichisa LND proof.?

Proposition 2 Letd bea LND proof of = : Hy,...,x, : H, -t : T satisfying7 . If
d~-d’ then d’ isa LND proof satisfying 7 aswell.

3The stricto sensu converse does not hold:

Let

X=AANA X=X
Y=4A—-B—->CANA -B—C Y*=Y
Z=B—=(CAC" Z*=(B—=>C)AN(B—=C")

Onehasz : X*,y:Y*F (yx) : Z*butnotz : X,y : Y F (yx) : Z.

Neverthdessonehas: = : X,y : Y - Az.((yx)z) : Z usnga"dummy" z : B. Thisiscompletely
generd: astraight forward induction showsthat whenever =, : HY, ..., z, : H} F t : T* then there
existsatermt’ witht'nt suchthat z, : Hy,...,z, : H, b t' : T. Soif onelike [Pot80] explicitly
add an (independent)  ruleto D theniit holds.

This converse also holdsif one considers a subtyping preorder < likein [BCDC83, Hin82] or if
types are considered up to the equival ence generated by this preoder, likein [Bou93]. Thisis clear,
since such a subtyping preorder includes (A — B) A (A — C) < A — (B A (), and workswitha
rue ife, : Hy,...,zp: Hy bt : TandT < Uthenz, : Hy,...,2, : Hy -t :U.

In[BCDCA83] it is shown that, however, the addition of theindependant n-ruleisequivalent to the
addition of rules using a subtyping preorder.

RR n2431



10 C. Retoré

D. PARTICULAR LABELLED NATURAL DEDUCTIONS, PLND
We now restrict our attention to particular labelled natural deductions, PLND :

Definition 1 A PLND proof is a LND which satisfies:
T : each formula F" appearing in the proof is a prime formula
N : the proof containsno A redex, i.e. is~- normal.
The previous proposition 2 entails the following

Proposition 3 IfdisaLNDsatisfying 7 , and if d~-d’ with d’ satisfying V', then 4’
isaPLND.

Regarding typability, PLND proofs are as powerfull as D:

Proposition 4 If atermsadmitsatypingt : 7' in D, thenit admitsa typingt : T
which isa PLND proof.

Proof: Immediate consequence of the two previous propositions 1 and 3, taking
into account that -~ isa strongly normalising reduction. o

Proposition 5 Letd bea PLND, and let v : A A B beanode of 4. Then the above
ruleisa product, unless« is a variable.

Proof: (By contradiction) Take an inner most (higher most) node v : A A B not
coming from a product rule, with « not a variable. What rule may precede
thisrule? It neither may be:

nothing — since « is not avariable,
an abstraction — because of the conjunctive type,
an application — because of the general restriction 7 on types

aprojection — otherwise the premise would a so be a product for-
mula, still 1abelled by « which isnot avariable, and because we
choosed a higher most such configuration the above rule would
be a product, and there would be an A redex.

Since we excluded the product rule, we have a contradiction. o

INRIA



A note on intersection types 11

Proposition 6 Let d bea PLND . Then projections are only applied when the label
isavariable.

Proof: (By contradiction) Assume we have a projection:
-d
w: U AN U?
w: U

K3

T

If « were not a variable then, because of the previous proposition, the above
rule would be a product, and there would be an A-redex. o

We thus obtain a kind of normal form for typings: sequence of projectionsonly
at thetop of thetree, and sequences of products only before the argument part of ap-
plications (we do not prove the second part concerning products, sinceit isobvious,

and not needed for our result).
E. TYPING IN PLND IS PRESERVED BY 3-REDUCTION

We write ~ the usual reduction of natural reduction, consisting in the transitive
closure of the union of < and £, the reduction of —s-redexes:

— —redex B _reducts to — —reduct

Al [Al. [A]y A B

¢ e

~N
{w

Fag. 2

RR n2431



12 C. Retoré

Remark 1 Remember that -, although less local than -, satisfies the following:
take a subtree t of a ND proof d, and consider the F';-leaves, the bounded |eaves of
t whose binder lives outside t, as free leaves: this makest an ND proof. If t ~ t’
thend ~ d[t’/t]; ind[t’/t] theimagesof an F; leavex : X under t ~ t’ arebound
by the binder of the corresponding F'; leave, namely Az.(...). Thisisalso clear when
thinking of ND proofs as smply typed A-terms with products.

We can now present an improvement of the lemma 1 of [CDC80]:

Proposition 7 Letd beaproof of ¢ : 7 inPLND. If ' isa s-reduct of ¢, ¢ 3 ¢/, then
there existsa PLND proof 4’ of ¢’ : 7" such that |d| ~ |d’| inND.

The improvement lies in proving that the type inference of ¢’ is obtained from the
one of ¢ by a sequence of reductions of the underlying proof in ND.

Proof: Given any PLND proof 4 of ¢ : 7', and given any redex ((Az.w)u) int =
((...((Az.w)u)...)) we show by induction on d there existsa PLND proof 4’ of
t'" = ((...(w[u/z])...)) : T under the assumption x; : Hy,...,z, : H,, such
that |d| ~ |d’| by reviewing all the possilibitiesfor thelast rule.

axiom theconclusion of d isindexed by avariable— since the choosen redex
must be a subterm of the final label, this case is excluded.

projection because of proposition 6 the conclusion of d is indexed by a va-
riable — since the choosen redex must be a subterm of the final |abel,
this case is excluded too.

abstraction if thelast ruleisan abstraction, leadingtot = A\y.s : Y — S, the
choosen redex lieswithin its body s : S. The induction hypothesis ap-
plied to the PLND proof £ leadingto s : S inthecontext z; : Hy,...,x, :
H,,y: Y, providesaproof £’ suchthat || ~ |£'| of s' : S inthe context
xy: Hy, ...,z Hy,y Y @pplying an abstraction ruleto £/ binding the
y leavesleadsaproof 4’ of ¢’ : T'inthecontext «, : Hy,...,z, : H,. The
preliminary remark 1 showsthat |d| ~ |d|, g.e.d.

product if thelastruleisaproductleadingfrom¢: Randt: Stot: RAS =
T inthe context x, : Hy,...,z, : H,, theleft (resp. right) subtreeisa
proof £ (resp. g) of ¢ : R (resp. ¢t : S)inthecontext x, : Hy,...,x, : H,.
We apply induction hypothesisto these two proofs, with the same redex,

INRIA



A note on intersection types 13

and we obtain aproof £’ (resp. g’) of t' : R (resp. ¢’ : ) in the context
xy: Hy, ...z, H,,suchthat |£| ~ |£'| (rep. |g| ~ |g|). So aproduct
rule may be applied to get aPLND proof d’ of t : R A S = T (there
is no need of a matching, it is already done) and it is easily observed,
following the preliminary remark 1 that |d| ~ |d’].

application if ¢t = (¢1¢,) isan application,

RR n2431

1. iftheredexisint, : R — 1',i.e. t; = ((...((Az.w)u)...)) and t’ =
(tit2) wheret] = ((...(w[u/z])...)) apply theresult to the proof £ of
t;1: R — S,inasmaller context A C z; : Hy,...,z, : H,, withthe
same choosen redex. This provides a proof £’ of ] : R — S inthe
context A satisfying £ ~ £'. We can now apply the application rule
toget aproof of ¢’ = (tit) : T'inthecontextzy : Hy,...,x, : H, —
we do not have to match the common freevariablesat it was already
done. Using theremark 1, itisclear that |d| ~ |d|.

2. if theredex isint, : R, intheright subtree, proceed symmetrically

3. if theredex is this application ¢ = (Az.w)w, our requirements on
PLND entailsthat it definesa—-redex in |d|, the underlying natural
deduction. Indeed what may bethelast rule above Az.w : U — V?

because of the term \z.w whichis not a variable we know
thereisarule above it

because of thetype U — V' it may not be a product

because of the term Az.w it may not be an application

because of the proposition 6, it may not be a projection

Thereforeit is an abstraction, which together with the following ap-
plication rule defines a ND redex.

Wereduceit, and replace anywherein the proof of w : V thelabel =
by u. Thiscertainly definesaLND, which still enjoys7 , and which
proves t[u/z] : T, under the same assumptions. The condition
may fail, but using proposition 3, the reduction -~ leads to a PLND
proof of t[u/x]: T.
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Theorem Iftistypablein D then ¢ strongly normalises, and the proof can be car-
ried out in Primitive Recursive Arithmetic.

Proof: Because of proposition 4, if ¢ istypablein D by using a proof £ then £ may
be turninto a PLND proof d by PRA means.

Since we want to remainin PRA , we state strong normalization like this: gi-
ven any A-term and atyping d of it, that we can assume to be a PLND proof,
the length of its 3 reduction pathsis bounded by someinteger N(t, d); we can
even say N(d) since d containsthe information t.

Since the ND proof |d| strongly normalises the length of its reduction paths
is bounded by someinteger N(|d|). Because of the previous proposition a se-
guenceof P 3-reductionsof ¢ giveriseto asequenceof at least P ~ reduction
in ND, and therefore P isbounded by N (|d]).

The tree manipulations described in this note can obvioudy be carried out in
PRA , in particular the ones leading from the typing in D to a PLND proof,
and, as explained above, the proof of strong normalization for ND also can.
Thereforeour proof of "every D-typable \-term strongly normalises” a so can.

<
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