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Abstract: Using the defect correction method (DeC), we propose an implicit
scheme that is second order accurate both in time and space,but that uses
only first order jacobian. In a first time, we theoretically analyse the trun-
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Un schéma d’ordre 2 avec la méthode du
défaut corrigé pour des problemes
instationnaires

Résumé : En utilisant la méthode du défaut corrigé (DeC), nous proposons
un schéma implicite précis a l'ordre 2 en temps et en espace, mais n’utilisant
que des jacobiens d’ordre 1. Dans un premier temps, nous analysons I’erreur de
troncature du schéma puis démontrons sa stabilité linéaire inconditionnelle. On
présente plusieurs expériences numériques sur des cas-tests simples. Un dernier
calcul représentant un écoulement complexe instationnaire dans un modele bi-
dimensionnel de moteur a piston illustre les possibilités et la précision du
schéma.

Mots-clé : Mécanique des fluides numérique, Schémas implicites, Méthode
du Défaut corrigé
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1 Introduction

Nowadays the most commonly employed discrete methods to solve steady hy-
perbolic problems use second-order discretization schemes. This is achieved
either by central differencing [2, 7] or instead by second order upwind schemes
(e.g. [4, 16]). The second alternative combined with TVD or MUSCL non li-
near dissipation has gained a large popularity among the CFD community.
Most of the algorithms employed to implement these second order upwind
schemes use a pseudo-time-marching procedure : Given a second order upwind
discretization ®2(W},) of the steady partial differential equation :

div(F(W)) = 0 (1)

The approximate solution is sought as the limit when ;7 — 400 of the
solution of the following system where 7 is a pseudo-time step :

Wit —wj 21179\ (Ti7i+1 j 2117
— - T O, (W) (Wi — W) = —@%(Wj) (2)
In the limit of the large time step 7 — +o00, it is clear that this last ap-
proach reduces to Newton’s method. However, the use of the system (2) is often
unpractical. First, these approaches require the computation of the jacobian
matrix Oy, ®* which is rather difficult to express in closed form if possible.
Actually, even an approximate linearization of this function may be quite in-
volved computationally. Second, the linear systems (2) needs to be solved. This

is computationally difficult and expensive.

These reasons motivated the use of alternate strategies into which the ma-
trices appearing in the left hand side of (2) are replaced by computing a crude
approximation of Oy, ®2. Of particular interest is the case where this approxi-
mation is choosen as a first-order upwind approximation of the continuous
problem div(F(W)) = 0 leading to an iterative method of the form :

Wi{—l—l — Wi{ 1 j j+1 j 2 j
———— + O, & (W)(W — W) = —°(W;) (3)

It is clear that (3) provides at convergence a second -order accurate ap-

proximation of the solution of the steady system div(F(W)) = 0. The only

RR n° 2447



6 R. Martin, H. Guillard

modification with respect to (2) concerns the sequence of successive iterates
W,{ . Computationally the loss of the quadratic convergence of Newton’s me-
thod is counterbalanced by the reduction of the bandwidth of the matrices and
the ease in solving the linear systems. Actually and at least for model problems,
it can be shown that Oy, ®' is very often diagonally dominant. Therefore its
inversion can be performed by simple iterative methods as Gauss-Seidel or Ja-
cobi relaxations. In the limit 7 — 400, the convergence properties of scheme
(3) have been studied in [3] where it was shown that for an appropriate choice
of the discretizations ®!(W)},) and ®*(W},), scheme (3) exhibits a good conver-
gence rate.

We consider now the case where one is interested by the unsteady version

of (1) :

0 :
aW + div(F(W)) =0 (4)

In this case (3) is no more a second-order approximation of the unsteady
system. Although consistent, this scheme is only formally first-order accurate
and one may question its capability to compute really unsteady phenomena
with large time steps. Actually, computational evidences have shown that the
solution of (3) is largely better than plain first-order schemes and that this
scheme can capture complicated unsteady phenomena that true first order
schemes failed to compute [9, 10]. However there may be some cases where a
true second-order accuracy is desirable and one may want to look for a more
accurate approximation than (3) is.

The purpose of this paper is to show theoretically and numerically, by using
the Defect-Correction (DeC) theory, that (3) can still be the basis of a true
second-order accurate approximation of (4). The resulting scheme that avoids
the tedious and often unpractical computation of the jacobian matrix dy, 2
is computationally attractive with good stability properties. The summary of
this paper is as follows : In Section 2, we make precise the definition of the
second-order scheme we propose and study some of its properties. In particu-
lar, we establish that the proposed method is second-order accurate in time
and space and perform a linear stability analysis of this scheme. Section 4 is

INRIA



A Second Order Defect Correction Scheme for Unsteady Problems 7

devoted to numerical tests on some model problems and we end this paper by
a description of a bi-dimensional problem where the approximation computed
by (3) is compared with the improved one computed by the scheme we propose.

2 A Second Order DeC scheme for unsteady
problems

We consider an evolution equation that we write in an abstract way :
Find W € C°([0,T]; H) such that :

Sw s rw) = o 5)

ot
W (t =0) = W
where H is an Hilbert space, W, € H and F is a partial differential operator
whose domain D(H) is included in H. A semi-discrete scheme is obtained by

defining a finite-dimensional space V}, included in H and an operator ®; from
Vi, to Vj,, resulting in the ordinary differential system :

Find W}, € C°([0,T1]; V4) such that :

d
EWh+<I>h(Wh) =0 (6)

Wh(t = 0) = W()h

El

As usual, h represents a spatial discretisation step such that dim V}, — oo
when A — 0. We also suppose that there exists a stable restriction Rj; from H
into V}, such that :

%1n})||RhW—W||H:0 VW e H and ||Rh||: sup ||RhW||HSC
— IWil=1

The operator ®} will be said to be accurate of order p if the truncation

error defined by T3,(W) = ||Ry F(W) — ®,(R,W)|| & is such that :

Th(W) < C(W)h? YW €D (7)

RR n° 2447



8 R. Martin, H. Guillard

where D is a dense subset of H (Usually, D is a set of sufficiently differentiable
functions). A completely discrete scheme is obtained from (6) by approximating
the time derivative. In a similar way, we will said that a time discretization

formula :
EWN aW(t+71) -V W(3Et),W(t—-r1),..., W(t —j71)) (8)
dt T
where V*(.,...,.) is a j-linear function, is p-order accurate if the truncation
error is a term of order p :
d aW(t+71)-V*
=W - - | <Cc(W)r* (9)

In the sequel, we assume that there is a relationship between the time and space
steps of the type 7 = rh with » > 1. The completely discrete approximation
we will start with, writes :

aWptt — VW, .. W)
T

We denote by Gj,(7), the operator from V;, into Vj, that associate to V*(Wp, ..., W;™7),
W7 solution of the non linear algebraic equation (10). The local truncation

error associated to scheme (10) is defined to be :

R\W(t+ 1) — Gi(T)Ry)VH(W (t),...,W(t — j7))

T

T+ E(W) =0 (10)

Ty =

(11)

and it is easy to see from (7), (9) that T}, is a term of order p, provided the
operator (a + 7¢} )1 is uniformely bounded.

Nevertheless, solving (10) is a formidable task : The jacobian Oy ¢} (if it exists !)
can be very difficult to compute in analytical form and solving the linear sys-
tems (a + 70w @} )X = b be computationally so intensive that a direct ap-
plication of Newton method would be prohibitively expensive. Thus instead,
given an m' order (m < p) approximation of the operator F, such that Oy &}
is easy to invert, we consider solving (10) by the modified Newton method
(Defect Correction scheme) :

WL = WOW L W) |
oW = VWL W
W}‘i‘i‘l — W}i _ T(a + Taqugb) 1 ( h ( h h )

T

' qzsIZ)/VZ(>12)

INRIA



A Second Order Defect Correction Scheme for Unsteady Problems 9

each step of (12) defines an operator Gj(7) that associate to V*, the vector
W;. Denoting by T}, the associated truncation error, it is easy to see from (12)
that the truncation error 7} obeys the recursion formula :

Tt = AT = Th) + Th (13)
where A =1 — (a + 70w é") (a + T¢4).
Solving for T} gives :
Ty = AY(T) - Ty) + Ty, (14)

where T} is the truncation error associated with the initialisation of the Newton
iteration (12) :

RW(t +7) — RRWO (W (t),...,W(t — jT))

T

T? = (15)
If p(A) < 1, (14) shows that the truncation error 7 — T}, which is no surprise.
However, it also shows that there is no need to converge the DeC iterations (12)
to reach p-order accuracy, it suffices to perform a finite number of iterations
s, such that the first term of (14) is of order p, i.e s, = Ln(T}/T¢)/Lnp. This
principle sometimes called the finite termination property of DeC schemes
make them particularly attractive. The same principle is also applied in the
so-called Full Multi-grid techniques (FMG see [6]). We now proceed to evaluate
sp. We first remark :

Lemma 1 : 3K, independent of h and V such that for any V € D (i.e
sufficiently differentiable) we have (at least) :

(@ + 70u¢3") " (S — S )RV ||r < KAh™|| D™V || 1 (16)

Proof : This follows from the triangle inequality, that ¢}* and ¢} are order
m and p (m < p) approximations of the same operator and that (a+708,,¢7)™*
form a family of bounded operator for h — 0 (we assume of course that the
m-order implicit linearized scheme is stable). O

RR n " 2447



10 R. Martin, H. Guillard

Bounding now, ||T}|| by ||A*T}||+2||T4||, noting that A = 7(a+70, )~ (¢ —
#%) and using lemma 1, we obtain :

AT < Kar = A=Y DI (W (¢ 4 1) — W) (17)
Then suppose that WY is an approximation of order [ of W(t + 7) i.e :
W(t+71)=W"+ardw
(17) implies :
AT < Kaar s om0 0) Dl gl | (18)
and thus this establishes :

Proposition 1 : The truncation error 7} is at least of order p as soon as
sp>(p—1+1)/(m+1).

Remark : The truncation error 7}, (11) of the fully implicit non-linear
scheme is bounded by an expression of the form :

ITh|| < Kh2 ([[DEHOW]| + 7#||0P W) (19)

we observe that if s, > (p —1+1)/(m + 1), not only the formal order of accu-
racy of the two component of the global truncation order (the exponent of h)
are equal but also that the order of the derivatives involved in (18) and (19)
are similar.

One of the most interesting application of the above theory concerns the
case where ¢7" is a first-order upwind approximation of a hyperbolic first-order
operator F'. Specializing the discussion to this case, we have :

Corollary 1 : Let ¢7 be a second-order approximation of F', then :
if W' =0, s, > 2 is required to obtain a second-order accurate scheme.
if W' = W™, s, > 1 suffices to obtain a second-order accurate scheme.

Thus using s, = 2 with W = W™ does not improve the formal order of
accuracy of the scheme, neither does the a prior:i more accurate initialization

INRIA



A Second Order Defect Correction Scheme for Unsteady Problems 11

WO =2W" — W'n,—l'

For completness, if one is interested in third-order accurate schemes, we
can similarly prove :

Corollary 2 : Let ¢} be a third-order approximation of F, then :

if W0 = wn, sp > 2 is required to obtain a third-order accurate scheme.
but if W? is a second-order approximation of W(t + 7), (for instance W’ =
2W™ — W 1) s, > 1 would suffice to obtain a third-order accurate scheme.

Remark 2 : The above two corollaries shows that second and third order
accurate implicit schemes can be obtained at the price of inverting only once
the jacobian matrix arising from a first order discretization.

We now proceed to test numerically the above theory by applying it to the
scalar advection equation :

with periodic boundary conditions. To construct a second-order accurate im-
plicit scheme, we will use the following spatial approximation of the first-order
derivative :

u(jh) — u(jh —h)

#(jh) =
0.y Wih+h)—u(jh —h)
¢z(jh) = o7

and ¢ = 1/2(47 + ¢2).
The time discretization scheme uses the second-order backward differentia-
tion formula:

3u(jh) — 4u(jh) + u(jh — 2h)

#(ih) = %

(20)

8 3un—|—1 — 4™ + u'n,—l
_u ~J
ot 27

In the computation reported below the CFL number equals 10. Figure 1 dis-
plays the slopes of the error curves ||tegact — un|[z2 at time t = 1.5 as the
grid is raffined. We use the following notations : NcV denotes the second-order

RR n° 2447



12 R. Martin, H. Guillard

NcvV —
N210 <
N211 +

Slope

i i i
1le-05 0.0001 0.001 0.01 0.1
h

Figure 1: Slope of the error curve C fl = 10

scheme obtained after full convergence of (12), N1I1 (one Newton step, initia-
lisation of first order) the scheme (12) after one step with W° = W™, N2I1 the
scheme (12) after two steps with W® = W™ while N11I0 and N2I0 will denote
the schemes obtained after respectively one and two Newton steps with the
0-order discretization W = 0.

The slope of the error curve corresponding to NcV tends to 2 as h — 0. As
predicted by the above theory, it can be checked that this is also the case for
the N1I1 and N2I1 schemes. The slope of the error curve — 1 for the scheme
N1I0 while in perfect agreement with Corollary 1, second order accuracy is
recovered by a second Newton step (N2I0 scheme).

INRIA



A Second Order Defect Correction Scheme for Unsteady Problems 13

3  Stability Analysis

In this section, we concentrate on the second order Dec schemes N1I1 and N2I1
and perform a stability analysis on the linear model equation :

ou ou

— — =0 VzeR Vt>0 21

ot + Oz Te > (21)
Given a regular mesh z; = j.h, we define U}’ = {u(z;,t")};cz and initialize
the DeC iterations (12) by U° = n;.U™ + n,.U™~ . With these notations, (12)
reduces to :

Hy(U" - U = —H2U' + V* (22)

where Hy = [3/2 I + 7¢1), Hy = [3/2 I + 7¢3] and V* = —2.U" + 1/2 U L.
We can then express U’ by :

1 _ 1740 ATy
{u = AU+ (I - AHYH'V (23)

A = I-H{'H,

To analyse the stability of (22) we rewrite it in the following way :

U Un a
_ I _
U’TLL - Gh U;:L*]. ) Gh - Id 0

where

GY=m. At - 2.(A' - Id).H,*!

GY=mp. A" +1/2 (A — Id).Hy*
The spectral radius of GY is computed with the help of Fourier analysis. In-
troducing a Fourier mode Ej = (..., efU—Dh) gikih oikG+Dh) " ) into (23) <
Up = Up.Ey, Uptt = UL By, Up~! = UPL.E},) and using that the eigenva-
lues of ¢} and ¢? are respectively d'(k) and d?(k):

di(k) = (1= e ) /h

(k) = (e 2 —pe ikh 1 3 4 eikh) /(4h) (24)

RR n " 2447



14 R. Martin, H. Guillard

we obtain after some algebra, that the coeflicients of the amplification matrix

G defined by :

Uy \ _ a1 L  ai(k) gh(k)
(&) =G ) - o= (1 =

are given by :

(26)

with : N _—

Agi(k) = 3/2+ p(h.di(k))

Aga(k) = 3/2+ p(h.dy(k))

where p = 7/h represents the CFL number. The stability of the scheme is
insured if ||GL|| is uniformely bounded. This can be checked by applying the
result cited in Richtmyer and Morton book ([12], p. 86) requiring that all the
eigenvalues of G% strictly lie inside the unit circle, excepted one maximum
which norm can equal one. For the schemes N1I1 and N2I1, this is easily
checked by using Miller s theorem (see e.g. [11]) or instead by computing
directly these eigenvalues: The “spurious root “ (the eigenvalue approximating
0) is bounded in norm by 1/3, and the “physical root” (the one approximating
€™ ) is always inside the unit cicle, excepted for k = 0 where it is equal to
one.

Figures 2 and 3 show the norm of these eigenvalues, computed for a CFL
number equals to 50 as function of the parameter § = kh. Figure 2 displays
the ”physical” eigenvalue while figure 3 shows the ”spurious” one.

We note that for low frequency, the behavior of the two schemes is very

similar. For ¥ = 0 ( i.e. # = 0 ) the physical eigenvalues are equal to 1 as
expected. For the spurious roots (fig 3) the absolute value of the eigenvalues

INRIA



A Second Order Defect Correction Scheme for Unsteady Problems 15

corresponding to the null mode is equal to 1/3 as can be checked directly from
(26). For the whole range of frequencies, the norms of the spurious root of the
two schemes are very similar. The largest differences between the two schemes
N1I1 and N2I1 appear for § ~ 7/2 and for the physical eigenvalues. It can
be checked from figure 2 that for these frequencies, the physical amplification
factor of scheme N1I1 is around 1/2. This behavior persits as the CFL number
increases and actually, it can be shown that for CFL — +o00, the amplification
factor — 1/2 as previously shown in ([3]). This behavior reflects the "incon-
sistency” between the first order discretisation ¢} and the second-order one
#7. Indeed, it is easily shown that the amplification factor of the plain second-
order scheme tends to 0 as CFL — oo . When one uses scheme N2I1, that is
intermediate between N1I1 and plain second-order scheme, it can be seen from
figure 2 that the amplification factor is less than 1/4 in the hight frequency
range.

This analysis leads us to the conclusion that although the two schemes N1I1
and N2I1 are both linearly unconditionally stable, scheme N1I1 presents a
“pathological” behavior in the medium frequency range and that scheme N2I1
possesses better stability properties. In the sequel, we will numerically inves-
tigate the differences between these two second-order schemes.

Remark: The second order DeC scheme (12) N1I2 obtained from (12) by
performing one Newton iteration and initializing with WW = 2W" — W"~! is not
stable, due to the spurious root whose norm grows larger than one. Thus, not
only the initialization W = 2W" — W"~! does not improve the formal order
of accuracy of the scheme, but this initialisation has also a negative effect on
the stability.

RR n " 2447
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MU=50
NLI1 —
1 NP i —
0.8
5
g
< 06
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Té \\‘ /\ ///
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0
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Figure 2: Physical eigenvalues with 4 = U and C fl = 50
MU=50
N1l —
1 N2I1
0.8
g
g
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£
8
g
< o4
0.2
I I e Bl
3.14

0
theta

Figure 3: Spurious eigenvalues with 4° = U and C fl = 50
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4 Numerical Tests

In this section,we are interested in applying the implicit second-order defect
correction scheme to Euler’s equation of fluid dynamics, that we define below :

(0 0 0
—_ —F  — =
8tW—|— pe (W) + 3yG(W) 0
W(z,y,t =0) = Wi(z,y) V(z,y) €
| W(z,y,t) = Wxl(z,y,t) V(z,y) € 092,Vt>0
(27)
p é)u pU
1L | pu . pu” +p . pUY
with : W = v yF(W) = ouw ,GW) = o+ p
pe (pe +p)u (pe+p)v

where p, (u,v),e are respectively the density,velocity and total specific
energy of the fluid. p represents the pressure, and is related to others ther-
modynamical variables by the perfect gas law :

p= (7~ 1)(pe — 5p(u? +7)

4.1 Finite Volume Method on unstructured meshes

The spatial discretisation of this set of equation uses a mixed finite element /finite
volume method that we describe rapidly below. For further details, we refer to
([1],[5]). We assume that  is a polygonal domain and we triangulate Q by a
finite element triangular mesh 7. For each node of the triangulation, a control
volume C! is defined by means of the medians of the edges of the triangles and
the barycenters of the triangle as shown in Fig(4).

Integrating (27) over C leads to :

9
& [ Wdv+ 3 @+ BT =0
ot Jen el

g JEV(5)

RR n " 2447
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Figure 4: Control volume of C!
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A Second Order Defect Correction Scheme for Unsteady Problems 19

where V(i) denotes the set of the neighboors of node i, and BT stands for the
boundary fluxes. In the above edxpressions, ®,; represents the intercell fluxes

defined by:
o, = /ac.h. F.nf + G.nj;ds

where 80{; is the intersection of the cells C! and CJ}?, and nj; = (nf;, n;;) is the

outward unitary normal of 8Cihj The approximation of the intercell flux ®;;
uses a classical Roe approximate Riemann solver [13] that writes

@l = ||0C|| Froe(Wi, Wj, ;)
Froe(Wi, Wy, m5) = 3 [(fj(Wz‘) + F(W;))ni; + (G(W;) + G(Wj))-”?j}
+%|A(M,Wj, 77:])|(VVZ - VVJ)

where A(W;, W j,n;;) is the Roe matrix ( see [13] ). @}j is a first order accurate
approximation of the Euler fluxes in the sense of (7). To obtain a second order
accurate approximation, the classical MUSCL method by van Leer ([15]) is

used. , . .
o = 1004 Froe(Wij, Wi, 1idj)
Wi = Wit VWi (28)
Wi = W; - v,

where VIW;, is the gradient of W at node i, evaluated by an average of the P;
gradient of W on the triangles having ¢ as node . The time discretisation uses
the formula (8).

In summary in this case, the resulting implicit scheme N2I1 takes the form :

'3 - 3
S Td+TOw LW (W= W) = —(JWi + 78 (W)
- . 1

H2 W =5 W)
B ' 3 , (29)
5 1+ 70w @, (Wi)| (W™ = W) = —(5 W+ r23(W))

1 _
+(2Wf—§ )

RR n° 2447



20 R. Martin, H. Guillard

where (®7); = eV <I>,?j and Oy ®} is an approximation of the jacobian of
the first order fluxes defined by :

(Ow @ (U)W )ij = A . I swit

where A(Uj,7ii;) = Ow F(Uj)n; + 0w G(U;)nf; while the implicit scheme N1I1
results from the first step of (29).

4.2 Density wave convection

We consider a homogenous flow (p = 1.4g.cm™3, P = 10*atm) of constant
speed (10cm.s 1) in a 2cm length canal. An initial perturbation of the density
field (p = 1.6g.cm3) is located between z = 0.2 and = = 0.3. The solution of
this problem consists in the convection at the constant velocity V = 10cm.s™!
of this discontinuity. We also note that in this case, Euler’s equations reduces
to the simple linear convection equation (21). We now compare the Defect
Correction schemes N2I1 and N111.To discriminate between the effect of time
and space accuracy, we also consider the first order implicit scheme (3). All the
computations have been done by using the van Albada-van Leer limiters [14].
Figure (5) shows the results obtained with a CFL number of 10 ( note that this
correspond to a convective CFL, ur/h of 1 ). It can be seen that the solutions
obtained with the two schemes N2I1 and N1I1 are in good agreement with
the exact solution and largely better than the solutions obtained with the first
order scheme. The second defect Correction step of (29) does not seem to have
a strong influence on the solution, except that we note that the oscillation at
the rear of the discontinuity that is rather larger with N1I1 is smoothed out by
the second order step of scheme N2I1. We have checked that further Newton
iterations almost do not improve the results and that this oscillation is still
present after convergence. Figure (6,7) show the results at a CFL number of
50 and 100 ( ie a convective number of 5 and 10 ). The previous conclusions
remains valid for these large time steps: the solutions obtained with the first
order scheme is much more damped than the solutions obtained with N2I1
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Figure 5: Density wave convection CFL=10

and N1I1, and the second order step contribute to a modest improvment of
the solution, mainly in reducing the amplitude of the oscillation present at the
rear of the density wave. This finding is in good qualitative agreement with
the results obtained from the previous linear stability analysis indicating that
scheme N2I1 is more dissipative that scheme N1I1 in the high frequency range.

4.3 Isentropic Compression

We next consider a problem well suited to the use of implicit schemes. This is a
1-D isentropic compression-expansion obtained by compressing a gas contained
in a closed tube, closed at an end by a moving piston. In this experiment the
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Figure 6: Density wave convection CFL=50
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length of the tube is 9.032 cm and the gas is initially at rest with a density and
pressure of respectively 1.19g.cm ™3 and 10°Pa. At t = 0, the piston is moved
in a smooth manner according to the law :

@ 1 o2sin(6(t))’
Xp(t) = (5 +8) = acos(8(t)) - \/52 - # (30)
where «, (3 are constant coefficients. This law mimics the movement of a piston

moved by a crankshaft system and in this expression ¢ is the crank angle (CA)
defined by :

0(t) = by + 27 * (rpm /60)

where rpm is the number of rotation per minute. The values of the coeflicient
were here choosen to be :

a = 8.9cm, f = 15.5¢m, rpm = 2000tr/min

For these values, a typical Mach number of the solution will be around
3.1072. The use of implicit scheme to compute the solution of this type of
problem is thus mandatory. By using the Low Mach number approximation,
an analytical solution of this problem can be found ( see e.g [10] ) that shows
that the velocity is linear, the pressure is a quadratic function and that density
is almost constant. To take into account the displacement of the piston, the
computation is performed on a moving mesh. This imposes some modifications
in the expression of the fluxes. We refer to [8],[10] for a detailed description of
the algorithm on a moving mesh. We show Fig (9,8) respectively, the reduced
density p and the reduced pressure p defined by :

,0(«7«'7 t) — ,O(O, t)
Maz,p(z,t)

= p(w,t) B p(O,t)
Maz,p(z,t)
The computations have been done on a 21x3 node mesh, with a constant time

step corresponding to a variation of 0.5 degres of the parameter # in formula
(30).The CFL number goes from 5 ( at the beginning of the computation ) to

5=
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Figure 8: Isentropic compression: pressure

120 ( at the end ). One notice the large improvment produced by the second-
order DeC N2I1: The pressure is closer to the analytical solution with N2I1
than with N1I1. This improvment is emphasized by considering the density
curves where the solutions obtained with N2I1 scheme is almost the same than
the exact one. We also note on these density curves that N2I1 scheme reduces
dramatically the oscillations of the density present near the piston.

4.4 Sod Shock Tube

Our third numerical test is composed of the classical Sod shock tube problem.
We emphasize that this strongly unsteady problem is not well suited for impli-
cit schemes at large CFL number, and that the overall performances of implicit
schemes on this problem are poor. The computations have been performed in a
square of 1cm length on a 101x3 node mesh with a CFL number of 5. The van
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Figure 9: Isentropic compression : density
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Figure 10: Sod Shock Tube : pressure

Albada van Leer limiters have been used, but we do not employ any “entropy
fix”. Figures (10,11,12) display respectively the pressure, density and velocity
at time ¢ = 0.16. The most remarkable feature of the N2I1 scheme is the large
oscillation present at the rear of the rarefaction wave. This oscillation is much
more smaller with N1I1 scheme. On this other hand, the N2I1 scheme more
faithfully respects the contact discontinuity (11) which is barely visible on the
results obtained with the N1I1 scheme.

5 Flow in a bi-dimensional model of a piston
engine.

We end this paper by the study of the flow in the intake phase of a bi-
dimensional planar model of a piston engine. The geometry under investigation
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is given Figure 13.a and 13.b at two different times in the cycle. The diameter
of the cylinder is 8.8 cm, its heigh is 9.032 cm at bottom dead center (BDC)
while the squish region at top dead center (TDC) is 0.132 cm high. The diame-
ter of the intake pipe is 3.06 cm. In this computation, the concurrent motion
of the piston and of the valve have to be considered. Figure 14 displays the
displacement law of the piston and valve with respect to the crank angle (CA).
The computation extends from the opening of the valve at —10°C'A to its clo-
sing at 230°C'A. Figure 14 shows that the piston is still moving upward at
the beginning of the valve opening. The valve begins its closure movement
at 110°C'A and is totally closed at 230°C'A while the piston begins to move
upward at 180°C'A. In the present computation, the valve is considered closed
when it is 1 mm close from the cylinder head. At the beginning of the compu-
tation, we consider that the flow is at rest with pressure and density equal to
their atmospheric value i.e P, = 10%cgs and pgim = 1.19173g.cm™3. We use
slip condition at the boundaries except at the intake pipe where the value of
the flux is given through a Steger-Warming formulation :

®,r = A+(Wi)VVz' + A_(Wi)Watm

where Wy, is the atmospheric state at rest : Woim = (patm, 0,0, Putm)t, AT
(resp A7) is the positive (resp negative) part of

A = Oy (n, F(W) + n,G(W))

where
i = (Ng, ny)

is the outward unit normal.

5.1 Mesh movement.

The concurrent motions of the valve and piston impose to move the mesh in
an adequate way. Because these two motions do not have the same translation
axis, it is difficult to specify the movement of the mesh in an analytical way. So
instead we compute the motion of the mesh by solving the following laplacian
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problem : Let (u,v) be the speed of each mesh points. Then we solve :

Au = 0onQ |Av = 0 on
& = 0 on the cylinder sides (31)
u = f on 09 v = g on 09Q/the cylinder sides

Although not totally satisfactory (in particular, this algorithm does not ex-
clude possible crossing of mesh points), this technique has been found sufficient
for this case. Problem (31) is solved in an efficient way by a conjugate gradient
algorithm and represents only a very modest part of the total computational
time.

5.2 Results

The purpose of this section is to compare the results obtained with the second
order DeC scheme (N2I1) with those obtained with the first-order implicit
scheme (3) obtained using a first-order time accurate discretization formula.
Thus two computations have been performed on the same mesh displayed in
Figure 13 with two different time steps. Figure 15.a shows the mass flow versus
the crank angle obtained with the two schemes. In these computations, the time
step is fixed and corresponds to a variation of 5° of the crank angle. It can
be noticed that there is almost no difference between the results obtained by
the two schemes. Figure 15.b displays the results obtained with a time step
corresponding to a variation of 10°C'A. Again there is almost no difference
between these two curves and the previous two ones. This indicate that the
time and space accuracies are not critical for the computation of integrated
quantities like the mass flow. However if one is interested in the detail of the
motion of the flow, large differences can now be noticed in the results obtained
by the two schemes. For instance, Figure 16 displays the streamlines at 230°C'A
obtained with a time step of 5°C'A. The organization of the motion is on the
average the same for the two schemes : Two large recirculating regions are
present under the two sides of the valve. But the centers of the vortices are
higher in the results obtained with the second-order scheme and the vortex on
the right side of the intake valve is much more developped. These differences
are emphazised if one looks in the flow around the intake valve (Figure 17.a
and 17.b). It can be seen that the second order scheme (N2I1) predicts the
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existence of two recirculating regions on the upper side of the intake valve
while these region are barely visible in the results obtained with the first order
scheme. Note also that the position of the line of separation between the two
recirculating region under the valve is very different : It is almost symmetrical
with respect to the valve in Figure 17.b while it is shifted on the left in Figure
17.a.

Figure 18 now shows the results obtained by the second-order scheme (N2I1)
with a time step of 10°C'A. It is interesting to notice that these results are closer
to the results obtained with (N2I1) and a time step of 5°C A than are the results
obtained with the first order scheme and a time step of 5°C'A. In particular,
the existence of two recirculating regions on the upper part of the intake valve
is again predicted and the position of the line of separation is again shifted
on the left. This indicate the importance of the spatial accuracy for this type
of computation. It is worth mentionning that it has not been possible to use
a time step of 10°C' A with the first order scheme. The computation exploded
right before 230° CA (this explains the vertical part of the curve displayed in
Figure 15.d). It is likely that the second Newton iteration performed in the
(N2I1) scheme reinforces the stability of the scheme. Therefore at least for this
case, the use of a second-order scheme not only improves the accuracy of the
results but also has a beneficial influence on the stability of the computation.
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Figure 13: Time evolution of the unstructured mesh
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Figure 14: Position versus Crank angle : (A) Piston motion in cm - (B) Intake
Valve motion in mm
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Figure 15: Mass flow rate versus Crank angle : (a) First order scheme with
80 = 5°C A - (b) N2I1 scheme with 66 = 5°C A - (c) First order scheme with
80 = 10°C A - (d) N2I1 scheme with 66 = 10°C A
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Figure 16: Stream Lines at 230°C'A with 60 = 5°C' A
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Figure 18: N2I1 scheme - Stream Lines at 230°C'A with 66 = 10°C' A
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6 Conclusion

This work proposes a general method to construct high order implicit schemes
at the price of inverting only a finite number of linear systems coming from
first order schemes. For the case of second order, we demonstrated that this
number can be as small as one, while preserving the linear stability of the
scheme. In practice, however, we have found that in some case, it is better to
perform two iterations of the scheme (12), and we recommend in general this
option (Although in some cases, scheme N1I1 gives better results than N2I1
see section 4.4). We emphasize that when an iterative method is used to solve
the linear systems, this does not imply that the computational time is doubled:
due to the good initialisation of the iterative solver provided by the first step,
the second linear system is much more simpler to solve than the first one.
In practice, we experimentally found that scheme N2I1 is only less than 50%
more expensive than scheme N1I1. The numerical experiments reported in this
paper conclusively show that these Dec schemes provide a very interesting way
to construct high order implicit method.
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