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Abstract: Here, we describe a numerical method which combines a mixed
finite volume/finite element formulation on unstructured triangulations and a
linearized implicit method for time advancing. A particular attention has been
paid to the source term implicitation.
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Une méthode implicite pour la simulation des
couches limites turbulentes

Résumé : On propose une méthode numérique qui combine une formulation
mixte volumes finis/éléments finis sur des triangulations non structurées et
une méthode implicite linéarisée pour ’avancement en temps. Le traitement
implicite du terme source a fait ’objet d’une attention particuliere.

Cette méthode est appliquée a trois modeéles k — ¢ bas-Reynolds, a savoir les
modeles de Lam-Bremhorst, Nagano-Tagawa et Speziale-Abid-Anderson.

Les cas tests présentés sont un écoulement subsonique de conduite et un écou-
lement de plaque plane a grand nombre de Mach.

Mots-clé : k — ¢, modeles bas-Reynolds, Eléments Finis, Volumes Finis,
méthodes implicites
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NOMENCLATURE

Description

fluid density

horizontal component of the velocity
vertical component of the velocity
total energy per unit volume
kinetic energy of turbulence
turbulent dissipation rate
pressure

temperature

streamwise coordinate

normal distance to the wall
temperature at the wall

Mach number

laminar viscosity

eddy viscosity

laminar thermal conductivity
eddy thermal conductivity

kinetic laminar viscosity

eddy production term
laminar stress tensor
turbulent stress tensor
shear stress at the wall

friction velocity

non-dimensional y
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non-dimensional u

non-dimensional &

non-dimensional ¢

local Reynolds number

local Reynolds number

specific heat at constant pressure
specific heat at constant volume

specific heat ratio

normal to the wall
freestream value

wall friction coefficient
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Introduction

There is an increasing need to simulate more and more complex turbulent
flows using statistical modelling. For such flow calculations, a good compro-
mise between zero or one-equation models and second order closures are the
two-equation turbulence models. In particular high-Reynolds number k£ —¢ mo-
dels [3] are still widely used in a variety of practical engineering calculations.
In these standard models, which are considered valid in the turbulent region
(far-wall zones), the near-wall effects are simulated by wall functions which
yield boundary conditions for points situated in the turbulent zone. Unfortu-
nately, this procedure is not well adapted for most complex flows of industrial
applications such as those involving separation. In such cases, the equations
of the model and the boundary conditions (wall functions) may give wrong
results.

For that reason, extended k — ¢ models (also called low-Reynolds number
k — ¢ models) which are applicable to the entire domain made of the near-wall
zone (low-Reynolds number) and the far-wall zone (high-Reynolds number),
have been developed (see [9] for a review) which allow a better treatment of
complicated turbulent flows. However these models are often very difficult to
integrate numerically, exhibiting unstable numerical behavior very close to the
wall. Moreover, simulating complex turbulent flows with such models can be
very expensive. Indeed, these turbulence models are integrated directly to the
solid boundary and very refined meshes are then required to capture well the
near-wall stiff gradients of the turbulence variables.

In such flow calculations, the two main numerical problems concern the ap-
proximation on the one hand, and the resolution on the other hand.
Concerning the approximation, when a steady stationary solution is reached,
the validity of this solution is not sure. For the most difficult cases, a spatial
stabilization strategy consists in using first-order accurate monotone upwind
methods (Donor-Cell, Godunov). This approach is often used but can lead
to non-accurate solutions due to excessive numerical diffusion. However the
application of these methods to turbulent flows can be improved by a multi-
dimensional approach.

A second option consists in using second order upwind total variation dimi-
nushing (TVD) methods with limiters. One must notice that TVD methods

INRIA
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are second-order accurate when the mesh is refined enough to represent well
the solution details. In practical applications, when limiters are applied, a 50%
heavier mesh than with fully second order method (without limiters) can be
necessary.

In our study, we choose the last approach for the flow variables.

As far as the solution algorithm is concerned, the main difficulties are related
to the flat mesh elements and the non-linear problem stiffness. The choice of
a non-structured method carries an extra complexity. Pointwise Gauss-Seidel
iterations are used to solve the linear system. For the non-linear stiffness, we
examinate various options for the linearization.

The paper is organized as follows :

We first describe the basic high-Reynolds number & — ¢ model of Launder
and Spalding [3]. Then three efficient low-Reynolds number models, namely
those of Lam-Bremhorst [4], Nagano-Tagawa [5| and Speziale-Abid-Anderson
[6], are presented. In Section 3, we discuss the problem related to the boundary
conditions which can lead to numerical stiffness. In Section 4, we present the
numerical implementation which is based on a mixed finite-volume / finite-
element formulation on unstructured meshes. In the last section, we apply this
numerical method combine to different turbulence models to the subsonic flow
in a duct and the supersonic flow on a flat plate.

1 Description of the models

1.1 Governing equations of high-Reynolds number k—¢
models

The governing equations are obtained by Reynolds averaging the compressible

Navier-Stokes equations, and modeling the Reynolds stress by the Boussinesq

assumption.
These equations can be written in a conservative form as :

RR n " 2450
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where p denotes the fluid density, v and v the z and y component of fluid

velocity.

The total energy per unit volume £ is defined by :

1
E =pC,T + 5,0(u2 + %) + pk ,

where C, is the specific heat at constant volume, 7' the temperature and & the
turbulent kinetic energy.
The pressure p can be calculated from the equation of state of a perfect gas :

p=(y—-1)pC.T

In the above equations, A and A; are the laminar and eddy thermal viscosity,

and 7 and 7; represents respectively the laminar and turbulent stress tensor
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where p is the laminar viscosity and p; the turbulent viscosity which is com-
puted by a suitable turbulence model.

The closure of the system is realized by the high-Reynolds number k — ¢
turbulence model of Launder-Spalding [3] which can be written as :

Opk | Opuk | Dpuk _ O ( 0K\ 0 ( 0K\ D (udk) 0 (udk
ot oz oy Oz Hoe Jy May Oz \ o Oz Oy \ o1 0y
—pe+P

Ope | Dpue | Dpve _ 0 ( 02} O ( 0\ O (mde) O (mde
ot oz oy Oz Hox oy 'u(?y Oxr \ o, Oz Oy \ o, 0y

2

Ep_ . P&

\ +c51k73 Ce, k

where ¢ denotes the turbulent dissipation rate and P the production term of
the turbulent kinetic energy which is given by :
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The eddy viscosity is calculated as :

2

pk”

= oo
The constants c,, o, 0., c., and ¢, appearing in the above equations are five
empirical constants whose values depend on the selected turbulence model. For

the model of Launder and Spalding, these values are given by :

¢, =0.09, 0, =10, 0, =13, ¢, = 1.44 and c., = 1.92

The high-Reynolds number turbulence equations are used in conjunction
with wall functions [19] which give boundary conditions for points situated in
the turbulent region (far-wall zones).

1.2 Low-Reynolds number turbulence models modifi-
cations

The previous transport equations on k£ and ¢ are obtained by assuming that
the turbulent effects are dominant in the flow domain [20]. Thus the standard
k — € model is not valid in regions where the viscous effects are large compared
with the turbulent effects (near-wall zones).

In order to account for low-Reynolds number effects (near-wall effects), dam-
ping functions f,,, f., and f, are usually introduced to modify the constants
Ceyy Ce, and c,; these constants are respectively associated to the production
term and the dissipation term of €, and to the eddy viscosity p;. Also, extra-
terms D and F are sometimes added in the equation of £ and ¢ in order to
better represent the near-wall behaviour. These damping functions and extra-
terms define the different low-Reynolds number models which can be written
in a general form as :
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where the eddy viscosity is given by :

pk’
Hi = Cu.fu?

Many low-Reynolds number k£ — ¢ models have been proposed and tested
[9, 10, 5, 6].
Three of them, which seem to give satisfactory results [9, 11, 7], have been
selected in this study, namely the model of Lam-Bremhorst [4] and the more
recent improved models of Nagano-Tagawa [5] and Speziale-Abid-Anderson [6].
These models are presented in this section.
The variables R;, R, and y* appearing in the equations below respectively
denote two local Reynolds numbers and a non-dimensional normal distance to
the wall. They are given by :

k2
Rt:p

LLE

pvky
R, =2

7
+_ 4y

v
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where v is the kinetic laminar viscosity (v = ﬁ), and uy the friction velocity

(uf = T—w, 7., the shear stress at the wall).
\ »

The model of Lam-Bremhorst :

The extra-terms D and FE are set to zero and the damping functions are defi-

ned by :
( 3
0.05
f61 N 1 + ( )
Ju

feo =1—exp [_(Rt)2]

20.5
fu=[1—exp(—0.0165 R,)]’ (1 + 0 )
]

\

The empirical constants are given by :
¢, =0.09,0,=1.0,0,=13,¢, =144 and ¢, = 1.92

The model of Nagano-Tagawa :

The extra-terms D and E are set to zero and the damping functions are defi-
ned by :
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( f, = 1.

o= {1 0sea [ (BN} 1o (1))
o) e

The empirical constants are given by :
¢, =0.09,0,=1,0, =13, ¢, =145 and ¢, =1.92

The model of Speziale-Abid-Anderson :

The extra-terms D and E are set to zero and the damping functions are defi-
ned by :

([ f., = 1.

e ] b

3.45 yT
\ fu=exp <1 + \/E) tanh (7—0)

The empirical constants are given by :
¢, =0.09, 04, = 1.36, 0. = 1.36, ¢,, = 1.44 and ¢, = 1.83

One common feature of the previous low-Reynolds number models is that no
extra-term is introduced.
One can notice that in regions far away from the wall, the damping functions

RR n 2450
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become unity so that the high-Reynolds number equations are recovered.

It can also be verified that for the models of Nagano-Tagawa and Speziale-
Abid-Anderson the damping functions satisfy f; = O(1), fo = O(y?) and
fu = O(1/y) near a wall. It follows that these models, contrary to the Lam-
Bremhorst model, are asymptotically consistent [6].

2 Boundary conditions

The boundary conditions for the ”fluid variables” are the no-slip- and isother-
mic or adiabatic wall conditions :

<@) _ 0
on =0

Ul = 0
U‘y=0 =0
T, =T, (isothermic wall)
or
<8—T) =0 (adiabatic wall)
o). g

The boundary condition for the turbulent kinetic energy is :
k,,=0
For the turbulent dissipation rate, different boundary conditions have been

used by several authors in a variety of applications of the £ — ¢ model; these
are the following :

e Option 1 (see for example [9, 4]) :

INRIA
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This boundary condition is easy to implement but there is no solid theo-
ritical or experimental justification. Therefore, the use of this condition
can lead to substantial errors.

e Option 2 (see for example [9, 21]) :

. 0%k
=V
|y:0 8y2 |y:0

This boundary condition is obtained from the limit of the k equation at
the wall and is consistent with asymptotic computations near a wall, but
it can lead to numerical stiffness.

e Option 3 (see for example [9, 22, 23]) :

This boundary condition is obtained from the asymptotic limit of € near
the wall. As the previous one, this condition is consistent with asymptotic
computations but can lead to numerical stiffness.

e Option 4 :
The boundary condition suggested by Chapman and Kuhn [18] :

El _, = V— — €
|y—0 yz Y

where 6 is a small distance from the wall.
This last condition, which can be written as

k
% (6\y:0 + 6\y=ﬁ) - (2V¥>|y—5 7

is an approximation of the previous boundary condition where

(%)%

Oy 5

RR n 2450
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and with a mean value of € evaluated between y = 0 and y = é.

The boundary condition of Chapman and Kuhn is easy to implement
and leads to stable results [19]. So, we choose to implement this last
condition. The value of § corresponds to the first mesh increment in the
y direction.

3 Numerical implementation

For solving the previous fluid and turbulence equations, a mixed finite element
/ finite volume formulation is used on unstructured meshes [1]. This numerical
method combines an upwind second order (MUSCL) finite-volume approxima-
tion for the inviscid terms and a centered finite-element P1-Lagrange approxi-
mation for the viscous and source terms (high-Reynolds number versions were
derived in [1, 2, 12]). The use of unstructured meshes allows the simulation
of flows in complex geometries and the enhancement of the solution accuracy
through local mesh refinements.

A Roe approximate Riemann solver is used for the approximation of the
fluid convective terms; the positivity-preserving multi-component Riemann
flux (Larrouturou’s scheme) proposed in [15] is considered for the turbulence
convective terms.

The linearized implicit formulation Backward Euler used for time advan-
cing the discrete solution treats in a fully coupled way the flow variables
p, pu, pv, FE, on one hand, and the turbulence variables pk and pe, on the
other hand.

For the flow variables, we basically employ the implicit scheme used in
[16, 17, 14]. As far as the diffusive terms are concerned, the scheme is based
on a classical linearized formulation. In this linearization, we consider the tur-
bulence variables k and ¢ (and therefore the turbulent viscosity p:) as frozen
at its value at the previous time level ¢". For the convective terms however,
we have to use an approximate linearization since Roe’s fluxes are not diffe-

INRIA
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rentiable.
Then, the scheme is written in é-form as :

where Id is the identity matrix and W™ the fluid variables at time level t"*. F
contains the discretized convective and diffusive fluxes and F’ is an approxi-
mate Jacobian matrix of F.

In particular, we use a second-order accurate approximation of the convec-
tive fluxes for the ”explicit part” of the scheme (which provides a second-order
accurate steady-state solution if any), and a first-order accurate approximation
for the implicit part, which leads to diagonaly-dominant matrices and there-
fore facilitates the linear system resolution at each time step.

The linear 4 x 4 block resulting system can be solved by node-Jacobi or
node-Gauss-Seidel iterations.

For the integration of the turbulence equations, a similar method is applied.
The implicit fluxes are linearized with respect to the variables (pk) and (pe),
the flow variables being frozen. The scheme is also written in §-form but in
this case F; contains a source term in addition to the convective and diffusive
fluxes.

Concerning the Jacobian matrix F, of F;, three options of linearization have
been implemented; in all these linearizations, the damping functions and the
turbulent viscosity are frozen at their value at the previous time level ¢" :

a) The source term is not linearized so that F] contains only the linearized
convective and diffusive fluxes.

b) We only linearize the dissipation term of the source term for k and ¢, in
addition to the linearization of the convective and diffusive fluxes. The
production term of k and ¢ is not linearized in order to obtain a more
diagonally-dominant matrix.

RR n 2450
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We now precise the source term linearization :
Let Q be the source term defined by :

—pe+P
Q= € g2
CEleIE,P - cEszzp?

where P denotes the production term of the turbulent kinetic energy.
With this option of linearization, the approximate source term Jacobian
relative to the conservative variables pk and pe is given by :

0 -1
Q= 2 €
Cazfazﬁ _QCezfezz

The same linearization as in option (b) is done except that the dissipation
k'rH—l
)n—l—l

n

)n—l—l

term — (pe of the turbulent kinetic energy becomes — (pe

The diagonal dominance of the implicit matrix is then reinforced. With
this linearization option, the approximate Jacobian of the source term
becomes :

-1

€
Q = ko,

9 9
C@f@ﬁ _QCEzf{:‘zE

A 1D study [13] has pointed out that the last linearization (option c) is the
one that yields the best improvement for the time stability of the scheme.
This linearization of the implicit turbulence terms leads to a 2 x 2 block
linear system that we can solve using the same linear solvers as for the fluid
system.

We must also specify that the wall boundary condition of the turbulent
dissipation rate € is imposed implicitly to ensure more stability.

As for the flow variables and for the same reason, a second-order accu-
rate approximation of the convective fluxes is used for the explicit part of the
scheme and a first-order accurate approximation is applied for the implicit part.

INRIA
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4 Numerical experiments

In the following, y*, u™, k™ and €™ denote the non-dimensional values of y, u,
k and € respectively; these are given by :

ury
P
14
ut = 2
uy
k+:i
Uf2
EV
€+:—4
uy

where uy is the friction velocity and v the kinetic laminar viscosity.

4.1 Comte-Bellot 2D duct

For the validation of our study, we first calculate a 2D flow in a duct. This
flow has been experimentally studied by Comte-Bellot [24].
The different experimental parameters used in the simulation are given below :

The half-width of the duct D = 0.09 m;
the kinetic laminar viscosity v = 1.36 107° m?/s;
the mean velocity at the center of the canal U = 10.5 m/s.

With these values, we obtain the following Reynolds number :

U.D
Rey = —— = 69500
v

Since the solution of this problem is symmetric, the mesh of a half duct with
10 x 60 points is used (Figure 1). This mesh, a rectangle of 0.9 x 0.09, is a
highly stretched near the wall, smoothly varying mesh. The minimum element
length along the y-direction is 3.45 10> near the wall. The maximum element

RR n 2450
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aspect ratio is about 3000.

We first study the effect of the implicit source term linearization on the
convergence. Computations are performed with a local time step and a CFL
number of 1600 (Courant-Friedrichs-Lewy criterion). For solving the impli-
cit linear systems, we use 20 node-Gauss-Seidel iterations. In Figure 2, we
show the convergence obtained with the three linearizations described in Sec-
tion 4. The model used is Nagano-Tagawa’s model (see Section 2), but the
same kind of results is obtained with the two other models. We observe that
the implicitation which consists in only linearizing the turbulent dissipation

terms where the dissipation — (pe)"*" of the turbulent kinetic energy becomes

+1 kn—l—l
n

— (pe) ——, is the computationally most robust. The time stability is then

improved and it allows to use larger time steps to reach the stationary solution.

In Figure 3, the normalized residuals of £ and pk versus the number of
time iterations are sketched for the three low-Reynolds number models descri-
bed in Section 2. We can notice that a faster convergence is obtained with the
model of Nagano-Tagawa. Indeed, for this test case this model allows to use
larger time steps than those of the two other models. It also turns out that the
Lam-Bremhorst’s model is the computationally less robust model.

We have then performed computations of the boundary layer with the
model of Lam-Bremhorst. We compare the resulting discrete solution with a
Lam-Bremhorst’s model reference solution obtained by a 1D calculation with
237 (non uniformly distributed) nodes. Indeed, with this particular flow, the
general equations system can be simplified to 1D problem. Figure 4 presents
a zoom of the ut, k™ and % profiles near the wall for both the discrete 2D
solution and the reference computations. We can observe a very good agree-
ment between these two solutions.

On Figure 5, we present the profiles of u, k and ¢ at abscissa z = 0.9
(variation of variables in z direction is almost zero). The profiles for the non-
dimensional variables u*, k* and €T near the wall are shown on Figure 6. We
verify a good agreement between the turbulence models for the behavior of the

INRIA
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model U'”Mll’ kr—;az/y—i— S?Tzaz/y—i— 5:;all Uf
experimental data 10.5 | 4.5/20 0.2/10 | [0.05;0.1] | 0.39
Nagano-Tagawa 9.90 | 4.24/18 | 0.18/10.9 | 0.072 | 0.397
Lam-Bremhorst 9.91 | 4.58/18 | 0.16/8.5 0.045 | 0.409
Speziale-Abid-Anderson | 9.90 | 4.1/21 0.2/9.3 0.083 | 0.399

Table 1: Comparison of the discrete solutions (computed with the different
turbulence models) with the experimental data.

different quantities in the near- and far-wall region. .
We have also verified that u™ = y* and k™ = O(y"") in the viscous sublayer
(y* <5).

Some characteristic values of the discrete solutions are compared with ex-
perimental data in Table 1. For each turbulence model, we observe that the
calculations give good results. In any case, the relative error is less than 5—6 %.
We notice that except for the maximum of &%, the model of Lam-Bremhorst
gives less accurate results than the two other models.

The computations run on a DEC Alpha 3000 workstation. A residual decrease
for p, E and k up to 107% requires about 400 iterations and 9 minutes CPU
time when using the model of Nagano-Tagawa for example.

4.2 Mabey supersonic flat plate flow

The second test case is a supersonic boundary layer on an adiabatic flat plate
experimentally studied by Mabey [25]. The experiment is performed on a flat
plate with a length of 1.65 m. The freestream static pressure, temperature and
velocity are given by :

The static pressure P, = 3119.30 Pa
The temperature 7, = 61.805 K
The streamwise velocity u. = 711.97 m/s

RR n 2450
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The normal velocity v, =0 m/s

With these values, we obtain a freestream Mach number of 4.5.
The flow Reynolds number of unit length is :

Rey/m = 2.82 107

The computational domain is from the first measuring position z = 0.368 m
to the flat plate trailing edge z = 1.65 m. So the plate length is 1.282 m. The
height of the numerical domain is 0.2 m.

The mesh contains 113 x 81 grid points in the streamwise and normal di-
rections respectively (Figure 7). The mesh spacing is determined by a constant
stretching parameter of 1.11 in the normal direction. For the first grid points
from the wall, y© = 0.1 ~ 1.In the streamwise direction, a parabolic distribu-
tion is applied with clustering at the leading edge. The maximal ratio between
the length of two orthogonal sides of the flattest element is about 4500.

For the inlet boundary conditions, the streamwise velocity and tempera-
ture profiles measured at z = 0.368 m are imposed. The static pressure is
3119.30 Pa and the normal velocity 0 m/s.

Because of k& and ¢ inlet profiles well suited to Lam-Bremhorst’s model,
this one has been chosen for the calculations.

The flow in a compressible boundary layer is characterized by large changes
of density and temperature which influence the physical properties as the la-
minar viscosity p. To take the variation of p with temperature into account,
the Sutherland’s law is used :

T
w(T) = pro— if T < 120 K

T,
T )1-5 (120 + 110

HT) = u(120) (Eo T +110

) if T >120 K

where . is obtained from the Reynolds number :

Pelle

e

Rey/m =

with p, and u, the freestream values of the density p and the streamwise
velocity wu.
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Concerning the effect of the source term linearization on the scheme sta-
bility, the same results as for the previous test case are observed. The third
linearization proposed in Section 4 leads to the computationaly most robust
method. For this difficult test case, computations are performed with a local
time step and a CFL number of 10. The normalized residual of the density
p, the total energy per unit volume £ and the turbulent kinetic energy k is
plotted in Figure 8. When a first order accurate approximation is applied for
the convective flux of £ and ¢, a CFL number of 20 can be used. For the two
other linearizations (a) and (b), we observe numerical unstabilities for CFL
number greater than 4.

Figures 9, 10, 11 and 12 show the resulting distribution of the velocity
at streamwise locations z = 0.623, 0.876, 1.130 and 1.384 m. A rather good
agreement between computational results and experimental data is observed.

The resulting x-momentum and Mach number distribution are sketched in
Figures 13 and 14. The experimental data of Mabey are not well predicted.
This can be explained by the fact that in this experiment, the Mach number
is high enough to induce important compressibility effects which are not taken
into account by classical £ — € models. Therefore compressibilty terms have to
be included to improve these turbulence models [26, 27, 28] as implemented
by Yudiana-Buffat [29)].

The computed skin friction Cy is plotted in Figure 17, versus the experi-
mental data. We observe a large increase of C'y at the entrance due to the inlet
profiles, which leads to higher predicted values along the wall.

At last, the resulting distributions of k* and &' are shown in Figures 15
and 16. The well known peaks of k™ and ™ are observed, and a non-zero value
of ¢ at the wall is obtained.

A residual decrease for p, E and k up to 10™* requires about 4200 iterations
and 11.5 hours CPU time on a DEC Alpha 3000 workstation.

Conclusion

In this paper, an implicit method based on a linearized formulation has been
proposed for the calculation of turbulent boundary layers.
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The linearized implicit scheme treats in a decoupled way the flow variables
and the turbulence variables but takes into account in a positivity-preserving
manner the turbulence variables.

This method has been first applied to a simple test case with three different
low-Reynolds k& — € turbulence models. For these computations, a local time
step and CFL numbers greater than 1000 have been used.

As a second test case, a supersonic boundary layer has been computed with
the turbulence model of Lam-Bremhorst. For this more difficult simulation, a
local time step and a CFL number of only 10 have been used.

In the two test cases, cell aspect ratio are more than 3000 and a good
accuracy has even been observed.

These 2D calculations do not require prohibitive CPU time and can run on
a workstation.

To improve the implicitation, future works must be done to couple in a
stronger way the flow variables and the turbulent variables.
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Figure 1: Mesh of the half duct: 10 x 60 points. 0.09.
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Figure 2: Influence of the implicitation on the convergence. Implicitation (a):
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Figure 3: Optimal convergence obtained with the different turbulence models.
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Figure 7: Mesh of the flat plate : 113 x 81 points.
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Figure 8: Residual of the density p, the total energy E and the turbulent kinetic
energy k.
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Figure 12: Velocity distribution at streamwise location x=1.384 m
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Figure 14: Mach number distribution at streamwise location x=1.384 m
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