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Abstract: The registration of 3-D objects is an important problem in computer vision
and especially in medical imaging. It arises when data acquired by different sensors and/or
at different times have to be fused. Under the basic assumption that the objects to be
registered are rigid, the problem is to recover the six parameters of a rigid transformation.
If landmarks or common characteristics are not available, the problem has to be solved by
an iterative method. However such methods are inevitably attracted to local minima.

This paper presents a novel iterative method designed for the rigid registration of 3-D
objects. Its originality lies in its physical basis: instead of minimizing an energy function
with respect to the parameters of the rigid transformation (the classical approach) the
minimization is achieved by studying the motion of a rigid object in a potential field. In
particular, we consider the kinetic energy of the solid during the registration process, which
allows it to “jump over” some local maxima of the potential energy and so avoid some local
minima of that energy.

We present extensive experimental results on real 3-D medical images. In this particular
application, we perform the matching process with the whole segmented volumes.
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Mise en correspondance d’objets 3D par une méthode
physique : application a I’imagerie médicale

Résumé : La mise en correspondance des objets tridimensionnels est un probleme
important en vision par ordinateur, et particulierement en imagerie médicale. Il apparait
lorsque des données acquises par des capteurs différents et /ou & des instants différents doivent
étre combinées. Avec la seule hypothese que les objets & mettre en correspondance sont
rigides, le probleme se ramene a trouver les six parametres d’une transformation rigide. Si
des amers ou des caractéristiques communes ne sont pas présents, ce probleme peut alors étre
résolu par une méthode itérative. Cependant, ces méthodes sont treés sensibles aux minima
locaux.

Cet article présente une nouvelle méthode itérative pour la mise en correspondance rigide
d’objets tridimensionnels. Son originalité réside dans ses fondements physiques : au lieu de
minimiser une fonction d’énergie par rapport aux parametres de la transformation rigide
(approche classique), la minimisation se fait en étudiant le mouvement d’un solide dans un
champ de potentiel. En particulier, nous considérons I’énergie cinétique du solide durant le
processus de minimisation, ce qui lui permet de ”franchir” des barrieres d’énergie potentiel
et d’éviter ainsi des minima locaux de cette énergie.

Nous présentons des résultats expérimentaux sur des exemples médicaux réels. Dans
cette application particuliere, nous utilisons les objets volumiques segmentés et non leurs
surfaces.

Mots-clé : imagerie médicale, image volumique, fusion de données, mécanique des solides,

mise en correspondance d’images, minimisation d’énergie potentielle
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1 Introduction

Registration is an important problem in computer vision. It comprises several diffe-
rent kinds of problem (see Brown [9] for a broad overview of registration techniques):
e registration of images of the same scene acquired from different sensors;
e registration of images of the same scene taken from different viewpoints;

e registration of images of the same scene taken at different times;

location of an object in an image, or object recognition [63].

An important application area of registration techniques is in medical imaging.
Because of significant improvements in medical imaging devices, three dimensional
(3-D) images play an increasingly important role. Different imaging modalities pro-
vide the physician with complementary information: anatomy is usually obtained
by X-ray Computed Tomography (CT), Magnetic Resonance Imaging (MRI) or ul-
trasound, whereas functional information is provided by Single Photon Emission
Computed Tomography (SPECT), Positron Emitting Tomography (PET), or, to a
limited extend, MRI.

In many cases it would be useful to combine several studies of the same patient.
These include: to track and to quantify the evolution of a pathology, to evaluate a
therapy, to locate the site of a metabolism (see figure 18 where anatomical informa-
tion is superimposed on functional one), or to label the anatomical structures from
an atlas.

Because these applications require extremely accurate quantitative results and
because of the large volumes of data to be processed, an automatic method of regis-
tration is necessary. Moreover, this registration has to be performed in 3-D, for two
reasons. First, the protocols for image acquisition vary from one image modality to
another. Second, even between two images of the same modality, the position of the
patient with respect to the acquisition device is seldom known perfectly.

There exists a wide variety of registration methods for medical applications in
the literature (see van den Elsen et al. for a recent survey [70]). Several voxel inten-
sity based methods have been proposed to maximize a similarity index [46, 71], to
minimize the variance of image ratio [72], or to maximize a cross-correlation func-
tion [57]. The first two techniques give good results for PET or SPECT images but
have not designed for other images. The third one has only been applied to 2-D
images, and is not adapted to 3-D ones. As voxel intensity is obviously not invariant
between images of different modalities, image segmentation is first necessary in order
to obtain landmarks.

RR n°2453



4 Grégoire Malandain , Sara Ferndndez-Vidal et Jean-Marie Rocchisant

Markers have been widely used: external points on a stereotaxic frame or custo-
mized head holder which can be viewed in several modalities [17, 45, 49, 68, 73, 76],
or internal landmarks (distinguished anatomical points, such as blood vessel bifur-
cations [31]). The transformation parameters are then computed by a conventional
method (for instance, least squares method). However, external markers force the
patient to carry a stereotaxic frame between successive acquisitions. Moreover, re-
gistration with previously recorded images is not possible. Internal landmarks often
require manual detection, whose accuracy depends on image resolution, and which
has a large effect on the computation of the transformation parameters. A local mat-
ching technique, based on crest lines, is described in [65, 66, 69]. It is feature-based,
relatively robust to noise, resolution and anatomical variations; but it works only
for good quality and high resolution images.

Instead of segmenting only a few features points as in the methods presented
above, our approach is more global and uses considerably more information, such as
a complete organ (like the brain). A preliminary segmentation method must yield two
sets of points such that a significant subset of the first can be rigidly superimposed
on a subset of the second!. Since this segmentation may be imperfect, or objects to
be registered may be somewhat different, we seek a 3-D rigid registration method
that performs well in the presence of occlusions. Moreover, for the same reasons, a
transformation between the two data sets cannot be sought globally, for example by
superposing the centers of inertia, and aligning the axes of inertia [1, 59].

Many registration techniques that tolerate occlusions can be found in the litera-
ture of computer vision and robotics [2, 6, 27] and also in the medical field [29, 37, 44].
These include: prediction-verification, geometric hashing or Hough techniques as des-
cribed in [2, 27, 29]. However, because of the large number of points involved in a
segmentation of a 3-D image, such techniques are much too costly, since their com-
putational complexity grows quadratically with the number of model points. On the
other hand, iterative methods based on potentials of attraction, such as those des-
cribed in [6, 8, 12, 21, 28, 33, 37, 44, 51, 69, 74] are more able. Faber et al. [19] use a
similar method for 3-D rigid registration, which is carried out before 1-D temporal
registration in the 4-D registration of MRI and SPECT time series of the heart.
Methods of this sort suffer from local minima. Techniques to overcome this problem
include using several initial positions [6, 8] and/or a hierarchical approach [8, 50].

!We assume that such a minimal segmentation procedure can always be found. This preliminary
condition is much less restrictive than demanding a perfect segmentation of at least one of the
images. Such methods have already been presented for the brain in [10, 24, 34, 56, 75] and also for
other organs in [11, 16]. In our results, 3-D mathematical morphology [61, 62] is sufficient to treat
all presented examples in a completely automatic process.

INRIA
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In this paper, a novel iterative rigid registration method is proposed based on
potential minimization. One of the images will generate a potential of attraction,
creating a dynamic evolution of the second image towards an “optimal” registration
position. The originality of the paper stems from the dynamic behavior of this sys-
tem, which can be compared to the motion of a solid under the action of a potential
field and which offers a intuitive understanding of the minimization process. Our ap-
proach considers the kinetic energy of the solid during the registration process, and
this enables many local minima to be avoided. In practice, as our extensive experi-
mental results show, local minima can be avoided and images of different modalities
registered.

We apply our method to real medical images. Instead of using only the surface
of the segmented objects for matching, we use the whole segmented volume. To keep
a reasonable computational cost, we present some subsampling methods adapted to
our approach.

This method, combined to a segmentation method, is about to be marketed by
Focus-Medical (Grenoble, France) for medical applications.

2 Method

In this section, a general iterative method for the rigid registration of two free-form
objects is proposed. We assume that the objects to be registered are already known
(in our medical applications, we consider that objects are already segmented).

One of the objects, which will be called the reference object or solid in the
following, and denoted by R, generates a potential field p: the rigid registration of
the objects consists in finding the potential minimum for the second object, which
we call the moving object or solid and denote by S.

A number of methods [6, 8, 12, 33, 37, 44, 51, 69, 74] already exist, which expli-
citly minimize a potential energy by deriving it with respect to the transformation
parameters. Instead we use the Lagrange equations with respect to the transforma-
tion parameters, because they introduce dynamic in the registration process.

Using these equations, a conventional method to achieve the registration is:

1. to ensure the convergence, one may add an energy dissipation term;
2. one discretizes the equations in time, using explicit Euler methods;

3. to find a minimum, one solves these equations for new transformations para-
meters, using a some small time step, and iterates until the system stabilizes.

RR n°2453
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Our approach differs from the above one in two points:

1. instead of Euler methods, we propose to use a second order Taylor expan-
sion to compute new values of transformations parameters, because it is more
appropriate to “jump over” local minima;

2. instead of a continuous dissipation term, we decrease the energy by steps, so
we do not have to tune any viscosity parameter.

2.1 Lagrange equations

Let the moving solid S have center of mass GG, which we assume to be moving towards
R with linear velocity v(G) and angular velocity w. The inertia tensor of S, taken
about G is denoted J(G). Similarly, we suppose that there is a potential p(P) at
each point P of S. Then, the kinetic energy Fx and the potential energy Ep of the
moving solid S are given, as usual, by:

Ex = - (m( )+ wI(G)w) (1)

Ep = [ p(P)dv(P) . (2)

U)\le

Defining the Lagrangian L. = EFx — Ep, the Lagrange equations are:

d (8L\ 0L
— - == =1...
5 (5) gm0 i @

where g; is one of the 6 parameters of the rigid transformation. Assuming as usual
that the potential energy is independent of the derivatives of the transformation
parameters, equation (3) may be written:

d /O0Fk OFk OFp .
— — = — =1... 4
<%> b~ oa 6 )

2.2 Transformation parameters

We define the position of the solid S during its motion by the rigid transformation
between its initial position (at time ¢t = 0) and its current position (at time ¢). The
transformation is given by a rotation matrix R and a translation vector t.

INRIA
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We denote the initial position of the center of mass of S by Gy and the current
one by G(t). Similarly a point P(t) of S is related to its initial position Py by:

t = GoG(t) (5a)
G(t)P(1) = RGPy (5b)

In the following, whenever it is clear, we will omit explicit mention of time t. Equa-
tions (5) are equivalent to:

— N
OP =RGyFy+0OGy+t (6)

where O is the center of coordinates.
Because of the rotation matrix, the inertia tensor J of S at time ¢ (see section A.1)
can be expressed with respect to the initial inertia tensor Jy by:

J=RJyRT (7)

For the reasons given in appendix B, we represent the rotation by a rotation
vector r, which is related to the usual rotation matrix by Rodrigues’ formula (29).

Differentiating equation (5a), we relate the derivatives of the translation vector
to both the velocity and the acceleration of G:

t=v(G) and t=~(G) (8)
Differentiating equation (5b), we obtain:
v(P) = v(G) = RGP,
Substituting equation (5b) into the velocities composition rule (22) yields:
v(P)=v(G)+wA R(m

By combining these two last equations, we relate the derivative of the rotation matrix
to itself and the angular velocity vector:

R =X(w)R

where X(w) is a matrix operator which corresponds to vector product by w. Please
notice that this notation of the vector product will be used below. Taking into
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account the results about the derivative of R (sections B.2 and B.3.1), we finally
relate the angular velocity vector w to the rotation vector and its first derivative:

w=H(r)r 9)

where H(r) = I+ g(6)X(r) +h(6)X(r)?, in which 8 = ||r||, g(6) = (1 — cos 8)/8, and

h(0) = (1— £(0))/0°.
Substituting equations (8), (9) and (7) into equation (1), we may formulate the
kinetic energy in terms of the transformation parameters:

Ex = % (m(8)#* + T H(r) " RI,RTH(r)t) (10)

2.3 Derivatives of the potential energy

The derivative of the potential energy with respect to any parameter ¢ is equal to:

—_—
00OP

OFEp _ 8p(P)dv(P):/SVp(P)- 3¢ dv(P) (11)

dq s Oq

Differentiating equation (6) with respect to the first coordinate of the translation
vector t;, we obtain:

—
90P _
Oty

where (x,y,z) denotes the coordinate basis. It follows that the derivative of the

potential energy with respect to the translation vector is simply:

OEp / Ot
83% =| omp /v, | =—f, (12)
OFp / ot

where f, = /S (=Vp(P)) du(P).

Differentiating equation (6) with respect to the first coordinate of the rotation
vector r,, we obtain (see appendix B):

—
‘98013 _ gf GoPy = X (H(r)x) RGo B, = (H(r)x) A GP
rz T

INRIA
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Substituting this result into equation (11) yields:

OEp
Ory

_ /S Vp(P). [(H(r)x)/\@] dv(P)
= [ @0)). [GP A V(D)) do(P) = — (3E(1)x) .y (©)

where m,(G) = / GP A (=Vp(P)) dv(P). The derivative of the potential energy
S

with respect to the rotation vector is finally:

9B dEp | Or, (H(r)x)T
5 = | 9Fp/Ory | =~ (H(r)y)" | my(G)=-H(x)" my(G)  (13)
dEp [ dr, (H(r)z)"

2.4 Parametric form of Lagrange equations

Using equations (4), (10), and (12), the Lagrange equations for the three translation
parameters are simply:
m(S)t = f, (14)
which is Newton’s equation (26) since t = v(G).
Calculating the derivative of the kinetic energy (equation (10)) in the Lagrange
equation for the first coordinate of the rotation vector, we obtain:

0Fx 8H()
or, i Ory

rOR

——R+H(r) or.

) Jo(Go)RTH(r)ri

= i (M + H(r)TX(H(r)x)) RJo(Go)RTH(r)i

or,
Similarly,
d (0Bk) _ d T T .
&<0m> B dt( TH(r)"RJo(Go)R H(r)r)

= xTH(r) RIo(Go)RTH(v)i

+ xTH(r)TX(H(r)r)RJO(GO)RTH(r)r
x"H(r)" RIo(Go)R"X (H(r)t) "H(r)t
xTH(r)"RIo(Go)RTH(r)i

+xTH( TRIo(Go)RTH(v)i

The latter expression can be simplified by noting that:

RR n°2453
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e The third term in % (%Iff) disappears since X(H(r)#) ' H(r)i = 0

o H(r)x = (M;(:) + (X(H(r)x))" H(r)) i

-1
Multiplying on the left by (H(r)T) , Lagrange equations for the three rotation

parameters can be written:
X (H(r)#) RIo(Go)RTH(r)i + RIo(Go)RTH(r)i + RI(Go)RTH(r)i = m,(G)
Equivalently,
X (H(r)i) J(G)H(r)i + J(G)H(r)i + J(Q)H(r)i = m,(G) (15)
This is the Euler equation (27) since we have

§(G) = ¢(G) with o(G)=J(G)w =J(G)H(r)i
d

- = (RIo(Go)RTH(r)r)

Adding viscosity dissipation term (see section A.3.2) to Lagrange equations, we
finally obtain:

m(S) (t + %t) =f, (16a)

(x (H(r)t) + %I) J(GH@E)E + J(G)H(r)i + J(G)H(x)i =m,(G) (16b)

2.5 Minimization of potential energy

To find a minimum of the potential energy Ep of the moving solid S, we discretize
equation (16) in time, choosing an appropriately small time step dt, and iterate until
the system stabilizes.

2.5.1 Potential and force fields

We suppose that the reference object R generates a potential field p whose value at
point P is:
d(P,R)?

p(P) = 5

INRIA
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where d(P, R) denotes the distance from P to the closest point in R. The distance
field d of R can be estimated and pre-computed using chamfer distances [7], then
the value of the force field at P is given by —d(P, R)Vd(P, R).

One may pre-compute the force field instead of the distance field. If all the
points of an open neighborhood of P have the same closest point @ in R, then

—d(P,R)Vd(P,R) = ]_J‘a This last vector field can be calculated with euclidean
distance mapping methods [15]. The potential value at P may then be estimated

—

PO
by: p(P) = I£SI

If the number of points of R is not too large, they can be stored in a pre-computed
structure, for instance a Kd-tree [54], and the force acting can be calculated effi-

ciently.

2.5.2 Euler methods

One of the most common ways to discretize equations in time is to use explicit Euler
methods, as follows

. Qtdt — 298+ Qi—a
d qt ~ dt2

o 9t — Gt—at
* = TR

e initial values of ¢ are: g4 = qq

: central-point update rule

: left-point update rule

Considering equation (16a), we obtain the following translation update rule:

dt?

K
Separ = b+ (b — tp—ar) (1 — —dt) + — f
p m(S) *
which can be compared to the steepest-descent approach (recall that % =—f,):
tt—l—dt ~ t; + A fp

The additional term (t; — t; 4)(1 — %dt) allows one:
1. to speed up the convergence of the minimization,
2. to avoid some local minima of the potential energy.

This comparison shows the advantages of the dynamic character of a Lagrangian
approach over a steepest-descent-like approach.

RR n°2453



12 Grégoire Malandain , Sara Ferndndez-Vidal et Jean-Marie Rocchisant

2.5.3 Taylor expansion

Instead of using Euler methods, we update the transformation parameters by a
Taylor expansion, i.e.:

(17)

t ~ t t t, 42
tvar =t + ot + 65
Tivgt =~ Iy + T + 0%

. dt2
2

in which t; and #; are given by equation (16). Update rules for the first derivatives
of both t and r are: ) ) )

t ~ t tdt

{ t+dt ~ t T b (18)

I.'t—l—dt i't + I'tdt

Initial values of the first derivatives are set to zero: tg = ¥¢ = 0. The experiments
we have carried out, see section 3, suggest strongly that update rules derived from
the Taylor expansion perform better than those derived from Euler methods, for the
minimization scheme we propose below.

2.5.4 Energy dissipation

To ensure the convergence of the potential minimization, an energy dissipation term
was added to Lagrange equation (see equations (16)). The question is how to choose
the viscosity k. One may choose it either to be constant or to depend on time: for
example, to be small at the beginning and large at the end [58].

Instead (consider now equations (16) with k = 0), we develop minimization
heuristics and abruptly decrease the energy at certain times by setting the first
temporal derivatives of the transformation parameters (i.e. the kinetic energy, see
equation (10)) to O (see figure 1). The times where we abruptly decrease the energy
are those defining a minimum of the potential energy, which may be the first en-
countered potential minimum (see figure 2) or not (see figure 3). Effectively, the first
encountered potential minimum may or may not be the global minimum, i.e. the
right position of registration. Looking further than this first minimum enables the
algorithm more often to avoid local minima.

The two previous heuristics are convenient if the moving object S is a subset
(in the registration position) of the reference object R. However, as occlusions or
unavoidable errors in the preprocessing of the image (e.g. segmentation) may occur,
we present in figure 4 a modified version of heuristic of figure 2 which can reject
outliers: points “too far away” from the reference object R are rejected for the
computation of both the force and the torque.

INRIA
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1. At the k't iteration, consider the moving solid S to be motionless (the first
temporal derivatives of the transformation parameters are set to zero);

2. compute a new transformation which gives a (k 4+ 1) position of S mini-
mizing its potential energy:

(a) if the found transformation is the same as the one giving the k* po-
sition, (the potential energy can not be minimized), consider smaller
displacements by decreasing the value of dt: if dt becomes too small,
then stop the algorithm,

(b) return to step 1 with the new position of S or the new value of dt.

Figure 1: Minimization algorithm.

1. At time t, compute the force f, and the torque m,(G) acting on the solid
=

2. compute the parameters of the transformation to reach the new position of
S at time t + dt and update their first temporal derivatives at time t + dt
with equations (17) and (18);

3. compare the potential energies Ep at times ¢ and ¢ + dt:

(a) if Ep(t + dt) < Ep(t), the motion is directed towards a minimum,
proceed to step 1 with t =t 4+ dt.

(b) if Ep(t+dt) > Ep(t), S has crossed a local minimum; the transforma-
tion sought is the previous one (the one to reach the position at time

0.

Figure 2: Heuristic to find a transformation which minimizes the potential energy by
studying a solid motion. The search stops at the first encountered local minimum.

RR n°2453
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1. At time ¢, compute the force f and the torque m(G) acting on the solid S;

2. compute the parameters of the transformation to reach the new position of
S at time t 4+ dt and update their first temporal derivatives at time ¢ + dt
with equations (17) and (18);

3. compare the potential energies Ep at times t — dt, t and t + dt:

(a) if Ep(t) is a local minimum of potential,

i. if a previous minimum has already be found, then keep the one
with the smallest potential energy;
ii. else keep this one as a prior: minimum,;

(b) else let the motion continue;
4. the end condition of this heuristic is more elaborate than the one of figure 2:

stop after a given amount of time, which may either be a constant or depend
on the first encountered minimum.

Figure 3: Heuristic to find a transformation which minimizes the potential energy
by studying a solid motion. The search does not stop at the first encountered local
minimum.

1. At time t, we compute a threshold from the histogram of the distances
between the moving object S and the reference solid R; the force f, and the

torque m,(G) acting on the solid S are computed for points whose distance
to R is less than this threshold.

2. same as in figure 2;

3. same as in figure 2.

Figure 4: Heuristic to find a transformation which minimizes the potential energy
by studying a solid motion. The search stops at the first encountered local minimum
of potential, but some points are rejected.

INRIA



Physically Based Rigid Registration of 3-D Free-Form Objects 15

As three heuristics are proposed for the minimization process, the question is
how do we use them all efficiently. We propose the following order:

1. if the initial position is far from the registration position, perform several
iterations of the general algorithm using the heuristic of figure 3;

2. use the heuristic of figure 2 until convergence;

3. eventually (if the distribution of distances let us suppose that outliers or oc-
clusions may exist), use the heuristic of figure 4 in the general algorithm until
convergence.

In previous conference publications [41, 42], only the heuristic of figure 2 (the
step 2 of the above method) was proposed. The two additional heuristics make the
method more robust to local minima of the potential and to outliers or segmentation
errors.

3 A synthetic example

We illustrate a number of issues by showing a synthetic example with local minima.

3.1 Description of the test

Consider two objects on the real line, M = {—d,0,d} and S(z) = {—d+=z,z,d+z},
made of 3 equally spaced points, which are to be registered with only one degree
of freedom z (a translation along an axis). This gives a potential energy curve as
described above (see figure 6): there is a global minimum for z = 0, two local minima
for € {—0.66d,0.66d}, and two local maxima (E, = 0.375d%) for € {—0.5d,0.5d}
corresponding to discontinuities of the potential energy derivative (see figure 7).

Because of the symmetry in the example, we only discuss the case z < 0 in
the following. Of course, if the initial position z( is such that zyp < —0.5d and
E,(S(z0)) < 0.375d? (the potential energy of the local maxima) any classical regis-
tration method will be trapped by the local minimum at —0.5d.

The potential energy 0.375d? is obtained for € {—5/6d,5/6d} too.

3.2 Sensitivity to local minima

As discussed above, local minima occurs only for z < —5/6d. We have compared the
following algorithms: least squares minimization [6], steepest-descent [55], another
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type of descent (opposite inverse of the Hessian multiplied by the gradient) [55],
Levenberg-Marquardt [37] and our method (using two kinds of update rules: Euler
methods and Taylor expansions).

We tested several intervals of initial positions (for instance, 4167 initial positions
from —5d to —5/6d with a step of 0.001d or 9167 initial positions from —10d to
—5/6d with the same step). The four classical minimization algorithms are always
trapped by the local minimum at = —0.66d, but the proposed heuristic method
(with dt = 1, and Taylor expansion update rules) finds the global minimum with a
high percentage of success (see tables 1 and 2).

This result derives from the fact that the other methods consider only the po-
tential energy and so they are trapped by the first minimum of this energy. On the
contrary, our method considers both potential and kinetic energies, and the whole
energy can be larger than the local maximum energy and the motion can cross over
this local maximum. This is illustrated in figure 8.

The percentage failure (in this case) is not null, we note that:

1. As does any iterative method, its result still depends on the initial position of
the moving object.

2. All iterative methods set some parameters, and we have to set the value of the
time interval dt. In this test and in our practical experiments, its initial value
is 1, although the second order evolution of the transformation parameters (17)
stands only for small values of dt.

e On one hand, setting dt to a large value increases artificially the kinetic
energy of the moving solid, then it can not only more easily jump over the
local maxima of the potential energy, but also escape from inside a local
minima (see the first column of table 2: the energy of the initial position
is less than the one of the local maxima).

e On the other hand, it may cause a too large displacement of the moving
object in the neighborhood of the global minimum (and then we may
miss it).

3. According to the previous remark, further work on the behavior of our method
with respect to dt has to be done.
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Considered interval [-5/6d,—0.5d] | [-5d,—5/6d] | [-10d,—5/6d] | [-11d,—10d] | [-20d, —10d]
Study step 0.001d 0.001d 0.001d 0.001d 0.001d
Number of trials 334 4167 9167 1000 10000
Successful frials 0 3552 7829 1000 8553
(Taylor expansion)

Success rafe 0.00 % 85.24% 85.40% 100.00 % 85.53 %
(Taylor expansion)

Successful trials

(Euler methods) 0 3777 8777 1000 10000
Success rate 0.00 % 90.64% 95.75% 100.00 % 100.00 %
(Euler methods)

Table 1: Success rates for the minimization algorithm of figure 1 using the heuristic

of figure 2, with dt = 1, for both Taylor expansion and Euler method update rules.
Considered interval [-5/6d, —0.5d] | [~5d,—5/6d] | [~10d, —5/6d] | [~11d, —10d] | [~20d, —10d]
Study step 0.001d 0.001d 0.001d 0.001d 0.001d
Number of trials 334 4167 9167 1000 10000
Successful trials 333 4165 9158 1000 9995
(Taylor expansion)

Success rate 99.70 % 99.95 % 99.90 % 100.00 % 99.95 %
(Taylor expansion)

Successful trials

(Euler methods) 135 3968 8968 1000 10000

Success rate 40.42 % 95.22 % 97.83% 100.00 % 100.00 %
(Euler methods)

Table 2: Success rates for the minimization algorithm of figure 1 using the heuristic
of figure 3, with dt = 1, for both Taylor expansion and Euler method update rules.
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3.3 Comparison of Euler methods versus Taylor expansion

We presented in section 2.5, two kinds of update rule, Euler methods and Taylor
expansions.

Tables 1 and 2 give a preliminary comparison between the two kinds of update
rules. In this simple test, it seems that the Euler method performs better than
the Taylor expansion, at least for the heuristic of figure 2. On the contrary, Taylor
expansions perform better with the heuristic of figure 3, especially when the start
point is inside a local minima.

We can explain that behavior, The Euler method seems to under-evaluate the
kinetic energy (see figure 10), so minimization with such method is less likely to
escape from the nearest minimum. As heuristic of figure 2 stops at the first encoun-
tered minimum, the Euler method is more adapted to that heuristic. On the other
hand, the Taylor expansion seems to over-evaluate the kinetic energy (see figure 11),
and so minimization with such a method is more likely to escape from the nearest
minimum. As heuristic of figure 3 does not stop at the first encountered minimum,
the Taylor expansion is more adapted to that particular heuristic.

Thus, as we begin the minimization with several iterations using the heuristic of
figure 3, we use update rules deriving from the Taylor expansion.

4 Results

We present results from our primary application, the registration of multi-modality
medical images. We use the heuristics and the algorithm presented in section 2.5 with
an initial value of dt equal to 1; in step 2a of the general algorithm (see figure 1),
we decrease dt by dividing it by 2 and we stop the algorithm if dt becomes smaller
than 0.1.

The segmentation of the brain in MRI images uses an analysis of the grey-level
histogram to determine thresholds for the brain [10], and mathematical morphology
to perform the complete segmentation [10, 39]. The segmentation of the brain in
metabolic images uses an analysis of the grey-level histogram to determine a single
threshold [25]: points whom value is upper this threshold are assumed to belong
to the brain. For the matching, we use the whole segmented volume instead of the
surface.
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4.1 MRI images of the brain

We have two MRI images of the same patient head, taken at different dates. They
3

have respectively 54 and 51 slices of 256x256 voxels. The voxel size is 0.94x0.94x3 mm®.

Some slices of the original images can be seen in figures 12 and 13. We can easily
extract the brain from both images by using mathematical morphology (see [39]).
We compute the registration with both brains and apply the found transformation
in order to resample one of the images. We show in figure 14 a slice of the second
image after resampling, corresponding to one of figure 12.

Now if we look carefully at this slice in figure 12, 13 and 14, we can see in the
first original brain a thin black structure (the middle cerebral artery) which does
not appear completely in the corresponding slice of the second original data. If one
looks at the corresponding slice of the resampled image (figure 14), one can see now
this whole artery.

We present in figure 14 the superimposition of edges extracted from the central
slice of figure 12 on the corresponding resampled slice after registration.

To be more convincing, we present sagittal and coronal slices of the two original
images and of the resampled one in figures 15 and 16.

These figures seem blurred because we resampled them a second time along the
vertical axis in order to obtain quasi-isotropic voxels, for display purpose only.

4.2 Brain: PET-MRI registration

We have an MRI image of size 256x256x120 of the brain with voxels of size 1.3x1.3x1.3
and no inter-slice distance (acquired on a Signa-Advantage 1.5 T). We have extrac-
ted the brain with a semi-automatic algorithm, using 3-D mathematical morphology
operators [30, 39].

We also have a PET image of size 256x256x7 of the same brain with voxels of
size 1x1x9 mm3 and an inter-slice distance of 3 mm (acquired on a TTV03). These
data are obviously anisotropic. As the PET image shows the brain metabolism, we
can extract the brain by thresholding.

After registration, we present the superimposition of the seven PET slices on six
of the 120 MRI slices in figure 17. Notice the typical orientation of the PET slices
with respect to the sagittal views due to the acquisition procedure.

The registration takes 134 seconds CPU on a DEC 5000 workstation. We re-
sampled the MRI slices corresponding to PET ones, extracted the edges of these
resampled slices with a classical algorithm [48] and superimposed them with origi-
nal PET slices in figure 18.
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With this method, we obtain anatomical information superimposed on the func-
tional one.

4.3 Brain: SPECT-MRI registration

In practice, one may not have the good quality images presented in the above
example. We now show an MRI image of size 256x256x12 of the brain with voxels of
size 1.033x1.033x10 mm? with an inter-slice distance of 2 mm. We have extracted the
brain with a semi-automatic algorithm, using mathematical morphology operators.
As slices are very thick, we did not use a 3-D algorithm as in the previous example
but a 2-D one which was applied on each slice.

We also have a SPECT image of size 64x64x25 of the same brain with voxels of
size 3.2x3.2x6.4 mm?® and no inter-slice distance. As the SPECT image shows the
brain metabolism, we can easily extract the brain by thresholding.

After registration, we resampled the SPECT slices corresponding to MRI ones,
extracted the edges of the original MRI slices and superimposed them with resampled
SPECT slices in figure 19.

With this method, we obtain anatomical information superimposed on the func-
tional data.

5 Further developments

5.1 Resampling of the moving object S

In our experiments on real medical images, the initial position given by identifying
the acquisition axis (we assume that we know the acquisition geometry) was always
sufficient to register our images.

However, in other applications, such an initial position may not be known. In
this case, several initial positions have to be tested, and it then becomes important
to decrease the computational cost of the matching process while keeping a good
quality registration.

This computational cost is directly linked to the number of points of the mo-
ving object S because of the computation of both the force and the torque (see
section A.3). For that purpose, we have to create a resampled representation of the
moving object, and eventually (for a hierarchical approach) of the reference object
(or of the associated potential field) [22].
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5.1.1 Uniform subsampling

We collect a block of b,.b,.b, voxels from the initial image in order to create a
new voxel in the resampled moving object. The change of resolution need not be the
same along each axis.

As S is considered to be a solid, an elementary volume is attached to any point
to make the computations connected to the solid. This elementary volume is linked
to the elementary point mass thanks to the density p. We must take care of preserve
the inertia parameters of S: the whole volume (i.e. the whole mass), the center of
mass, and the inertia tensor. So, we assign to the new voxel (the block of b,.b,.b,
voxels) a volume equal to the sum of elementary volumes of S voxels in this block.

But, this method of resampling shifts the center of mass of the solid: the center
of mass of some points in a b,.b,.b, block is not found in the center of block.

Thus, the resampling operation does not transform the original image into an
other image (i.e. a subset of Z3) but into a list of points with real coordinates (the
coordinates of the center of mass of the block points) associated with a volume.

Therefore the whole volume and the center of mass of the start image are still
the same in the resampled list.

The last inertia parameter we must take care of is the inertia tensor. It is ob-
vious that the inertia matrix of the resampled list is not that of the start object S.
However, as we have to examine all the points of the initial image in order to build
a resampled list, we can compute at the same time the inertia matrix of S and use
it for subsequent computation.

Then, we make sure that the inertia parameters are preserved. Results of such a
subsampling are presented in figure 21.

5.1.2 Octree-like subsampling

In the subsampling method presented above, the precision of the registration de-
creases with the size of the block of voxels, because the geometry of the object is
perturbed.

What we want in fact is a process which approximately preserves the geometry
of the object, an adaptive subsampling. This will transform a b,.b,.b, block of
voxels into a big voxel if and only if all the voxels of this block belong to the moving
object; if not, the block is divided into eight sub-blocks (or four for a quadtree-like
subsampling) and each of these sub-blocks are examined in the same way.
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In this way, we preserve a good quality registration, because we maintain a large
number of points on the object border. Several results of such a subsampling are
presented in figure 22.

5.1.3 Kdtree-like subsampling

We may decrease the number of points relative to the last method, by changing the
subdivision of a block. Instead of dividing it into eight (or four) sub-blocks, we split
it only in two along one dimension (then sub-blocks may be divided again along the
next dimension). Results of such a subsampling are presented in figure 23.

These last two methods of adaptive subsampling of the moving object yield
globally the same results as with the original object.

5.2 Resampling of the reference object R

A purely hierarchical approach needs to resample both the moving object and the
reference object. We already presented a uniform subsampling of the moving object
in section 5.1.1. A uniform subsampling of the reference object can be achieved:

e by subsampling the original binary image enclosing the reference object: a voxel
of the subsampled image (i.e. a block of b,.b,.b. voxels of the original image)
belongs to the subsampled reference object if at least one of the b,.by.b,
voxels belongs to the original reference object. This approach is recommended
by Borgefors [8] who claimed that undersampling of the distance map does
not preserve the minima (she averages the values of the b,.b,.b, voxels in the
distance map). On the other hand, one needs to compute a distance map for
each level of subsampling.

e by directly subsampling the distance map of the original reference object.
Instead of averaging distances in the block of b,.b,.b. voxels, we consider the
minimum of the distances in this block: it will give us the minimum distance of
this block to the closest reference object point. In this way, one needs compute
only one distance map (at the finer level) and to deduce from it the distance
maps at coarser levels.

We have to remark that there exist other approaches that yield an adaptive
distance map which is more detailed in the vicinity of the motionless solid than far
away from it (octrees-splines, [37]).
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5.3 Multi-potentials minimization

Iterative methods of matching are useful when we do not have point-to-point cor-
respondences between both objects to register. However, we can take advantage of
the fact that, in the two objects, there are sets of points that have the same features
(geometrical or topological properties): for instance, in case of complex 3-D objects
made of surfaces, we may distinguish surface points from junction points (see [40]).

We first classify points of both objects before the matching process. Each class of
the motionless object will generate a separate distance map. Points of each moving
object class will be attracted by points of the same class: it means there is a different
force field associated with each class of points. Our experiments show that this multi-
potential minimization gives more accurate results and allows some local minima to
be avoided [22].

6 Accuracy of the registration

The problem is: how to measure the accuracy of the registration, considering that
we do not have a point-to-point correspondence 7

If some marks are available for registering both images, one may first segment
them and second register them to obtain a rigid transformation with an associated
error (due to the acquisition, the segmentation and the registration processes): the
registration error of the tested method cannot be estimated under this first error.

Instead of marks, one may use a reference matching algorithm where the final
error is known [53, 65]: the algorithm referenced here is based on crest lines, but it
works only for good quality and high resolution monomodal images, like the ones
presented in section 4.1. The differences between our method and the one referenced
are, on this example, less than one millimeter for the translation and less than one
degree for the rotation.

Another way to estimate the accuracy of the registration is to apply a first
rigid transformation to a known object and to try to recover this transformation
by register the original object with the transformed one. We apply such a scheme
in [43] with a synthetic object and a set of several transformations and recover the
searched transformation with a precision under the voxel for the translation (and it
is difficult to estimate this precision under the voxel because of the error due to the
segmentation process), and under the degree for the rotation if the initial rotation
angle is lower than 30 degrees (for superior angles, false matching may appear in
our experiments).
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These experiments seem to indicate a high accuracy of our registration method.
However, since they depend on a first estimate of the registration, they are not
totally reliable.

A more correct way to estimate the accuracy of a registration could be the
following: to scan a given object to obtain a first image, then to apply to it a given
rigid transformation precisely measured and to scan it again: as the transformation
is directly measured and not estimated, it can be considered as correct; however, the
acquisition conditions have to be identical for both scans.

Unfortunately, we do not have access to such data, but this could be the topic
of a further work.

7 Conclusion

We present a new iterative matching algorithm between 3-D objects. The principle
of our method is an application of the fundamental laws of dynamics.

A synthetic example shows the usefulness of such a method by demonstrating
its ability to avoid local minima: it derives from the fact we consider not only the
potential but also the kinetic energy.

In the medical imaging field, this method can be used for registration either
between mono-modality or multi-modalities images. Instead of using only the surface
of the segmented objects for matching, we use the whole segmented volume. To keep
a reasonable computational cost, we present some subsampling methods adapted to
our approach. Results on real images have shown the accuracy and the utility of the
method.

Although the presented results are promising, this method and its study have to
be more developed. Our future work will include the study of the accuracy of the
final registration and of the behavior of the method with respect to local minima in
more complex situations than the one presented in section 3.

This method, combined to a segmentation method, is about to be marketed by
Focus-Medical (Grenoble, France) for medical applications.
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A Recalls of kinematics and dynamics

A.1 Center of mass and inertia tensor

Consider a 3-D solid S. Associate with any point P of the solid .S, a mass density p(P)
and an elementary volume dv(P). Denote by dm(P) the elementary mass p(P) dv(P)
associated with each point P. In the following, we assume that the density of S is
constant and equal to p.

By definition of the solid, the euclidean distance between any two solid points,
the density and the elementary volume of each point P are constant. The solid may
be partially described by its center of mass (or centroid) and its inertia tensor (or
inertia matrix), a 3 x 3 matrix which characterizes the distribution of mass of the
solid.

The center of mass G of the solid S can be computed by:

Pdm(P)=m(S) G with m(S) = / dm(P) (19)
PeS PeS

where m(S) is the mass of the solid S.
The inertia tensor J of the solid S is computed with respect to an arbitrary

point Q. If (z,y,z) are the coordinates of the vector @5 in an orthonormal basis
(X,Y,Z), we have:

P(QIE,IS + z7)dm(P) - /Pﬂé'gédm(P) — L?.;dm(P)
JQ)=| - ,/1>ze:l.19dm(P) P(ZZ+ z%)dm(P) - \/p:lgsdm(P)
—/Pzea;dm(P) —/Pg{;dm(P) /P(gs +y”)dm(P)

The integrals in J are three-dimensional integrals over the volume V occupied
by the solid. J is a symmetric matrix containing six independent terms. The three
diagonal terms of the matrix are called the moments of inertia, while the three
off-diagonal terms are called products of inertia.

The eigenvectors of the inertia matrix are the principal axes of the solid S and
the eigenvalues are the principal moments of inertia.

This matrix corresponds to a linear mapping:

u‘”ﬁ?/cﬁ/\(u/\cﬁ) dm(P)
S
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According to the generalized Huyghens theorem, the inertia tensor can be com-
puted with respect to any point and in particular to the center of mass GG, thanks
to:

J(Q) =J(G) + I(Q,{G,m(5)}) (20)
where J(Q,{G, m(S)}) is the inertia matrix with respect to the point @ of the point

G with a mass m(S).
A.2 Kinematics

Consider a point P of the solid S. This point has a velocity v(P) and an acceleration
~(P) which are defined by:

v(P)=P v(P)=P

where the dot and the double dot denote the first and the second derivative with
respect to the time.

A.2.1 Velocities

The velocity of the center of mass is given by the differentiating of equation (19):
m(S)v(G) = v(P) dm(P) (21)
PeS

Let (w,v(Q)) be the kinematic screw of S at Q (w is called the angular velocity
vector of the solid S), and P a point of S. According to the velocities composition
rule, we have:

—
v(P) = v(Q) +w A QP
In particular, we obtain for QQ = G
v(P)=v(G)+wAGP VYPeS§ (22)

The kinetic moment of S, with respect to a point @, is defined by:
—
o(Q=[ QP Av(P)dm(P)
PeS

The general expression of the kinetic moment of S is rather complicated, but some
terms cancel out when expressed with respect to the center of mass G (using equa-
tion (22)), and it becomes:

o(G) =J(G)w (23)
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The kinetic energy Eg of S is:
1
Bk =3 (m(S) v(G)? + w.J(G)w)

A.2.2 Accelerations
The acceleration of the center of mass is given by differentiating equation (19) twice:
m(S)(G) = v(P) dm(P) (24)
pPeS
The dynamic moment of S, with respect to a point @), is defined by:
6(Q) = QP N~ (P)dm(P)
pes

We give here an expression for the dynamic moment of S with respect to the
center of mass G:

6(G) =¢(G) (25)
Note that the dynamic moment is generally not equal to the derivative of the
kinetic moment, when both moments are expressed with respect to an other point
than the center of mass.
A.3 Force and torque
A.3.1 Force field deriving from a potential field

Any potential field p induces a force field expressed by —Vp(P) where V is the
gradient operator. We may then define the whole force f, and the torque m,, due to
the potential field acting on the solid S:

t)

[ =Va(P)) du(P)
my(Q) = | QPA(=Vp(P)) du(P)

A.3.2 Viscosity field

Energy dissipation can easily be introduced by adding a viscosity term. Let  be the
viscosity constant, the viscosity force field is expressed by —xv(P). The whole force
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f, and the torque m, due to the viscosity are:

K

f, = —m(S);V(G)
m,(Q) = —;U(G)

A.3.3 Newton-Euler equations

Newton’s equation (26) relates the linear acceleration of the center of mass G to
the whole force f acting on the solid S, whereas the Euler equation (27) relates the
dynamic moment to the torque m(Q) acting on S.

f = m(5)~(G) (26)
m(Q) = 6(Q) (27)

B Rotation

We recall some properties of rotations (see [2] for more details).
Any rotation in IR3 can be represented by an orthogonal 3 x 3 matrix R with
determinant equal to 1, that is:

RTR=1 and det(R)=1
A rotation can be represented by 3 parameters; some parametrizations are:

unit quaternions : since quaternions are a four-parameter non-minimal represen-
tation of rotation, a constraint on the norm is added;

Euler angles : the rotation is decomposed into the product of three rotations of a
predefined fixed coordinate system about the axes;

rotation vector : the direction of the vector gives the axis of the rotation whereas
its norm gives the angle.

Quaternions provide an explicit solution to minimization problems where a point-
to-point correspondence is known [6, 20], but need an additional constraint. Rota-
tions represented by Euler angles are not differentiables for the pitch angle 3 equal
to £7/2. Since the rotation vector does not suffer from these disadvantages and
seems more appropriate for our purpose, we choose it as representation of rotation.
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v — (v.n)n

Figure 5: Geometrical representation of the rotation
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B.1 Representation by rotation vector [2]

Any rotation R in IR? has an invariant axis with normal unit direction vector n, say.
Vectors collinear with n are invariant under R, while orthogonal vectors undergo a
rotation of some angle 6 in a plane orthogonal to n. R is represented by 6n.

Consider figure 5, which shows the image u’ of a vector u rotated by R about
axis n through angle . We may decompose u into

u= (uwn)n+ (u— (un)n)

The first term, collinear to n is invariant under R, whereas the second, which belongs
to the plane orthogonal to n, undergoes a planar rotation through angle § which
may be written:

cosf (u— (un)n)+sinf (n A (u— (u.n)n))

This gives:
u' =cosfu+sinfnAu+ (1—cosd)(un)n

From n A (n A u) = (n.u)n — u, we obtain
u=u+sinfnAu+(1—cosfd)nA (nAu)
Thus the rotation R may be written (Rodrigues’ formula)
R =1+ (sin8)X(n) + (1 — cos §)X(n)? (28)

where X(n) is a matrix operator which corresponds to vector product by n, i.e., the
antisymmetric matrix formed from the components (ng,n,,n.) of n

0 —n, ny
X(Il) - n, 0 —g
—ny, ng 0

which allows n A u to be written as the matrix product X(n)u.
Any vector r € IR? defines a rotation R with

r
O=|r] ; n=-—
Izl
R is then written:
R=1I+f(0)X(r)+ g(6)X(r)? (29)
in which £(8) = S2% and g(6) = lyﬂ
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B.2 Derivative of rotation [2]

Proposition 1 (Derivative of an orthogonal matrix) for every orthogonal ma-
triz R and every parameter q, we have

R
—=A4,R
0q 1

where A, is an antisymmetric 3 X 3 matriz denoted A, = X(s), and which satisfies

Computation of a partial derivative of R can thus always be reduced to the compu-
tation of the three components of a vector s.

Proof:
Every rotation matrix R is orthogonal, which means that

RTR =1 (30)

Thus, differentiating the equality (30) with respect to any parameter ¢ of R, gives:

o) (RT>R+ rTOR _

dq dq 0

Multiplying on the left by R and on the right by RT, and again using the orthogo-
nality of R, we get the equality:

R = _——RT (31)

The associativity of the matrix product and the orthogonality of R allow us to write:

R OR /. o oR T)
— = Z(RTR) = [—RT R
Jq 3q< ) <3q

Now, the matrix coefficient of R in the last term is antisymmetric, since

T T o (RT
(Pr) e (RY ) o
dq dq

Oq 0q -

where the last equality is due to equation (31). O
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B.3 Study of R
B.3.1 Differentiation of R by rotation vector r

The derivatives of 8, f and g are respectively:

90 T3 af(e or dg(0 r.g
o= UD ho)- g0 (rg) 5 2= (10) - 20(0) 5
in which h(6) = 1_07];(9)
We calculate:
A, = GIRT =T (1= f0)X () + g(0)X(rY)
using X(r)3 = —6?X(r) and X(r)* = —6?X(r)?
= [1(0) - 9(6) ~ P9(Oh(6) + P 0) + £2(6) - 21 0)a(0)] (x5, ) X(w)
£ [0) = 20(0) = 1 O)h(0) + 07 (0)9(0) ~ 0° 1 (0)(0) + 20°6(9)] 91X (1)?
+FOX(50) + [000) - 170) - PP 0)] X(5)X
q
+9OXMX(5) - fw)g(e)X(r)X(%)X(r) ny (0)X<r>X<Z—‘q')X(r>2

= [0) - £0)50)] (5 ) X<r>+g<e>( ) XOP+ FOX(5)

- 9(9)X(8—q)X(r) + Q(G)X(P)X(a—q) - f(9)9(9)X(r)X(§—;)X(P)

)% (x)?

P OXWX (5,

These expressions can be simplified using the following observations:
e X(wX(v)—X(v)X(u)=X(uAv)
e X(uX(v)X(u)=—(v.u)X(u)

¢ since uA (VvAW) = (w.u)v— (u.v)w we have
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We finally obtain the relation:

A, = X (g—;) +9(0)X (r A 2—2) +hOX <‘"’\ (M g_;))

(o)

H(r) =1+ g(6)X(r) + h(6)X(r)? (32)

in which

The interested reader may check that this form is equivalent to the one given by
Ayache [2]:

A, =X(s) with s= (r ‘9"> 1—_f(9)r or or

B.3.2 Singularities and inverse of H(r)

After carrying out the computations, we find:

1—cosf
2—02

This shows that the matrix H(r) is defined for § €] — 2, 27].

To compute the inverse of H(r), we solve the general problem of finding the
inverse of any matrix M of the form I + aX(r) + bX(r)2.

We may look for an inverse matrix of the same form, i.e. N = I+cX(r)+dX(r)?,
and we have to solve MIN = 1.

Recalling that we have X (r)% = —62X(r) (so that X(r)* = —62X(r)?), MN =1

is equivalent to:

c(1—6%) + d(—6%) + a 0
c(a) + d(1-6%) + b = 0

which has a single solution if and only if (1 — 82b)% + 6%a% # 0. With a = g(f) and
b = h(#), it transpires that the above system has a single solution if and only if
21_90—556 # 0 (i.e. |H(r)| # 0, which is not surprising).

In case of g(#) # 0, we can explicitly compute ¢ and d by:

¢ = 3 gl 3 (h(&)(_egg(g)) —g(6)(1 - 02h(9))) _ _%
e 2 _ 2g(0) = f(6)
1= 50 (9(0)(9(0)) = h(0)(1 - °h(0))) = 2al0) =110
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When defined, the inverse of H(r) is given by:

H(r)'=1I- %X(r) 4 2009~ 1) (209)2;( g)(e)X(r)z (33)

B.3.3 Derivative of H(r)
The derivative of h is: 5

Oh(0) _ 5y

Tk = (a(0) = 3h(0) =2
Differentiating equation (32), we obtain

r. & r
T = (7(0) - 20(0)~BX() + 6OX(5)
r. & r r
+(9(6) — 3h(9) 5EX()? + h(6) [X0)X(5) + X(GLX(r)

The temporal derivative of H(r) is:

H(r) = (f(9)—29(9))%X(r)+9(0)x(f)

2 -7 X(r)? + h(0) [X(r)X () + X (i) X (r)]

+ (9(0) = 3h(6)) o7
In many equations, we have to calculate H(r)i‘:
H(r)i = (f(60) — 2g(0)) I' AT+ (g(0) — Sh(ﬁ)) : A(rAT)+ h(O)FA(rAT)
The following remarks simplify the computation:
e rA(rA¥) =r(rs) — >
e P A(rAT) =ri? — i(r.T)

and finally we obtain
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B.3.4 Properties of H(r)

Using equalities (29) and (32), we obtain by direct computation:

H(r) = H(r)R" =RTH(r) (35)
H(r) = Hr)'R=RH()? (36)
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Notations

, ()

.
~—

Qg >

RR n°2453

: first and second derivative with respect to time
: vector (or cross) product

: gradient operator

: moving solid

: reference solid

: center of mass of the solid S

: kinetic energy

: potential energy

: Lagrangian

: acceleration of point P

: velocity of point P

: mass of the solid S

: value of of the potential field p generated by R at P
: viscosity constant

: angular velocity vector of S

: density of the solid S

: rotation angle 6 = ||r||

: force acting on S

: torque acting on S at Q

: potential force acting on S

: potential torque acting on S at @

: viscosity force acting on S

: viscosity torque acting on S at @

: dynamic moment of S computed at Q

: kinetic moment of S computed at Q

: vectors

: rotation vector

: translation vector

: matrix which operates in the derivation of the rotation matrix R
: (see appendix B)

: 3 X 3 identity matrix

: inertia tensor of S computed at @

: 3 X 3 rotation matrix

: 3 X 3 antisymmetric matrix of the vector product by n
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Figure 6: Potential energy of S(z) in the potential field generated by M with d = 1.0.
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Figure 7: The two local minima: the sum of forces which apply to the three points
is equal to 0.

RR n°2453



48 Grégoire Malandain , Sara Ferndndez-Vidal et Jean-Marie Rocchisant

'
0.2 0.4

Figure 8: Behavior of our method (with only the heuristic of figure 2) with a start
position z = —d, dots represent the successive positions of S(z), lines between them
represent the whole solid energy (sum of potential and kinetic energies), with dt = 1.
We find the global minimum.
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1.44

Figure 9: Behavior of our method (with only the heuristic of figure 2) with a start
position ¢ = —d, dots represent the successive positions of S(z), lines between
them represent the whole solid energy, with dt = 0.05. We are trapped by the local

minimum.
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Figure 10: Behavior of our method with a start position # = —2d, dots represent the
successive positions of S(z), lines between them represent the whole solid energy
(sum of potential and kinetic energies), with dt = 0.5. We use Euler methods as
update rules and the heuristic of figure 2 to minimize the energy.
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Figure 11: Behavior of our method with a start position # = —2d, dots represent
the successive positions of S(z), lines between them represent the whole solid energy
(sum of potential and kinetic energies), with dt = 0.5. We use Taylor expansions as
update rules and the heuristic of figure 2 to minimize the energy.
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Figure 12: Three consecutive slices of a MRI image of a brain. Please notice the
horizontal thin black structure (the middle cerebral artery) at the top of the brain in
the central slice. Data are provided by Ron Kikinis, M.D., Department of Radiology,
Brigham and Women’s Hospital, Harvard Medical School, Boston, MA.

Figure 13: Three consecutive slices of a second MRI study of the same brain two
months later. We try to show the same slices as in figure 12. Please notice that the
middle cerebral artery does not appear completely at the top of the brain in the
central slice. Data are provided by Ron Kikinis, M.D., Department of Radiology,
Brigham and Women’s Hospital, Harvard Medical School, Boston, MA.
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Figure 14: From left to right: after registration, the slice of the second resampled
data volume corresponding to the central slice of figure 12: please notice that the
middle cerebral artery now appears completely; edges extracted from the central
slice of figure 12 superimposed on the slice shown on the left.
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Figure 15: From top to bottom and from left to right: a sagittal slice of the first
original scan image, a sagittal slice of the second original scan image, the slice of
the second resampled data volume corresponding to the sagittal slice of the first
scan (after registration), and edges extracted from the sagittal slice of the first scan
superimposed on the resampled slice. Images seem blurred because of the second
resampling we made along the vertical axis in order to obtain quasi-isotropic voxels
(for display purpose only).
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Figure 16: Same as figure 15 with coronal slices.
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Figure 17: After registration, the trace of the seven PET slices on the MRI slices.
Images are courtesy of Dr. Jael Travere of Cyceron center (CEA, Caen, France).
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Figure 18: Anatomical edges (computed from MRI image) corresponding to the PET
slices.
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Figure 19: Anatomical edges (computed from MRI image) corresponding to the
resampled SPECT slices. Images are courtesy of Philippe Boulle (Focus Medical,
Grenoble, France).
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Figure 20: Initial binary image of 64 x 64 pixels: the object is made of 463 points.

Figure 21: Subsampling of the binary image of figure 20. From left to right, we collect
a block of respectively 2x2x2, 4x4x4 and 8x8x8 pixels, and the number of points are
respectively 144, 49, and 16 in the resampled lists. Each point is represented by a
disk, whose size is proportional to its associated volume.
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Figure 22: Quadtree-like subsampling of the binary image of figure 20. From left
to right, the initial examinated block was respectively of 2x2x2, 4x4x4 and 8x8x8
pixels, and the number of points are respectively 196, 160, and 160 in the resampled
lists.

Figure 23: Kdtree-like subsampling of the binary image of figure 20. From left to
right, the initial examinated block was respectively of 2x2x2, 4x4x4 and 8x8x8 pixels,
and the number of points are respectively 165, 121, and 120 in the resampled lists.
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