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Extraction de Texte a partir de Preuves

Résumé : Ce papier présente une méthode pour produire & partir de preuves
formelles une explication textuelle compréhensible. Nous décrivons un traducteur
d’un objet preuve (A-terme du Calcul des Constructions) vers un pseudo langage

naturel qui a été implanté dans le systeme Cogq.
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1 Introduction

Almost all computer proof assistants today are used in the following manner. The
user states a theorem to prove. Then using a variety of commands that can be
recorded in a proof script, the user brings the interactive system to a state indicating
that the theorem has been proved. The theorem is then archived for later reuse, and
the corresponding proof script is kept preciously.

There are two basic reasons for safekeeping the proof script. First, a proof must
often be verified again in a slightly different context, or a different version of the
theorem may be needed. Thus, the script is kept as a model for constructing later
variants of a proof. We remark in passing that the command language of some
systems does not facilitate this task.

Second, the proof script is used as tangible evidence that the proof was actually
carried out, and as a means of communicating its intellectual content. In the context
of program verification, such evidence must be presented to industrial auditors. As a
vehicle for the communication of proofs, we feel that proof scripts alone are largely
inadequate. Decoding what a proof script actually does is the province of expert
users of a given proof assistant. A proof script invokes a number of sophisticated
tactics that are system specific, that attempt to do things that fail and are irrelevant
for the final proof. Furthermore, these tactics may be refined as the proof assistant
is being improved. On the other hand, a proof script contains invaluable information
on the level of abstraction at which the proof is carried out. In her work, A. Cohn
([Cohn88]) tries to produce intelligible text from the proof script.

By contrast, in this paper, we will be concerned with proof assistants that
construct a proof object, i.e. a data structure that explicitly represents the proof
of facts established with the system. Proof objects are built by a number of modern
proof assistants ([Coq91, Hol92, Lego92]), but they are rarely used for anything
useful. They are generally considered to be exceedingly large and difficult to unders-
tand. On the basis of experiments carried out in the last three years with several
computer proof assistants, we disagree with this commonly held view and find proof
objects useful and important in many respects.

First it is possible to make good sense out of these proof objects, and this is
what we will show in this paper. Second, proof objects are far more independent of
the proof assistant than proof scripts and they form a better basis for understanding
and displaying the intellectual content of a proof. As a result, they are very useful
to debug automatic proof tactics. Last, if they can be built incrementally as in ALF
[A1f93], proof objects provide a useful interactive feedback on what is going on in
the proof.
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4 Yann Coscoy, Gilles Kahn et Laurent Théry

Presenting proof objects in an intelligible form is non trivial. After a number
of unsuccessful experiments with graphical representations, we are now convinced
that the best method is to build transducers from proof objects to pseudo natural
language.

2 Proof objects and their presentation

Different methods can be used in building proofs: resolution and tableaux methods
are popular in the automatic theorem proving community, while natural deduction
is favored for interactive proof assistants. Natural deduction, proposed by Gentzen
[Gentzen69] and further elaborated by Prawitz [Prawitz65], is natural because it
formalizes the reasoning used in ordinary mathematical text. This is also why it is
popular in interactive theorem provers and the obvious candidate for experiments
in producing text from formal proofs.

2.1 Natural Deduction Trees

The original format proposed by Gentzen for natural deduction proof is a tree format.
For each connective, two sets of rules are provided. The first set is composed of
introduction rules and describes how formulas containing such a connective may be
formed. The second set is composed of elimination rules and describes how formulas
governed by this connective can be used. As an example, there is one introduction
rule and two eliminations rules for the conjunction:

B AANB ANB

A elim :

4 B
ANB A B

A intro :

A deduction in this system is a composition of instances of these rules forming a
tree-like structure. An example of such a deduction is the following tree:

ANB - ANB
€enm: A

BAA

Aelim:

Aintro:

An additional mechanism in this formalism is the discharge operation which handles
hypothetical reasoning. This mechanism can be explained with the introduction rule

INRIA



Eztracting Text from Proofs 5

of implication. The rule is usually displayed as

[A]

D wntro :

"ADB

where the brackets around A means that A can be used freely without justification
(as a leaf) in the deduction leading to B. We then say that the hypothesis A is di-
scharged by the rule. A proofis a deduction in which all leaves have been discharged.
To link precisely an assumption with the rule that discharges it, each assumption
is numbered. This number is then mentioned again as a superscript whenever the
assumption is used and the rule that discharges an assumption is annotated as well.
Applying this convention to the previous rules gives the following

[47]

D intro : B [¢]
ADB
Introduction rules and elimination rules for the usual logical connectives in the
context of first-order intuitionist logic are given in Figure 1 page 26.
The simple proof of preclarum illustrates the advantages and disadvantages of

such a format.

2 , W1 2 .1
/\elimlﬂ A elim: (Z =) Z) A (1/ =) t) /\elimlw A elim: (Z =) Z) A (7,/ =) t)
T Dz Y yDi
D elim: Delim:
z t
A intro:
z AT
D introl ————— [2
TAyD ZAL
D intro: [1]
(zD2z)A(yDt)DzxAyDzAt

Using two dimensions to represent the structure of the proof makes operations such
as finding the scope of an assumption or finding the premisses of a rule easier. The
system EUODHILOS [Eu092] uses this presentation. The drawback is, though, that
formulas share the horizontal dimension with the proof structure. Consequently,
proof trees tend to grow much more in width than in height. This phenomenon is
even amplified by the fact that the leaves, being assumptions, are large formulas.
Even for small proofs, we have found the natural deduction proof-tree layout to be
impractical.

RR n° 2459



6 Yann Coscoy, Gilles Kahn et Laurent Théry

2.2 Natural Deduction in Linear Format

As an alternative, several authors have proposed linear presentations of natural
deduction proofs [Fitch52, Kal80]. This style is used in theorem provers such as Mural
[Mur91] and TPS [Tps92]. The basic idea is to represent a proof as a vertical sequence
of lines, where each line is either an axiom, an hypothesis, or the consequence of
previous lines. To give an idea of such format, here is the same proof of preclarum
in the format described in [Fitch52]:

1 (zD2z)A(yDt) hyp

2 T Ay hyp

3 T 2, A\ elim

4 Tz 1, A elim

5 z 3 and 4, D elim
6 Y 2, A\ elim

7 y Dt 1, A elim

8 t 6 and 7, D elim
9 Z At 8 and 5, A intro
10 Ay D zAt 2-9, D intro

11| (zD2)A(yDt)DzAyDzAt 1-10, D intro

Each line contains a number, a formula and the justification of the formula. For
example, at line 5, “2” is the consequence of applying D elim with lines 3 and
4. A special symbol hyp is used when introducing an hypothesis. Additionally, a
vertical bar is used to denote a subordinate proof. Finally discharging an assumption
is represented by a justification taking a subordinate proof whose first line is an hyp.
Lines 10 and 11 are examples of such a phenomenon. Note that assumptions, once
allocated a line number, need not be repeated.

The linear style gives obviously a more vertical presentation than the tree style.
But because of constant references to earlier lines, such proofs are reminiscent of
assembly language programs and reading them is just as tedious.

2.3 Natural Deduction in Functional Format

The last format we envision is used in systems like [Coq91, Lego92, Nuprl86]. In these
systems, proving a proposition means constructing a A-term of a given type. In this
section, we just explain intuitively why typed A-terms represent natural deduction
proofs. Complete introductions can be found in [Huet90, Mart70, Thomp91].

INRIA



Eztracting Text from Proofs 7

A natural functional reading of the rules of Figure 1 can be given in term of
functions over proofs. For example, the Auntroduction can be reformulated as a func-
tion that takes as arguments a proof of A and a proof of B and returns a proof of
A N B. Moreover the discharge mechanism is an exact equivalent of the A notation.
Combining both remarks, one goes one step further and notices that Ah. M also
represents a function over proofs. For example the identity function Ah.h, if h is
a proof of A, returns a proof of A namely h. The isomorphism of Curry Howard
simply says that a proof of A O B corresponds exactly to a function that takes a
proof of A and returns a proof of B. Reading the
previous A-term can be written:

“” notation as s a proof of, the

(AR:A.h):AD A
A consequence is also that application corresponds to modus ponens:
Ah:A.Xi:ADB.(th):AD(ADB)DB

An identical phenomenon occurs for universal quantification. The proof of Vz: T. (P x)
corresponds to a function that given any element e in 7" returns a proof of Pe. So
generalization and specialization are also captured by means of abstraction and
application. As an example we have:

(AA: Prop.Ah: A.h):YA: Prop. A D A

where Prop is the type of propositions.
Using this idea, the following three functions represent the rules for A:

Nintro:VA, B: Prop.A D B D (AN B)
Nelimy:VA, B: Prop. (AN B) D A Nelimg:VA, B: Prop. (AANB) D B

and the A-term below corresponds to the previous proof of preclarum:

Ah:(z D z) A (y Dt). iz (z Ay).
Aintro z t (Aelimy (z D z) (y Dt) h (Aelimg z y 7))
(ANelimg (x D z) (y D t) h (Nelimg @ y 1))

We see that the functional format is very compact, since formulas that can be reob-
tained by type-checking do not occur in the proof term. This makes it well suited
for computers, but somewhat difficult to read for humans. Still, we no longer have
to read assembly code, but a functional program.

RR n° 2459



8 Yann Coscoy, Gilles Kahn et Laurent Théry

3 Extracting Text from A-terms

A number of authors ([Chester76, Ep93, Felty88, Huang94]) have investigated the
possibility of producing text out of formal proofs. We approach the problem in a
somewhat different fashion, viewing text production as a form of program extraction
from proofs and using techniques that are familiar in code generation. We do not
produce very fluid natural language and we handle only the logical structure of the
proofs, in the spirit of [Gentzen69]. Our approach is applicable to any of the proof
objects we have presented previously!. The functional proof objects give the most
concise and elegant definition, and we will use them for the rest of this paper. To
construct a transducer from A-terms to text, we must address a number of problems.

Type information

Trying to obtain a textual presentation from the raw A—term is not possible: we need
additional type information. To see this, consider the tautology A D A. A proof of
this is the identity function Ah: A. h. If we decorate this term with type information,
we obtain:

(Ah: A. ha)aoa

and it becomes clear that the text of the proof needs to make reference at least in
two places to type information that is not structurally part of the A-term:

Assume A (h)
By (h) we have A
We have proved A D A

()\h:A. hA)ADA >

Textual variants

In fact, the proof above presumes that A is a proposition. The complete proof,
including this assumption, is AA: Prop. Ah: A. h, where Prop is a distinguished
type that represents propositions. So we allow ourselves to use the word “Assume”
because the type of A is Prop:

Let A: Prop
Assume A (h)
By (h) we have A
We have proved A D A
We have proved VA: Prop. A D A

()\A PTOP Type* (Ah Am hA)ADA)VA:PTop.ADA >

!As a matter of fact, our early experiments have been carried out with a system using a tree
representation of proofs [Théry94].

INRIA



Eztracting Text from Proofs 9

while we use “Let” for the outer A-abstraction because the type of Prop is Type,
another predefined type. In other circumstances, we will want to leave the A-notation
as it is, when the A-abstraction denotes an authentic function. For example the
successor function:

(Ah:inat. h+ 1)N_N

This discussion shows that we need to use fairly different textual variants for a
given construct (such as the A-abstraction) depending on the type of its arguments.
Type expressions are another example. A most general (dependent) product will be
written Iz: P. Q. If @ is of type Prop, we write more conventionally Vaz: P. Q. If
the product is non-dependent, i.e. # does not occur free in @), one notes P — Q.
When additionally P and @ are of type Prop, we prefer P D Q.

Consider now an application M N and examine the type of M. We understand
My,.p.g N as a specialization, while Mp5¢g N is an instance of modus ponens and
Mp_.g N is a function application. The typed A-term is a very compact notation,
but examining the types brings out the logical structure of the proof.

To sum up, we propose a first attempt at transduction rules. In these rules, 7
is assumed of type Prop and metavariable [ may denote a list of bound variables.
Expressions that don’t match any rule are left unchanged, but for the conventions
on displaying types described in the previous section.

Rules for abstraction

Letl: A
(M:Apype- M)y > M
We have proved 7

Assume A (h)
(Ah: Aprop. M)r > M

We have proved 7
‘ _ Consider an arbitrary z in A
(Az: Ager. M), > M

We have T, since z is arbitrary

Rules for application

(M‘v’z:P. Q N)‘r > M .
In particular 7

- N
(Mp>qN)- > - M
We deduce T

RR n° 2459



10 Yann Coscoy, Gilles Kahn et Laurent Théry

For identifiers, we make a slight distinction between assumptions appearing in the
proof term (metavariable h) and theorems (metavariable T') found in the context.

Rules for identifiers

hr > By h we have 7
T, > Using T we get T

Examples:
With the rules above, AA, B: Prop. Ah: A. Ahg: A D B. (hg h), the proof of modus

ponens is displayed as

Let A, B: Prop
Assume A (h)
Assume A D B (hy)
-By h we have A
-By ho we have A D B
We deduce B
We have proved (A D B) D B
We have proved A D (AD B)D B
We have proved VA, B: Prop. AD (AD B)D B

and the proof (S) AA, B,C: Prop. \h: A D B D C. Ahg: A D B. Ahy: A. (hhi(ho h1))

reads

Let A, B, C: Prop
Assume AD B D C (h)
Assume A D B (hy)
Assume A (hy)
-By hy; we have A
-By h¢ we have A D B
-We deduce B
-By hy we have A
-By h we have AD B D C
-We deduce B O C
We deduce C'
We have proved A D C
We have proved (AD B) D ADC
We have proved (ADBDC)D>(ADB)DADC
We have proved VA, B,C: Prop. ADBD>C)D>(ADB)DADC

While the texts above are very clear, they are also painfully lengthy. One reason is
immediately apparent. Assumptions, corresponding to abstractions, are introduced

INRIA



Ezxtracting Text from Proofs 11

(and discharged) one by one. Indeed, if the outer A-abstraction had been decomposed
as a succession of elementary bindings, the result might be even more verbose.
Repeated constructs
To improve the density of the proof text, we should

e ignore inessential intermediate results

e reduce the drift toward the right margin of the page caused by repeated in-
dentations.

An effective technique of achieving this is to rewrite the rules for abstraction and
application in the case where a given rule is being applied repeatedly.

Rules for iterated abstraction

Let I1: A?
L.ct k. Ak
. k. Ak
(/\ll.AlType.---)\l .AType.M)., > M

We have proved 7

Assume A (h!) and ...and A* (h*)
(/\hl:A})mp.---/\hk:A’fgmp M), v M
We have proved T

Choose arbitrarily z! in A?, ..., z* in AF
(Azt: AL, ,.--- Ak AR M), > M

Thus we have 7

Rules for iterated application

Myg.pr. .ygiipr. o N ---N¥), > M
( Vel Pl ...Vzk: Pk . Q ) In particular 7
_N1
Nk
(Mplj...DPkDQ Nl Nk)_r > -M

We deduce T

Remarks:

RR n° 2459



12 Yann Coscoy, Gilles Kahn et Laurent Théry

1. The second rule of abstraction uses the connective “and” in a non-commutative
manner: due to the dependence between types, a later assumption might refer
to an earlier one [Ranta94]. The third rule uses the comma in the same way.

2. The rules for iterated application are a refinement of the familiar rule for
representing curried applications with less parentheses:

((+(Mp1_,..pr g N1)...)N*) is rather written (Mp1_,..pr_q N1...Nk)

3. Due to the rule of repeated implications, subproofs will occur in a more natural
order.

4. The format of the rules involving implications uses a dash “-”, to emphasize the
argument structure in the deduction. Because our style is generally postfix, if
we write this symbol at the beginning of a subproof, we might have inaesthetic
sequences of dashes. To avoid this, we require the dash to be printed in front
of the conclusion of a subproof. The corresponding subproof itself, appearing
above, is indented slightly to the right.

References to assumptions

To alleviate the presentation further, we choose a shorter rule to refer to assumptions

introduced in the proof:
hr > We have h

Additionally, we make a special case for (iterated) applications where the operator
is a variable f (be it a local hypothesis or a theorem) and for applications where all
operands are variables:

Rules for iterated application to variables

. , M
Mpis,.. b f) >
(Mp15..5pk5q [+ f7) With f1,---, f* we deduce 7

(fproeopiog fh f5)r > Using f with f1,---, f* we deduce 7

(fV:cl:Pl. = Vzd:PIQ1D--DQFDR M. M fl' e fk)T > Applylng f with fla ) fk we get T

INRIA
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Rules for iterated application of a variable

(fear:pr. vak:pr. @ N1...N*), >  Specializing f we get T
_N]-
(fpr5oprog Nt - N¥), > -N*

From f we deduce 7
_]\]'1

(szlzPl.---V:L-J':PJ'.Qlj---jQ’ﬂjRMl"'Mj Nl"'Nk)T > ‘Nk
Applying f we get T

On our previous examples (modus ponens and S) we obtain more acceptable results:

Let A, B: Prop
Assume A (h) and A D B (ho)
Using hy with h we deduce B
We have proved AD(ADB)D B
We have proved VA, B: Prop. AD (ADB)DB

Let A, B, C: Prop
Assume AD BD C (h)and AD B (ho) and A (h;)
- We have h,
- Using hg with h; we deduce B
From h we deduce C
We have proved (ADBDC)D(ADB)DADC
We have proved VA, B,C: Prop.  ADBD>C)D(ADB)DADC

Let us try a new proof (resolution):

AU: Type. AP,Q:U — Prop. Aa:U. Ah: (Pa). Ahg: (Vz:U.(Pz) D (Qz)). (hoah)

Let U: Type
Let P,Q: U — Prop
Let a: U
Assume (Pa) (h) and Vz:U. (Pz) D (Qz) (ho)
Applying ho with h we get (Qa)
We have proved (Pa) D (Vz:U.(Pz) D (Qz)) D (Qa)
We have proved YU: Type. VP, Q:U— Prop.Na:U. (Pa) D (Vz:U. (Pz) D (Qz)) D (Qa)

RR n° 2459



14 Yann Coscoy, Gilles Kahn et Laurent Théry

To progress further, we consider theorems related with the method used to define
new symbols, including the usual logical connectives.
Introduction theorems

New symbols are defined, possibly inductively, with the help of introduction theo-
rems. Our concern being the proof structure, the only introduction that interests us
are those which create propositions. Such introduction theorems are of the form:

Cintro : Val: AL, Va™ A".®' D ... D & D> (Cul...ub)

where the subterms u’ are bound variables. For example, the disjunction is defined
by two introduction theorems:

Vintro;: VA, B: Prop. A D AV B
Vintro,: VA, B: Prop. BD AV B

and the transitive closure R* by the theorems:

R§:VU: Type VR: (RelationU).Nz:U. (R* U R z )
R} :VYU: Type VR: (Relation U) Nz,y,z:U.(Rxz y) D(R*U Ry z) D (R* U R z 2)

Consider now a proof involving such theorems:

AA, B,C: Prop. Ah: A. (Vintro. B(AV C) (Vintro AC h))

Let A, B, C: Prop

Assume A (h)
- Applying Vintro; with h we get AV C
Applying Vintro, we get BV (AV C)

We have proved A D BV (AV ()

We have proved VA, B,C: Prop. AD BV (AV C)

Phrasing the proof as using two theorems is quite pedantic, since these facts consti-
tute the definition of V. To make this distinction more apparent, we propose the
following presentation rules:

_N1
(Cintro M*---M™ N*...N%), >  -N'
So by definition of C we have 7

(Cintro M*--- M™), > By definition of C we have 7

N

; 1 n
(Cintro M*--- M"N)- By definition of C we have 7

v

INRIA



Eztracting Text from Proofs 15

Remarks:

1. Just as we did in the case of applications, we can use textual variants when
applying an introduction theorem to variables. Such rules are easy to define,
and we leave them to the imagination of the reader.

2. It is an advantage not to see the names of the introduction theorems in the
proof text, because we know of no good principle of naming for them.

3. We could simply say “By definition”, rather than “By definition of C” since
the symbol C is the leading operator of 7.

Let A, B,C: Prop

Assume A (h)
From h and the definition of V we have AV C
By definition of V we have BV (AV ()

We have proved A D BV (AV C)

We have proved VA, B,C: Prop. AD BV (AV C)

Elimination theorems

Elimination theorems express how one uses new symbols. Elimination theorems have
the following forms, depending on whether the symbol C is used to create a propo-
sition or not:

Celim :Vzl: Al... Vz™: A". &1 > ... D @' D (Culu") 5 B
Celim : Va': AL... V2™ A". &1 D ... D ® D Vz:(Cul...u¥). B

The elimination of disjunction is an example of elimination of the first kind:
Velim: VA, B, P: Prop.(ADP)>(BDP)D(AVB)DP
and the principle of induction over the naturals is an example for the second kind:
Neltm:YP:N — Prop.(P0) D (Vn:N.(Pn) D (P (Sucn))) D Vn:N. (Pn)
Note that both ¢z and k& may be 0, as in the following:
Lelim: VP: Prop. L D P

Consider now the following proof of the commutativity of disjunction:

AA, B: Prop. Ah: AV B.
(Velim A B (BV A) (X\i: A. Vintro, B A1) (\j: B. Vintro; B A j) h)

RR n° 2459
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Let A, B

: Prop

Assume AV B (h)
Assume A (%)
From 7 and the definition of V, we have BV A
-We have proved A D BV A
Assume B (j)
From j and the definition of V, we have BV A
-We have proved BD BV A
-We have h
Applying Velim we get BV A
We have proved AV B D BV A
We have proved VA, B: Prop. AN B> BV A

If we observe the text produced by our transduction for the elimination, we notice
that the layout of the arguments in repeated applications has the unhappy conse-
quence that the argument to eliminate appears last. But this argument is the one

that drives the reasoning. It is much more appropriate to give it first, and then

to announce the possible cases. So we propose the following rules for elimination
theorems of the first kind:

Rules for elimination theorems

(Celim M?

1=0

(Celim M*

1=1
(Celim M1

---M”Nl---NiP)., >

M”P)T >

...M" N P), b

P

Therefore by definition of C, to prove 7 we have i cases
Caseq:
Nl

Case;:
N'L'
So we have T

P, by definition of C there is a contradiction

So we can assert T

P
Therefore by definition of C to prove 7
N

So we have T

With these rules, we obtain results that are longer, but more perspicuous:

INRIA




Eztracting Text from Proofs 17

Let A, B : Prop
Assume AV B (h)
We have h
Therefore by definition of V to prove B V A, we have two cases:
Cases:
Assume A (7)
From 7 and the definition of V, we have B V A
We have proved A D BV A
Cases:
Assume B (j)
From j and the definition of V, we have BV A
We have proved B D BV A
So we have BV A
We have proved AV B D BV A
We have proved VA, B: Prop. AN B> BV A

Slightly different rules are necessary for elimination theorems of the second kind.

By definition of C, to prove 7 we have 7 cases:

Cases:
Nl
(Celim M'--- M™ N'...N%), »
Case;:
N’i
0 So we have T
1 =
(Celim M*--- M™), >  Cis empty, so T
1=1 By definition of C to prove 7,
(Celim M'--- M™ N), > N

So we have 7

To illustrate these rules, we look at a little inductive proof in Peano arithmetic.
Assume < is defined inductively by the following introduction theorems :

<introp: Vn:N.n <n
<introy,: Vn,m:N.n <m D n < (Sucm)

Here is a proof that Ym:N. (0 < m):
(Nelim (Az.0 < z) (<wntrop 0) Am:N. Ah: (0 < m). (< intro,Omh))

and the way it is layed out now, without any rule that is specific of Neltm:

RR n°’ 2459



18 Yann Coscoy, Gilles Kahn et Laurent Théry

By definition of N to prove Vn:N.0 < n, we have two cases:
Casey:
By definition of < we have 0 <0
Cases:
Let m: N
Assume 0 < m (h)
From kb and the definition of <, we have 0 < (Sucm)
We have proved 0 < m D 0 < (Sucm)
We have proved Vm:N.0 < m D 0 < (Sucm)
So we have Vn: N.0 < n

Omitting the conclusion of a proof

The two proofs above show that the application of elimination theorems accounts
elegantly for two forms of reasoning:

- the commutativity of V is proved by cases,

- the theorem on < uses a proof by induction.

If the proof is by cases, the constructor that is eliminated doesn’t occur in the
contexts of the subordinate cases; otherwise the proof is by induction. But in both
situations, the subordinate proofs introduce a context that they will finally discharge.
Being told explicitly about the discharge of this local context seems inessential. In
both examples above, it seems we could omit statements such as “We have proved
A D BV A” or “We have proved Ym:N.0 < m D 0 < (Sucm)” without jeopardi-
zing the clarity of the text. We have to be careful, however, not to lose the line of
reasoning. When arguing by induction, we feel it useful to recall the goal of each
subordinate case.

To specify this, let us first define a special (transducer) context called % where
the transduction forgets the conclusion of a series of A-abstractions:

Let 1': A?

L.et 1k AF
(A Ay AR AY, M) > M

Assume A (h') and ...and Ak (hk)
(AR A},mp. -oo ARE: A’},mp M* > M

Choose arbitrarily z* in A, ..., 2% in A*
(Azt: AL ... Ak AL M) > M=
M > M

INRIA
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The last rule corresponds to the default behavior. If no * rule is applicable, then one
reverts to the other rules. Note that the % rules are recursive. With the x context, it
is then possible to give a reformulation of the elimination rule in the propositional

case:
P
Therefore by definition of C', to prove 7 we have 7 cases:
Case;: we will prove 71
Induction Reasoning: NYT

(Celim M*-- M" N%--- N P),p :
Case;: we will prove 7;
Ni™
So we have 7

P
Therefore by definition of C', to prove 7 we have 7 cases:
Caseq:
Case Reasoning: NY®
(Celim MY -- M™ N%.. N*P), b :
Case;:
Ni*

So we have T

Similar rules can be given in the non propositional case. As a bonus, we can use the
% context at the top level of the proof object and announce the statement of the

theorem to prove. Revisiting our examples, we get improved explanations:

Theorem: VA, B: Prop. AV B D> BV A
Let A, B: Prop
Assume AV B (h)
We have h
Therefore by definition of V to prove B V A, we have two cases:
Cases:

Assume A (7)

From ¢ and the definition of V, we have BV A
Cases:

Assume B (j)

From j and the definition of V, we have BV A
So we have BV A
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Theorem: Vn:N.0 < n
By definition of N to prove Vn:N.0 < n, we have two cases:
Caseq: we will prove 0 < 0
By definition of < we have 0 <0
Casey: we will prove Vm:N.0 <m D 0 < (Sucm)
Let m: N
Assume 0 < m (h)
From h and the definition of <, we have 0 < (Sucm)
So we have Vn: N.0 < n

Remarks:

1. Cases may be imbedded within cases. It is preferable to number cases absolu-
tely, within a given proof, using a Dewey notation like “Case 1.2.1:”.

2. Some axioms or theorems are of such frequent and quasi-implicit use that they
do deserve specific linguistic wording. This is the case for theorems concerning
usual logical constants, or the theorems used when reasoning classically, such
as the axiom of the Excluded Middle. In fact, it is useful, for any given theory,
to be able to associate specific wording and layout to any axiom or theorem.
So, as an example we show in Fig. 2 and Fig. 3 rules we propose for the
logical connectives. Notice that some rules demand their arguments to be A-
abstractions. However, the applicability of these rules is not reduced if we
accept the n rule: M = Az. Mz (z does not appear free in M).

4 Further optimizations

Looking at the text obtained for the commutativity of V, we see that one aspect is
less than idiomatic: we often give a name to an assumption, like h, 7 or j, although
this assumption is used only once, and immediately. It is easy to check, on the body
of a A-term, that an assumption occurs only once. In that case, we can omit the name
of the assumption and replace it, at its unique occurrence, by “the assumption”. It
is bit more tricky to check that its use occurs immediately after the assumption,
because we have to track that fact through all of our rules. Assume we have been
able to establish that an occurrence of h is unique and appears immediately after
the introduction of h. Then we may drop the reference to h entirely. Using also the
rules of Fig.2, the proof of commutativity of V looks now like this:
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Theorem: VA, B: Prop. AV B> BV A
Let A, B : Prop
Assume AV B
So we have two cases:
Cases:
Suppose A
Obviously BV A
Cases:
Suppose B
Obviously BV A
We have B V A in both cases

The text for (Ah: A. h), (the I combinator) becomes now too terse, so we write
“Trivially 7”. And for (Ah: A. M), where h doesn’t occur in M (the K combinator)

we prefer:
M

A fortiori T

A A-term where x occurs only once and has the form;
Az (Cul...uF). (Ceim M- - M" N'...Nig)

also deserves special treatment. Other possibilities, based on an analysis of depen-
dence are approached in [Coscoy94]. Figure 4 shows the kind of results one obtains.

5 Conclusion

The rules discussed in this paper have been implemented ([Massol93, Coscoy94]) as
a back end for the Coq system [Coq91]. The implementation is part of the freely
available user-interface package [CtCoq94]. User reaction confirms the usefulness of
proof texts and shows that our approach remains practical for moderate size proofs.
Clearly though, much work remains to obtain proof texts that are both compact
and perspicuous. Most attractive is the fact that the system takes automatically
into account the user’s own inductive definitions. The use of normal definitions is
not even recorded in the Coq (V5.8) proof object, so some proofs look mysteriously
quick. As a consequence, one may develop a style of axiomatisation where inductive
definitions are prevalent.

The implementation works in two parts. First, a program implemented within
the Coq proof engine traverses the proof, recognizes patterns and equality of some
subterms, checks occurrences of bound variables, decides what type annotations
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will appear in the proof text and computes Dewey numbers for all cases. Then, an
annotated proof term is produced as input for a rule-driven pretty-printer. This
tool applies the rules given in this paper, taking into account font selection and the
limited width of the page. For large proofs, the computation of the first part will
have to be optimized.

The exact wording proposed by our transduction rules may not be to everyone’s
taste. For example, instead of “Assume A”, one may prefer “Assume A holds”. This
is very easy to change, and doesn’t alter the basic argument of this paper: with
a careful analysis of types, and an understanding of the role of specific theorems,
it is possible to extract a good text from a typed A-term. We have presented the
basic elements of this analysis, but it is likely that it can be refined much further.
We have left object-language formulae alone, but the work of [Ranta94] shows that
much can be done in this area. Indeed a first area where this would be pleasant is
for expressions of type T'ype, that may be rendered as substantives ([deBruijn87]).
For other expressions, in the context of proof assistants, it seems more important to
be able to introduce specialized mathematical notation for a given theory. We plan
to implement a mechanism that loads pretty-printing rules for a given theory when
the proof engine adds this theory to the current context. Beautifully, type theory
allows one to load specific rules for the basic theorems of that theory with exactly
the same mechanism.

Should the proof still be to verbose, it is possible to ask interactively for eliding
subterms. We plan to keep a connection with the proof script, which might help in
automating elision. But we will not try to discover ways to make the proof more
abstract. In our view, it is the responsability of the user to introduce the right
mathematical abstractions in the proof development, and if the user is unhappy
with the proof text in that respect, then the proof itself should be improved.

Finally, users often ask whether such texts could also be used as input. We have
not considered the issue, although we try to use distinctive phrases. The idea seems
natural but non trivial. However, we have positive experience ([Théry94, Alf93])
with using partial proof text rather than sequents to represent the current state
of the proof assistant. Such an approach introduces an entirely different concern in
the production of text: from one step to the next, unless backtracking is specifically
required, the text should grow monotonically for the user to feel comfortable. This
precludes certain global optimizations, which may then be applied only when the
proof (or a subordinate proof) is complete.

As a final remark, note that A-terms are also used in denotational semantics
([Gordon79]). The ideas in this paper could serve in producing a pseudo natural lan-
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guage paraphrase of definitions that are hard to decipher, in view of the systematic
use of continuations.
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A elim - ANAB ANANB Aintro : A B
elim : 1 3 intro : ARG
(4] [B]
V elim - AV B C C i, ] V intro - A B
elim : c 1, ] intro : VB IV E
[4%]
. ADB A . B
D elim : —5 D intro : 158 [k]
[41]
—-A A
= elim : —T —intro : % [
. Vz.A(z) . ' Alc)
Y elim : Ale) Y intro : Vo A(z)
[A(e)™]
. dz.A(z) C . . Ale)
Jelim : G [m] Jintro : TA(L)
1 elim : L
elim : 1

where c¢ is an arbitrary constant

and e a term

Figure 1: Natural deduction rules for intuitionistic first order logic
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Aintro:VA,B: Prop. AD B D AAB p

(Nintro ABP Q) > - Q
Altogether we have 7

Vintro;: YA, B: Prop. A D AV B

(Vintro, AB P), » L
Obviously 7

Vintro,: VA, B: Prop.B D AV B

(Vintro, AB P), S
' Obviously 7

Jintro: VA: Set.VP: A — Prop.Vy: A. (Py) D Jz: A. (P z)
(Fintro APcQ), > Q

The element ¢ proves 7
—intro: VA: Prop.(AD 1) D —-A
Suppose A (7)
(—iniro A (Xi: A.P)), P

Aelim:V A, B,C: Prop.(AD> B> C) D> (AAB)D C
Q

(Aelim AB C (Xi: A.Xj: B.P) Q) >  We know A () and B ()

P

Velim:VA, B,C: Prop.(ADC)D> (BD>C)D>(AVB)D> C
R

So we have two cases
Casey:

Suppose A (i)
(Velim ABC (A\i: A.P)(\j:B.Q)R), > 7T

Cases:

Suppose B (j)
Q

We have 7 in both cases

So we have = A (negating 7)

Figure 2: Text for familiar logical connectives
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delim:VA: Set.YP: A — Prop.NC: Prop. (Vy: A.(Py) D> C) D (Az: (Pz)) D C

(Felim AP(Ay:A. X : T.Q)R),

=elim:VA: Prop. A D —-AD L
(—elim APQ)-

Lelim:VP: Prop. L D P
(Lelim PQ)~,

Classical Reasoning:

ExMiddle:V A: Prop. AV -A

(Velim A=A C (Ni:A.P)(\j=A.Q) (BxMid A),

Contrad:VA: Prop. (mAD 1) D A

(Contrad A (Xi: A.P)),

R
So there exists a y in A such that T ()

Q
We have 7 (independently of y)

P
-Q

We have a contradiction

Q

So we can assert T

If we have A (i)
P
Otherwise A ()

Q
So (classically) 7

Suppose —A ()
P
So (classically) we have A (negating 7)

ClassicQuantif :VA: Set. VP: A — Prop.~(Vz: A. (Px)) D (3z: A. ~(Pz))

(ClassicQuantif M),

M

Therefore (classically) we have 7

Figure 3: Text for familiar logical connectives and classical reasoning
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Ezamplel :

Theorem: preclarum

Statement

Vz,y,z,t:Prop.(z D2)A(yDt) Dz AyDzAt
Proof

Let z, y, z, t be propositions

Assume that we know 2 D z (4) and y D £ ())
Assume that we know z (k) and y (1)

- Using ¢ with k we deduce z

- Using j with [ we deduce ¢

Altogether we have z A t

Ezample2:

Theorem: Symmetric and transitive relation is nearly reflezive.
Statement
VA:Set.VR:A — A — Prop.(Vz,y: A.(Rzy) D (Ryz)) D
(Vz,y,2: A, (Rzy) D (Ryz) D (Rzz)) DVa: A (Jyo: A.(Rzyo)) D (Rzz)
Proof
Let A be a set
Let R:A — A — Prop
Assume Vz,y: A.(Rzy) D (Ry ) (symmetry)
and Va,y,z: A.(Rzy) D (Ry z) D (Rw z) (transitivity)
Consider an arbitrary z in A
Assume there exists an element yg in A such that Rz yg
Using symmetry we deduce Ryg z
Using transitivity we deduce Rz x

Ezample3:

Theorem: Drinker’s Principle
Statement
VA:Set.VP: A — Prop.Vy:AJz: A.(Pz) DVz: A.(Pz).
Proof
Let A be a set
Let P: A — Prop
Consider an arbitrary y in A
If we have Vz: A. (P z)
A fortiori (Py) D Vz: A.(P 2)
The element y proves dz: A. (Pz) D Vz: A.(Pz)
Otherwise ~(Vz: A. (P z))
Therefore (classically) we have 3z: A. =(P z2)
So there exists a £ in A such that (P t) (z)
Assume (Pt)
From i, we have a contradiction
So we can assert Vz: A. (P z)
We have proved (Pt) D Vz: A. (P z)
The element ¢ proves Jz: A. (P x2) D Vz: A. (P z)
We have Jz: A. (P ) D Vz: A. (P z) (independently of ¢)
So (classically) Jz: A. (P z) D Vz: A.(P z)

Figure 4: Three examples
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