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A MULTICLASS NETWORK WITH NON-LINEAR, NON-CONVEX, NON-MONOTONIC

STABILITY CONDITIONS.

Vincent Dumas?

January 1995

Abstract.

We consider a stochastic queueing network with fixed routes and class priorities. The vector
of class sizes forms a homogeneous Markov process with countable state space Zi. Its conditions of
ergodicity, which are identified with the conditions of stability of the network, depend on the vector p
whose components are the traffic intensities of the different classes. In order to determine the exact
stability conditions, we resort to the tools of Malyshev and Menshikov’s theory of random walks in Zi’
with space homogeneity and bounded jumps (see [9]). We exhibit diverging paths of the associated
dynamical system, whose conditions of existence yield the conditions of transience of our network. Then,
for our proofs of ergodicity and transience, we find simple, Lyapunov functions that satisfy the criteria
given in [9].

The stability conditions thus determined have especially unusual characteristics : they have a
quadratic part, the stability domain is not convex, and we may find vectors p < p’ such that the network
corresponding to p’ is ergodic, and that corresponding to p is transient (see Theorem 1.1 and section 8).

2INRIA, domaine de Voluceau, B.P. 105, 78153 Le Chesnay Cedex, France. Vincent.Dumas®inria.fr
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ETUDE D’UN RESEAU MULTICLASSE AUX CONDITIONS DE STABILITE NON
LINEAIRES, NON CONVEXES ET NON MONOTONES.

Vincent Dumas!

Janvier 1995

Résumé.

On considére un réseau de files d’attente stochastique a routes fixes avec priorités entre les dif-
férentes classes de clients. Le vecteur donnant le nombre de clients de chaque classe forme un processus de
Markov homogene a valeurs dans Zi. Ses conditions d’ergodicité, assimilées aux conditions de stabilité
du réseau, dépendent du vecteur p des intensités de trafic des différentes classes. Pour déterminer les con-
ditions exactes de stabilité, on a recours 4 la théorie développée par Malyshev et Menshikov (cf. [9]) pour
les marches aléatoires a sauts bornés et homogénéité spatiale dans Zf . Les trajectoires divergentes du
systéeme dynamique associé, une fois identifiées, permettront de repérer les zones d’instabilité du réseau.
Les preuves exactes d’ergodicité et de transience seront obtenues par la construction de fonctions de
Lyapunov simples vérifiant les critéres énoncés par Malyshev et Menshikov dans [9].

Le domaine de stabilité ainsi identifié présente des caractéristiques inhabituelles : la frontiére a
une portion quadratique, le domaine n’est pas convexe, et on peut trouver des vecteurs p < p' tels que le
réseau correspondant a p’ est stable et celui correspondant & p est instable (cf. Theorem 1.1 et section 8).

1INRIA, domaine de Voluceau, B.P. 105, 78153 Le Chesnay Cedex, France. Vincent.Dumas®@®inria.fr
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Figure 1 : Network under study.

1 Introduction : a multiclass network with priorities.

This paper is devoted to the stability analysis of a stochastic, multiclass network with fixed customer
routes and preemptive resume priorities among classes.

Our network is composed of K = 3 single-server stations (or queues) and I = 2 customer Iypes.
Each type corresponds to a deterministic route visiting three stations. Type i customers at the s** stage
of their route will be called class (i,s) customers; their station will be denoted k;,, and then type i
customers enter the network at station k;; and leave it after station k;3. We have:

(kllykl2v k13) ='(112)3)) (k21) k221 k23) = (3:21 l)‘

It is assumed that type i customers enter the network according to a Poisson process of rate v;,
and that class (¢, s) customers require independent, exponentially distributed services of parameter y;,.
Different arrival processes and service sequences are independent.

At last, the service discipline is based on class priorities: at each queue k, there are two classes,
which form the set A, = {(7,s)/kis = k}, and one class has preemptive resume priority over the other
one, whereas inside each class customers are served in their order of arrival. The priorities are :

(2,3)>(1,1), (2,2)>1(1,2), ~(1,3)>(2,1),

where the notation : (i,s) > (j,r) means that ki, = k;j, and class (i, s) has priority over class (j,r).
This network is pictured in Figure 1. :
Let € = {(7,5),1 €1 <2,1< s < 3} be the set of all the classes. We will denote by Q;(3, s} (resp.
Q:(k)) the number of customers in class {(i,s), i = 1,2, s = 1,2,3 (resp. the number of customers in
queue k, k = 1,2,3), at time t > 0. Consider the process (Q:):>0 defined by:

Q= (Qt(i: S))(i,s)ec-
It is easy to check that this is a homogeneous Markov process with countable state space Zlfl, where
IC] = 6 is the cardinality of C. As usual we identify the stability (resp. the instability) of the network
with the ergodicity (resp. the transience) of Q.

We will denote by:
A Vg
Pis = _—"—:

Pk = Z Pis»

(§,3)€EAx

the traffic intensity for class (i, s), and:



the traffic intensity for queue k. The vector p of traffic intensities is: p = (pis )i s)ec-

It is well-known that necessary conditions of stability of such networks are that the traffic intensities
for all queues be smaller than one ; these are the usual conditions. Since Rybko and Stolyar [8], and
then Botvitch and Zamyatin [1], made the complete stability analysis of a special multiclass network with
priorities, we know that these conditions are in feneral not sufficient. In fact, in multiclass networks with
priorities, @ is in general not irreducible in z' + » and we will easily prove that this induces an additional,
necessary condition of stability. This additional condition was sufficient to stabilize the network presented
by Rybko and Stolyar (see [1]), but this is not true for our network.

In order to get the exact stability conditions of such a multiclass network, there are two possible
(and analogous) approaches : the assocnat,ed fluid limit model introduced by Dai (see [3]) or the dynamical
system associated to random walks in Z and defined by Malyshev (see [9]). Generalizing the ergodicity
criterion introduced by Rybko and Stolyar in [8], Dai proved that the network is stable if the fluid model
empties in finite time. We just got acquainted with a remarkable paper of Meyn [7] where the author
defines a notion of instability of the fluid model which implies the transience of the original network.
However, the fluid approach is still unable to distinguish between true fluid limits and false solutions
of the fluid equations, which creates artificial difficulties especially to check the instability of the fluid
model. Hence we prefered applying the corresponding cntena of ergodicity and transience proved by
Malyshev and Menshikov in [9] for random walks in Z+, which provide a finer understanding of the
transient behaviour of @Q; via the notion of induced chains.

This approach will allow us to prove the following theorem, which describes the domain of stability
of our network.

Theorem 1.1
Constder the functions:

Filp) =(pr1 +paz— 1) V(prz+p22—1)V(pis+p21 — 1) V(p1a +.p22 - 1)
Fy(p) = (p13a + p23 — 1)(1 — p12 — p22) — (P12 + p23 — 1)(1 — p13 — p21)
F3(p) = (P13 + p2a — 1) A{(p1a — p12) V F2(p)]

and set: F(p) = Fi(p) V Fa(p). Then if F(p) <0, the network is stable, and if F(p) > 0, the network is
unstable.

Function F) expresses the usual conditions and the additional one due to the non-irreducibility of
Q:. A three-dimensional projection of the stability domain, which will be studied in section 8, will clearly
show that:

¢ the quadratic condition introduced through function F, is meaningful;
¢ the stability domain D = {p/F(p) < 0} is not convex;
o there is no monotonicity with respect to the partial ordering

p<p ©V(,s)€C: pis < ply.

More precisely, one can find two vectors p < p’, with p corresponding to an unstable network and
p' corresponding to a stable network.

These characteristics are especially unusual. The complexity of the stability conditions seems to leave
little hope to find a direct approach to the stability conditions of this kind of multiclass networks.

The paper is organized as follows. In section 2, we introduce some essential processes: the potential
loads associated to the classes, which at first allow us to give a simple proof that Fy(p) < 0 if the network
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is stable and the network is unstable if F(p) > 0. In section 3, we expose in our special setting the
notions of induced chains and stationary drifts and the criteria of ergodicity and transience presented in
{9]. In section 4, we show how to compute the stationary drifts via the fluid equations. In section 5, we
exhibit diverging paths of the associated dynamical system, whose conditions of existence are: Fi(p) <0
and F3(p) > 0, and thus yield the conditions of transience of our network. In section 6 (resp. in section 7),
we use the criteria of [9] to prove Propositions 6.1 and 6.3 (resp. Propositions 7.2, 7.3 and 7.4) which
give the conditions of transience (resp. the conditions of ergodicity) of the network, completing the proof
of Theorem 1.1. The proofs of all these propositions are very similar, but they involve different, technical
arguments, and then all of them have been completely written. In section 8 we present (and picture) a
three-dimensional projection of the stability domain. The paper is closed by a short conclusion.

We will repeatedly use the following notations : z A y for min(z,y), z V y for max(z,y), z* for
z V0 ; when two stochastic processes f = (fi)i>0 and g = (g:):>0 satisfy :

u—»0 almost surely when t— + oo,

we will denote it by: f ~ g.

2 Structural, necessary conditions of stability.

In this section, we are going to prove that Fy(p)} < 0 (resp. Fi(p) > 0) is a necessary condition of stability
(resp. a sufficient condition of instability): this is an easy result that does not require a deep insight into
the behaviour of our model.

Some auxiliary processes will be especially useful to us all: to each class (i, s) is associated a process
W (i,s) = (W(t, 8))i>0, which is the cumulated service time that will be required at stage s by all type
i customers present at time ¢ in the network, and which we will call the potential load of class (i, 5); this
is a random function of @, but by the law of large numbers we get that :

Il .
W(i,s) ~ Zr:l Q(I,T) .
His
We will also consider W (k) (the potential load of queue k), which is defined by:
Wg(k) = Z Wf(i, S).
(3,8)€EAR
There is a natural decomposition of W (i, s) as:
Wg(i, S) = O,(i,s) et Bg(i,s),

where §2,(7, s) is the cumulated load brought for class (i, s) up to time ¢ (each type i customer entering
the network brings his future service time at stage s), and Bq(¢, s) is the load processed (or equivalently

the time spent) by server k;, for class (¢,s) up to time ¢t (£2,(k) and B;(k) are derived in the obvious
way). We have:

2,(i, s)
t

t
Bi(i,s) = /0 1{Q.(i,0)>0, Qu(5,r)=0if (j,7) > (i, 5)} dU-

—p;s almost surely when t— + oo,

At first, the processes W (i, s) allow us to prove the following, well-known result very easily:



Lemma 2.1

If (Qt)e>0 is ergodic, then
vke{l,.., K}, pr<l.

If
ke{l,. K} pe>1,

then (Q:):>0 is transient.

Proof :
If (Q:)e>0 is ergodic, then %—»0 when t— + oo in_probability, and in consequence:
W.(k
Vke{1,..,K}: —‘T(-l—»o when t — +o00 in probability, or equivalently:
By(k)

— TPk when t — +00 in probability.

But on the other hand:

t
B (k I d
tt( ) — fo {Qu;k)>°} u-—»W[Q(k) >0)<1,

where 7 is the limit distribution (which must satisfy : #[Q = 0] > 0). Conversely, if for some k we have:
pi > 1, since By(k) < t, ¥t, then almost surely:

W(k)
t

lim inf

S o —
m inf >pe—1>0,

which implies the transience. n]

The above result is obviously valid for a much more general family of queueing networks. The
conditions: '
VeEe {1,...,K}, pe<]i,

are the usual conditions of stability. For our network they write :

pu1+p23 <1
pr2+p22 <1
P13+ p21 <1

However, there is a simple reason why these conditions are not sufficient stability conditions for our
network, and this reason is that the state process Q; is not irreducible in Zlfl. Let us explain this point.

At first, notice that state 0 (which corresponds to an empty network) may obviously be reached
from any other state, and then the essential states are those that can be accessed from state 0. In order

to describe the set of essential states, let us introduce the notion of face in ]lel, which will be crucial for
further analysis.

Let A be a subset of C; the face Fj is the subset of ]lel defined by:
(z € FA) = (zis > 0if (3,8) € A, zis =01if (Z,8) € A).

This notion is related to the theory of random walks in Zlfl which was developped by Malyshev and
Menshikov [9], and to which we will refer later. Notice that the union of all the faces is a partition of

lR'fl. When there is no ambiguity, A will also be called a face and Fj will simply be denoted by A.
We are going to prove the following lemma :
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Lemma 2.2

The set of essential states (and then also the set of unessential states) is a union of faces (intersected with
Zlfl), and if F is an essential face, then so 1s any face Far with A' C A. More precisely, the unessential
faces are the faces Fp with {(1,3),(2,2)} C A (which is equivalent to say that the essential states are the

states Q € Zlfl satisfying : Q(1,3) = 0 or Q(2,2) = 0). In consequence, there is an additional, necessary
condition of ergodicity, which is :

P13+ p22 < 1,

and the network is transient if py3+ paa > 1. At last, the usual conditions ensure that the set of essential
states will be reached from any state in integrable time.

Proof :

A state of the network is a set of customers positioned in different classes in the network. A state is
essential iff it can be reached from state 0, or equivalently iff these customers may be brought step by step
(from an empty network) to their final positions and in some order that is compatible with the priorities
(which means that a customer may not be moved forward as long as there is a customer with higher
priority in his queue). It is then obvious that if a given state is essential, then any other state deduced
from the first one by suppressing one or several customers will also be essential. In consequence, if some
face Fj possesses an essential state, then the state e, where there is exactly one customer by class in
A is also essential, and so is any state ey with A’ C A. Inversely, if e is essential, it is easy to check
that all the states in F5 are essential : you just have to keep the customers with the same final positions
grouped and to move the different classes in the same order as for ex.

Thus we proved that the essential states form a union of faces and that Fj: is essential if Fj is
essential and A’ C A. Moreover, a face A is essential iff the state e5 can be reached from state 0. Now
it is easy to check that e(() 3)(2,2)} (that is the state with one customer in (1,3) and one customer in
(2,2)) cannot be reached from state 0, because whichever customer is positioned first, his priority will
block the other one one stage before his final position. Then all the faces Fa with {(1,3),(2,2)} C A are
unessential. We let the reader check empirically that any state ex with {(1,3),(2,2)} ¢ A can be reached

from state 0 (customers (1,1) or (2,1) may be forgotten because they can always be positioned after all
the others).

We define:
A
po = p13 + p22,

the traffic intensity of face {(1,3),(2,2)}. For all t > 0, if we start the network from an essential state,
we have:

t .
0)2 B(1,3)+ Bu2.2) < [ To.purdu

where Q,(0) & Qu(1,3) + @u(2,2). The necessary condition of ergodicity: po < 1, and the sufficient
condition of transience : pg > 1, are then obtained as in Lemma 2.1.

At last, it is easy to check that the condition py < 1 for some k = 1,2, 3, ensures that from any
initial state queue k will empty in integrable time. It is then obvious that p; < 1 or p3 < 1 are sufficient
conditions to reach the set of essential states in integrable time. a

Remark 2.3
In fact, one can prove that in any multiclass network with fized customer roules and class priorities where
there is no class (i,s) such that (i,s + 1) > (i, s), the set of essential states will be a union of faces, and



any subface of an essential face will be essential. Moreover, to any unessential face A is associated an
addstional, necessary condition of ergodicity, which is :

s
. o2 Y pi<|Al-1,
(s,8)EA

and the network is transient if po > |A| — 1. One can check that the unstable networks analyzed by Lu
and Kumar [5], Rybko and Stolyar [8], Botvitch and Zamyatin [1] or Dai and Weiss [{] fall into this
instability pattern.

Notice that Fy(p) = olgggs(m —1). Hence we proved that if the network is stable, then Fy(p) < 0,

and if Fi(p) > 0, then the network is unstable. However, the condition Fi(p) < 0 is still not suflicient to
stabilize our network. In order to prove Theorem 1.1, we will have to exploit more deeply the structure
of our markovian state process. The background will be that of Malyshev and Menshikov’s work about
random walks in le (see [9]). It is presented in the following section. :

3 Induced chains and stationary drifts.

Let A= (a,,,)z yeZ\ denote the matrix of transition intensities of (Q¢)¢>0. It is easy to check that the
» + -
following conditions are satisfied:

Boundedness of jumps: there exists a constant d such that azy = 0 if ||z — y|| > d.

Space homogeneity: there exists a function a(A,u), ACC, u € Z'°! | such that: azy = a(A,y — z), if
z € F.

The mean jump from z will be denoted by M(z) and is defined by:

M(z)= E a-y(y — z).

el
veZ

The space homogenenity implies that M(z) depends only on the face that z belongs to. The mean jﬁmp
from face A will then be denoted by M(A); it is equal to:

M(A) = Z a(A, u)u.

uezlcl

The key to study this kind of random walks is the notion of induced chain. It is very intuitive
in our particular setting. Consider a face A C C, A # 8, and assume that the components of @ that
belong to A are initially infinite. Then, these components will of course remain infinite, and the space
homogeneity implies that the other components will behave as a separate random walk (Q%):>o which is
the Markov process induced by A. '

Let us consider the example of face A = {(2,1),(2,3)}. In Figure 2, the saturated classes (2,1) and
(2, 3) are simply marked with a bullet. The induced process QA = (QA(s, 8))(i,)g{(2:1),(2,3)} Tepresents a
(sub-)network with the following characteristics:

e customers (1,1) arrive at rate vy (from outside the network) and are served at rate 0 (they are
blocked in queue 1);

0
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Figure 2 : Face {(2,1),(2,3)}.

e customers (1,2) arrive at rate 0 (class (1,2) is not fed), are served at rate p121{q(2,2)=0}, aind then
become class (1, 3) customers ;

o customers (1,3) arrive at rate p121(q(1,2)>0,Q(2,2)=0}, are served at rate u;3, and then leave the
network ; '

e customers (2,2) arrive at rate p23I{g(1,3)=0} (from outside the network), are served at rate pgs,
and then leave the network.

For any face A, the induced process Q* satisfies the space homogeneity and the boundedness of -
jumps. We will denote MA(A’) the mean jump of Q* from face A’ C C\A; notice that it is the (normal)
projection of M(A U A’) on RIC\M,

We say that face A is ergodic or transient if the corresponding induced process is. By convention,
we say that A = C is ergodic. Now assume that face A is ergodic, and denote by #* its stationary
distribution, and 7*(A’) the stationary probability to be in a face A’ C C\A. The stationary drift
v(A) € lleI on face A is defined by:

vA)= D TMAYM(AUA).
A'CC\A

Notice that for (i,s) € A, we have v;,(A) = 0, because M;;(AU A’) = MA(A’), and then v;,(A) is the
stationary mean jump on component (4, s) of the induced process, that is 0. By a natural convention, for
A =C weset v(A) = M(A).

The idea is that when the components in A are initially very high with respect to the other
components, then until one of the components in A comes back to 0 (which takes a long time since
the jumps are bounded), the other components will behave as (Qf‘)gzo, and then will converge to the
stationary distribution 7*; in consequence, the “long term” (that is until a class in A empties) drift of
the components in A will be given by v(A).

Notice that for A C C and A’ C C\A, we might define v*(A’) the stationary drift of Q* on face A’.
Since obviously: (QM)A' = QAYA', then vA(A’) is the (normal) projection of v(AUA’) on RICVA! In view
of this remark, here is a simple criteria of transience of a face in terms of an outgoing face.

Lemma 3.1

Let two faces A C A’ be given. If A' is ergodic and vi,(A') > 0 for all (i,s) € A’\A, then A is transient,
and A’ is called an outgoing face of A.



Proof :
The complete proof was given by Malyshev in [6]. In view of our above remark, we have

(vis (A))i,s)ecra = vH(A\A).

Then in fact we just have to prove that Q) is transient when there is an ergodic face A such that v;,(A) > 0
for all (i,s) € A. This is the consequence of a simple ergodic theorem ; for initially high values of the
components (i,s) € A with respect to the components (i,s) € A, we have with positive probability:

%—-ﬂ}(A) when t— + o0.

Remark 3.2

The name “oulgoing face” must be understood in terms of the dynamical system induced by the stationary
drifts (see Malyshev [6]); we will later say some words about this notion when we will present the instability
cycles of our network. During the analysis of this network, we will have to cope with situations where
the conditions of Lemma 3.1 will not strictly be met. We will have an ergodic face A’ O A such that
vis(A’) > 0 for all (3,58) € A'\A but some (io, so) € A'\A such that v;,,,(A’) = 0. However, in the special
cases that we will meet, it will be obvious that for initially high values of the components (i,s) € A'\A
with respect to the components (i,s) € A’, the component (io, so) of @ will not return to 0 in integrable
time (it will behave as a null recurrent Markov process). In that case, A is not ergodic, and we will still
say that A’ is an outgoing face of A.

Now let us present the two fundamental criteria obtained by Malyshev and Menshikov (‘Theorem
2.1 of [9]). The notation df denotes the derivative of a differentiable function f.

Theorem 3.3

o If there exists a Lipschitz (and then almost everywhere differentiable) function
fRESR,
such that for some ¢ > 0:
VA C C,A ergodic,Yq € Fao: df(q,v(A)) < —¢,
then the Markov process (Q1)i>0 ts ergodic.

o If there exists a Lip‘schitz (and then almost everywhere diﬂ'erentiable) function
f: R'fl—»lR
such that for some € > 0:
VA C C, A ergodic,Yq € Fy : df(q', v(A)) > ¢,

then the Markov process (Q:)i>0 is transient.

e
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Remark 3.4
These criteria were actually proven for discrete time Markov chains. However, there is a classic way

of coping with this problem; it consisls in introducing the discrete time random walk (Qn)neN whose
transition matriz 1s '

A=T+4+¢A,

where I denotes the identity matriz and ¢ salisfies:

0<e<min .
E4 yazy

For ACC, +f Qr admats AM as transition matriz, then AN = I + ¢AM will be the transition matriz of

QP; in consequence, QN is ergodic if and only if QM is ergodic, and then their stationary distributions
#A and 7t are equal; moreover one easily checks that:

9(A) = ev(A).
All these relations justify the passage from discrete time to conlinuous time.

In the following section, we will explain how to calculate the stationary drifts as solutions of some
limit equations. :

4 Stationary flows and limit equations.

At first we must introduce a few new notations.

For a given type of customers i = 1,2, we will denote by N;(¢) the number of type i arrivals into
the network up to timet. By convention, we set: Ng(i) = 0, which means that N;(¢) does not include the
customers already present in the network at time 0; then it is simply the counting function of a Poisson
process of parameter v;. :

For a given class (i,s) € C, D;(i, s) is the number of departures from class (i, s) up to time t (with
the convention: Dy(i,s) = 0). ‘

By laws of large numbers, we get that almost surely for any type i:

NtT(z)—vV,- when t— + 00,

and almost surely for any class (i, s):

M - LPﬁﬂ—»o when t— + co.
t His
Now take an ergodic face A, and consider the induced process Q{ jointly with the infinite compo-
nents in A. If Q% is ergodic, then there is a limit distribution #* and limit probabilities 7*(A’) to be in
a face A’ € C\A, or rather (if we consider all the components in C) limit probabilities 7*(A’) to be in a
face A’ D A. In consequence, for any class (7, s) € C, we have almost surely:

B!(ius) 1 t N
t = 7 '/0‘ ]{Q-(i,:)>0, Qu(i,r)=0if (j,r) > (,',,)}du —_— Z WA(A'),
Aecl,
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——o—l K11 L H12 12 H13 13
A A \%
A A A Va
Lz H23 22 H22 24 H21

Figure 3 : Network 1 with its flow vector.

where C;, is the set of all the faces that satisfy:

A'DA, AN>3(3,s8), An{r)/Gr)>3GEs)=0.
Set:
Mis(A) =gy Y wNA).
A'ECII
Then almost surely for any class (i, s):
QL(:’—S)—»A;,(A) when t— + oco.
It is easy to check that for any class (¢, s):
vis(A) = Ais—1(A) — Ais(A),  with the convention: A;p(A) = v;. (1)

You just have to notice that the (¢, s) component of M(A) may be written:
Mis(A) = pis—1(A) =~ pis(A)
with gio(A) = v4, and for s > 1:

i, if ti,s) € Aand (4,7) € A for (5,r) > (4, 5)
0 otherwise

pis(A) = {
The relation (1) is the limit version of the following relation:
Q:(i,s) = Qo(i,s) + Di(i,s — 1) — Dy(3,s), with the convention D;(i,0) = N:(7).

Then for (i, s) € A, vi,(A) may be interpreted as the limit, average “drift” of Q(7, s) when all the classes
in A (initially) possess an infinite number of customers.

The vector A(A) = (Ais(A))(i,s)ec will be called the stationary flow on face A. Figure 3 pictures the
flows through our network on an unspecified, ergodic face (from now on, the stationary flow will simply
be denoted by A). It will be simpler (but obviously equivalent) to compute the stationary flow than the
stationary drift. There are indeed some limit equations that must be satisfied by such flow vectors.

Lemma 4.1
Consider a queuve k = 1,2,3 with Ax = {(41, s1), (i2,52)} and (i1,s1) > (42, s2) (see Figure 4). Suppose
that A C C is an ergodic face, and let X be the stationary flow on A.

10
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Aisi—1 Aiys s
1131 "‘5181 133
\Y
Ai ’\i 33—1
1282 Higsy 232

Figure 4 : Single queue with two classes.

Rule 1. If (i1,51) € A, then:
Aisy = Piysy, and: Aiy,, =0.

Rule 2. If (i1,51) € A and (i3,52) € A, then we must have Aj,,_1 = Aj,,, = 0.

N :
Rule 3. If (iy,51) € A, then Aij5, = Xiys,—1, but we must have: %—‘ <1, 0r Ajys, -1 < Biys, -
i,s;

Rule 4. If (i1,51) & A and (i2,52) € A, then:
iss,—
’\iasz = l“ivz(l - _'l'u)

Rule 5. If (i1,51) € A and (iz,52) € A, then Ai,,, = Aiyn—1, but we must have:
/\iul—l A

+ i;ag—l < 1
Hizs, Hizs;

Proof :
At first, as we already noticed, if (1,s) € A we must have v;,(A) = 0, or A;,(A) = X5 1 (A), which in fact
comes directly from
QMis)_

1

0.

Now fix a class (i,s) € C.

Assume that AN {(j,r)/(J,r) > (i;s)} # 0, and then take initially Qo(j,7) = +o0 for (j,r) € A,
(4,r) > (i, 5). Then the server of queue k;, will never be idle, and moreover its activity will be monopolized
by the classes (j,r) > (7, s) (due to the priority in the queue). Then at any time t > 0 we will have:

Z Bg(j, 7') = t,
(7.r)2(3is)

which implies that:

Gz HIT
If on the contrary AN {(4,7)/(j,7) > (i,s)} = 0, then me must have:

2t @0 T) ~

0
t




by ergodicity of Q2. Since the classes (j,7) > (i,s) are served in priority, one can check that this will
happen iff the limit, average service demand at the queue does not exceed the capacity of the server
(which is equal to one); or-equivalently iff

) Air1(A)

Gz BT
All the rules enounced in the above lemma may be deduced from these three fundamental results. O

Lemma 4.1 leads us to make the following definition: a vector A € ]lel is an admissible flow on
face A if it satisfies all the conditions enounced in Lemma 4.1, regardless of the ergodicity of A.

Remark 4.2

o Notice that we always have: Ais < pyy.

e Any admissible veclor A in lR,'fI must salisfy a system of |C| affine equations (plus additional con-
straints) which will usually have a unigue solution ezcept for special values of the parameters y;,
i=1,2, and y,,, (i,s) € C. Then in general, each face admits at most one admissible drifi or flow.
But non-ergodic (and even transient) faces may admit admissible flows.

In order to test a candidate function f for Theorem 3.3, we will then proceed as follows: for any
face A, either there is no admissible flow and then A is not ergodic; or A admits an obvious (or not)
outgoing face, and then it is transient; or there is an admissible flow, and there is no evidence that A
is not ergodic: then for the corresponding drift v, either df(q,v) has the desired sign for all ¢ € A, and
we can pass to another face; or it has the wrong sign, and we must try another Lyapunov function. Of
course we do not pretend that this procedure exhausts all the possibilities; in particular, there are many
transient faces that have no outgoing face. However, this procedure will be sufficient to treat all the cases
that we will have to face. Moreover, we will see that it is usually not necessary to make the complete
calculation of the admissible flow to estimate the derivative of f.

At last, notice that we will use the notation f for the derivative of f along the admissible flow.

5 Dynamical system and instability cycles.

For a general introduction to the dynamical system associated to the stationary drifts v(A), sce Maly-
shev [6]. Here we just rewrite the very first lines of his work. It is assumed that all the stationary drifts
v(A) satisfy :

vis(A)£0 if (i,s) €A.
A path @ of the dynamical system is a continuous mapping from some interval [0,T] (T < +o0) in lRIfI
such that:

(i) Q: belongs to the union of ergodic faces almost everywhere;

(i) If Q, € Fp forsomet > 0 and some ergodic face A, then édg— = v(A).

12



Notice that there may be several (if not infinitely many) ways to go out of A if A is a non-ergodic
face (this phenomena is called scattering). The simplest way to go out of a non-ergodic face A is to follow
the drift v(A’) of an outgoing face A’ of A (if there is one).

Roughly speaking, the idea is that the original Markov process is transient if the dynamical system
admits some diverging path. In some special cases, it is possible to prove that the stochastic model
asymptotically follows a diverging path with positive probability, which accounts for transience. In this
section, we will simply exhibit some diverging paths of the dynamical system associated to our network.
Our intention is:

¢ to give the intuition of the modes of instability of the network;
¢ to show how the conditions of stability may be found out.

In section 6, we will indeed prove that the diverging paths correspond to zones of transience (with respect
to the vector of traffic intensities), and in section 7 we will prove that the network is stable outside these
zones. For this we will use the criteria of Theorem 3.3. The only results of the current section that will
later be exploited are the identification of some ergodic (or non-ergodic) faces and the calculation of their
stationary drifts; these results are located at the beginning of the proofs of Propositions 5.1 and 5.2.
We will work under. the condition Fy(p) < 0, which is equivalent to the following set of conditions :

Extended, usual conditions :

pnn+p3 <l (2
prz+p22 <1 (3)
patpa <1 (4)
Extended, additional condition :
ma+p<l (5)

since the network is already known to be transient if one of these conditions is not satisfied.

We are now going to present different diverging paths corresponding to different values of the
parameters (that is the traffic intensities). All have the same form: they start at time ¢t = 0 from face
{(1,1)}, which is transient ; then they consecutively run through several ergodic faces (the first one being
an outgoing face of {{1,1)}) and finally reach face {(2,1)}, which is transient ; then they consecutively
run through several ergodic faces (the first one being an outgoing face of {(2,1)}) and finally reach face
{(1,1)} again ; this pattern is then repeated infinitely often. We call this kind of path a “cycle” ; these
cycles are diverging because when the path comes back to face {(1,1)} (at some time that we will denote
T), we have : '

Qr(1,1) = 0Qu(1,1) for some constant § > 1.

It is then easy to check that the whole path satisfies :
Vi>0: Qr4e =0Q§, or:

Yne N,Vt€[0,0”'T):  Qrier+. . +onTt = 0"+1Q;—n',;r-

Three different intermediate paths from face {(1,1)} to face {(2,1)} (resp. two different paths
from face {(2,1)} to face {(1,1)}), which will be denoted as paths (1.1), (1.2), (1.3) (resp. as paths (2.1)
and (2.2)), will be involved in our different cycles. Figures 5 to 9 picture the sequences of ergodic faces

13 -



" B11 H12 H13 91 1%\ H12 M3
H11 H12 P13 p—— I1381 Hi2 13
0 A 0 A 0 v v = 0 A 0 A 0 v v
2
K23 H22 H21 |—— H23 K22 B21
o— o— o/ o— o— o/
o— o— o\
151 [ %} vy K13
H11 Hi2 H13
A A Vv
= 0 0 0 V2
H23 H22 H#21
O wd O— ./‘

.

Figure 5 : From {(1,1)} to {(2,1)}: path (1.1).

o\ o— o/ o— o— N\,
" H11 H11 H13 Vi v, 141 K13
H11 K12 H13 ——o H“411 H12 H13 ———
0 A 0 A 0 v v = 0 A 0 A 0 M V2
K23 H22 H21 p———— H23 Ha2 H21 p——o
o— o— ./ o— o— ./

Figure 6 : From {(1,1)} to {(2,1)}: path (1.2).

corresponding to these different paths. For an ergodic face A, the notation: ¢/ (resp. o\) next to a
class (i, 8) means that (i,s) € A and v;,(A) > 0 (resp. vi,(A) < 0); the notation o— means that (z,s) € A
and then v;,(A) = 0. The exact flows are also written in these pictures (except for path (1.3), because
the formulas for Ay;, Aj2 and Aj; are a bit complex).

It is easy to check that when these faces are actually ergodic and their drifts have the signs pictured
on the figures, they actually provide paths from {(1,1)} to {(2,1)} or from {(2,1)} to {(1,1)}. We are
now going to present the conditions under which diverging cycles may be built from these intermediate
paths.

Proposition 5.1 ]
Assume that the following, supplementary conditions are salisfied:

pia+ps>1 (6)
P12 < p13 (M

Then g1y Apya > w13 and jag Aoz > poa; moreover, the paths (1.1) (if uy1 > pyz) or (1.2) (if uy, < #12)
and (2.1) (if poy > paa) or (2.2) (if poy < paz) form a diverging cycle.

Proof :
Condition (6), compared with conditions (2), (4) and (5), yields p13 > pi11, p2s > p21 and p23 > p22,

14



Figure 9 : From {(2,1)} to {(1,1)}: path (2.2).

15

o\, o/ o— o— o\, o—
v A A A v 1% A A
; H11 1 #12 12 Hi3 | 12 - 2381 ! Hi12 12 H13 12
A A \% A A \%
A A A v = A A A V2
2 H23 2 H22 2 H21 2 % H23 2l H22 2 K21
o— o— o/ o— o— o/
Figure 7 : From {(1,1)} to {(2,1)}: path (1.3).
o/ o— o—+ o/ o— o—
v v
— Bi1 0 B2 0 #13 0 | p11 0 Mz 0 B3 0
A A \% A A \Y%
Ka3 122 H21 %] = K23 H22 V2 V2
——e—t H23 K22 H21 —— H23 K22 H21
o/ o/ N o/ N\ o=
o/ o o—
vy 0 0 0
—— k11 M2 B3
= H23 A V2 A v2 v V2
——] H23 H22 B21
.\ o— o—
Figure 8 : From {(2,1)} to {(1,1)}: path (2.1).
o/ o— o— o/ o— o—
141 0 0 v
—— H11 0 H12 K13 —-ol—— H11 0 Hi12 0 K13 0
A A \% A A \%
K23 K21 H21 v = H23 v v V2
——— K23 |—— H22 H21 —— H23 H22 B
./' o— .\ .\ o— O—r



which in view of condition (7) is equivalent to:

p11 A pre > paa, and: pzp A paz > pas.

It is easy to check that the faces of paths (1.1) and (2.1) are ergodic in any case, and that the
first face of path (1.2) (resp. the first face of path (2.2)) is ergodic iff p1; < p12 (resp. iff g2y < p22):
the induced Markov process always has some components that empty in integrable time, while the
other components form a stable queue or a stable tandem. The flows are also easy to compute: the
corresponding drifts are signed as pictured in the different figures (under condition p1 > p12 for the first
face of path (1.1), under condition u2; > p22 for the first face of path (2.1)).

In the limit case py; = p12 (resp. p21 = p22), we have vy2(A) = 0 (resp. wvz2(A) = 0) on the first
face A = {(1,1), (1,2), (1,3), (2,1)} of path (1.1) (resp. on the first face A = {(2,1), (2,2), (2,3), (1,1)}
of path (2.1)). It is not difficult to check that any subface of A including class (1, 1) (resp. including class
(2,1)) admits A as an outgoing face in the sense of remark 3.2, and then is non-ergodic. Notice also that
this kind of limit case was not taken into account in the definition of the dynamical system; it is clear
that by following the drift v(A) from {(1,1)} (resp. from {(2,1)}), the dynamical system will in fact run
through face {(1,1),(1,3),(2,1)} (resp. {(2,1),(2,3),(1,1)}), even if here this face is not ergodic (in fact
it could be proven to be null recurrent), and then our diverging cycle will in fact follow path (1.2) (resp.
path (2.2)).

The condition under which these cycles are diverging might be obtained by an explicit calculation
of @r(1,1) with respect to @Qo(1,1) (T is the length of the first cycle). A simpler way to get it consists
in considering the following function which will later be useful to prove the transience of the network in

this case:
_ Q(1,1) + Q(1,2) + Q(1,3) + Q(2,1) + Q(2,2) + Q(2,3)
H23

f(Q)
H13
~W(1,3)+ W(2,3).

We obviously have:

. A A
f=patps— =22
H13 M3
and it is easy to check that on any face which our cycles run through we have:
A A
;3 + _ﬁ = 1’
13 P23

or equivalently: )
f=p3+pa-1
Then under condition (6), our cycles are actually diverging. o

The following proposition describes a second type of diverging cycles.

Proposition 5.2
Assume that the following, supplementary conditions are satisfied:

P13+ p23 > 1 (6)
P12 2 P13 (8)
(P12 + p23 — 1)(1 — p13 — p21) < (p13 + pa3 — 1)(1 — p12 — p22). (9)

Then pyy > piz 2 p12 and paa > pay > pos. Moreover, the paths (1.3) and {2.2) form a diverging cycle.
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Proof :
Condition (8) is equivalent to p12 < p13. When confronted to conditions (6) and (9), it yields p21 > p22,
or p21 < p22. The other conditions are obtained as for the cycles of the first type.

The ergodicity of the faces of path (2.2) has already been checked. Let us analyze the Markov

-pro'cesses induced by the two faces of path (1.3) ; we assume that pj2 < p13. At first notice that the

components (1,3) and (2,2) form a sub-Markov process of the induced process, whose essential states
are the vectors ¢ = (q13,¢22) € Zi such that g13922 = 0. If ¢13 > 0 and ¢22 = 0, the mean jump
is (p12 — p13,0), with g2 — py3 < 0. If ¢33 = 0 and ¢22 > 0, the mean jump is (0, 21 — p22), with
p21 — 22 < 0. This subprocess is then ergodic. The stationary flows A1 and A,; are common to both
faces. They satisfy (cf. Lemma4.1):

A2y
Al = 1-—=
12 #12( iz

2
A
Azp = par (1~ -t .
H13

We get that:
| M2_ _ pn—pm
vy P12P21 — P13pP22
Aar _ _ pr12—pi3

va P12p21 — P13P22
We will later prove that condition (9) is equivalent to :

A2y prz+paa—1
< , 10
va  paa(pr2 + p23 — 1) + p12(pa3 — p22) (10)
and we let the reader check that
P12+ pa3 — 1
<1e&pi2+pa<l,
p22(p12 + p2s — 1) + pr2(p23 — p22) ~ -plz b2 >
which is condition (3). Then we get that :
/\21 < vy. . (ll)

In consequence, queue 1 will be fed by two arrival processes of rates vy and Az; < v2, and then, in view
of condition (2), the Markov processes induced by the faces of path (1.3) are ergodic (a complete proof
could be given in terms of the criterion of Theorem 3.3).

The stationary flows on these faces are then easy to compute (see Figure 7). On the first face of
path (1.3), we have by Lemma 4.1 : :

A
An = pn(l- i;)

H2
> 1, by conditions (2) and (11).

Since this face is supposed to be the outgoing face of {(1,1)}, we must check that A;; > A1a. In view of
the expressions of A;; and A;, with respect to Apy, we get that:

P12 — P11

AMID> A &y < ——vo7— —,
P12P23 — P11P22

17



Thus in view of relation (10), we just have to check that :

pr2+p3—1 < Pr2—pu
p22(p12 + p2a — 1) + pra(pas — p22) = pr2p2s — pr1p22

This is equivalent to
pr1t+p3 <],

which is condition (2). In consequence, we actually have Ay; > Aja.

In the limit case p12 = p13, the faces of path (1.3) could be proven to be null recurrent ; they
admit the corresponding faces of path (1.1) as outgoing faces in the sense of remark 3.2 (on these faces
we have v13(A) = 0) ; notice that the admissible flows on these null recurrent faces of path (1.3) are equal
to the flows on their corresponding outgoing faces of path (1.1).

Let us now make the explicit calculation of @r(1,1) with respect to Qo(1, 1) after one cycle. Thus
we start from face {(1,1)} with Qo(1,1) = ¢ > 0. Let Ty denote the time when the path reaches face
{(2,1)}. For 0 <t < T, we have:

d(Q(1, 1)+ Q(1,2) + Q(1,3))

=n- ’\12)
dQ(2,1
;Q-%_) =v;— Az
(with Ay2 and Ag; already caculated), and then:
q
Ty = ———,
: AIZ - )
Vo —
Qr.(2,1) = (va = Aa))Th = A—z—iq.
12 — V)

Let now T3 denote the time when the path comes back to face {(1,1)}. For T} <t < T3, we have:

d(Q(2,1) + Q(2,2) + Q(2,3))

= vy — pas,
dQ(1,1
WCD .y,
and then: - \
Tg—leQT‘(’ ) _ v — An .
2z —ve (A2 —v1)(pas — v2) \
vi(va = Aa1) _ pas(l - &)

Qr,(1,1)=n(Te-T) = Oz = 21)(ji0s — Uz)q T “Pza)(i,,"‘lz — l)q

Thus the path is diverging iff

paa(1 — 22)
; > 1.
(1-p23)(32 1)

Let us express this condition in terms of Ag;:

A A A 1— pypia
paa(l = =2) > (1= paa)(=2 = 1) & paa(l = ) > (1= paa) [ ——2 — 1
- 12 2 Vo P12

A2y pi2+pas—1
<
va  paa(pi2 + p23 — 1) + pra(pas — p22)
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which is condition (10).
More explicitly :

Aar < piz+ paz—1
va  paa(prz + p23 — 1) + p12(pas — p22)
P12 — P13 P12+ p23 — 1

P12p21 = p22p13  paz2(piz + p23 — 1)+ p12(p2s — p22)
e (P12 + p23 — 1)(1 — p13 — p21) < (P13 + pas — 1)(1 — p12 + p22),

which is condition (9) of the proposition. The proof is now complete. a

Notice that these diverging paths correspond to the condition: Fy(p) < 0, F3(p) > 0. By use of
the transience criterion of Theorem 3.3, we are now going to prove that the network is transient under
this condition. The ergodicity criterion of the same theorem will later allow us to prove that the network
is stable if F3(p) < 0 and Fi(p) < 0.

6 Instability conditions.

We keep on working under conditions (2), (3), (4) and (5). In this section, we are going to give the
proofs of transience of our network in the zones delimited in the previous section. For this we will apply
the criterion of transience in Theorem 3.3. Our Lyapunov functions will be based on functions W (3, s),
(i,s) €C.

Proposition 6.1
If the following conditions are satisfied :

P22 < p23 (12)
P13+ p23 > 1 (6)
P12 < P13 (7)

then the network is unstable (transient).

Remark 6.2 _
Condition (12), which in fact arises as a consequence of conditions (5) and (6), was added because it
plays a spectfic role in the stability conditions that we will analyze in the next section.

Proof :
Let us recall that the above conditions imply that : g1 A p12 > p13 and g21 A p2o > pos.
Consider the following functions:

Q) =[Q(1L,2)AQ(2,1) — aQ(1,3)}*
£2(Q) = [Q(1,2) + Q(1,3)] A [Q(2,2) + Q(2,3)]
£5(Q) = Q(1, 1)+Q(1 2+ Q1,3) Q2 1D+022+Q(23)
M3 HB23

ll II

~ W (1,3) + W(2,3)

and:

f(Q) = —v(Bfr(9) + f2(9)) + f3(Q),
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Figure 10 : {(1,2),(1,3),(2,1)} C A.

where , § and v are “sufficiently large”, positive constants.

We already checked that f3 = p13 + p23 — 1 > 0 along the corresponding cycle. Our idea is
that from any initial state the dynamical system eventually joins this diverging path. Functions f)
and f, are arbitrary means to translate this idea in terms of Lyapunov functions. We have indeed :
f1(@) = f2(Q) = 0 on any face of the cycle, and we will prove that:

o for sufficiently large values of «, on any part of an ergodic face where f; > 0, we have fl <0, and
either f; < —¢; for some positive constant ¢y, or fy =0and fs=p1a+p23—1>0;

e on any ergodic face where fi; = 0 and f; > 0, we have f1 = 0 (which is obvious in view of the
above assertion) and f; < 0, and either f; < —¢2 for some positive constant ¢z, or f = 0 and
fa=pia+paa—-1>0; .

e on any ergodic face where f; = f, = 0 and f3 > 0, we have fi=fa=0 (which is obvious) and
fa=pia+paz—1>0.

It will then be obvious that for sufficiently large values of a, # and v, there exists a constant ¢ > 0
such that on any ergodic face, we have f > €. Since f is obviously Lipschitz, transience will follow from
Theorem 3.3.

Case fi > 0:
At first consider an ergodic face where fi > 0, and then {(1,2),(2,1)} C A. We have :
fi € (ar = M2) V (v2 = Aa1) — a(Arz = Ais).

o If (1,3) € A, then (2,2) & A (otherwise the face would be unessential), and then we have: A3 = 3,
A22 = Azy = 0, and A2 = g2 (see Figure 10). In consequence: Aj2 — A3 = p12 — 13 > 0, and then
f1 < 0 for sufficiently high values of «.

e If (1,3) ¢ A, we must have (2,2) € A, because otherwise there would be an outgoing face on the
model of Figure 10. We thus have Ap2 = paa > p23, and then we must have (2,3) € A and (1,1) € A;
that is:

A={(1,1),(1,2),(2,1),(2,2),(2,3)}

(see Figure 11). In consequence, we have A2z = po3 and Ay = 0; A2 = 0; A1z = 0 and A2; = pa;.

So we get that: fl <0V (v2— p21) =0, and f3 = p13 + p23 — 1 > 0, which was the expected result.
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Figure 11 : Face {(1,1),(1,2),(2,1),(2,2),(2,3)}.

o/ o\ : o/
V1 0 K12 H13
K1 H12 B3 ——
A A \%
K23 0 0 Va2
- H23 K22 H21
o\, o= o/

Figure 12 : Face {(1,1),(1,2),(1,3),(2,1),(2,3)}.

Case fi =0, fo>0:

Now assume that f» > 0, which means that {(1,2),(1,3)}NA # 0, and {(2,2),(2,3)}NA # @ (or

(2,3) € A as we already noticed). Then A2z = pa3 and Ay; = 0, and

f'.? < (/\ll - /\13) \Y (/\21 - /\23) = (——,\13) \V} (,\21 — #23)‘
o If (1,3) € A, then A13 = 33 and A9 = 0, and we get that:
f2 < (=) V (=p23) < 0.

e Then assume that (1,3) ¢ A, (1,2) € A and still (2,3) € A. If f; = 0, we cannot have (2,1) €
A. Moreover, we must have (2,2) € A, otherwise {(1,1),(1,2),(1,3),(2,1),(2,3)} would be an
outgoing face (see Figure 12). Then obviously A = {(1,1),(1,2),(2;2),(2,3)} ahd: Ay; = v and
A13 = A12 = 0 (see Figure 13). In consequence:

f2 SOV (vo— pa3) =0,
but in any case we have fs =p1a+p3—1>0.

Thus we proved that on ergodic face where f; = 0 and f, > 0, we have fg < —¢3 for some positive

constant €3, or f, = 0 but fz3 = pjz+p23 —1> 0.

Case fi=fo=0, f3>0:
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Figure 13 : Face {(1,1),(1,2),(2,2),(2, 3)}.
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Figure 14 : AN {(1,2),(1,3)} =0 and AN{(2,2),(2,3)} £ 0.

At last, consider an ergodic face where f; = 0, that is :
{(1,2),(1,3))nA=0, or: {(2,2),(2,3)}NA=0.

e If AN{(1,2),(1,3),(2,2),(2,3)} =0, then A C {(1,1),(2,1)}. If (1,1) € A (resp. (2,1) € A), faces

{(1,1),(1,2),(1,3),(2,1)} or {(1,1),(1,3),(2,1)} (resp. faces {(2,1),(2,2),(2,3),(1,1)} or {(2,1),
(2,3), (1,1)}) are outgoing faces of A according that 11 > p12 or p11 < pi2 (resp. p21 > pog or
#21 < pa2), as was proved in the previous section (see Figurés 5, 6, 8 and 9).

o Then assume that either AN{(1,2),(1,3)} = 0 and AN{(2,2),(2,3)} #0,0r AN{(1,2),(1,3)} # 0
and AN {(2,2),(2,3)} = 0.

-If AN {(1,2),(1,3)} = 0 and AN {(2,2),(2,3)} #°0, then we must have (2,3) € A (see
Figure 14). Since (2,3) € A, we have Az3 = p33 and Aj3 = A\j2 = A =0, and consequently:

s fa=piatpn—1>0. .

— If on the contrary {(2,2),(2,3)}NA=0and {(1,2),(1,3)}NA # 0, then we must have (1,3) €
A, because if (1,3) & A and (1,2) € A, faces {(1,2),(1,3),(2,1)} or {(1,1),(1,2),(1,3),(2,1)}
are outgoing faces of A (see Figure 15). In consequence, we have Aj3 = y13 and A2z = Az =
A21 =0,and fz=p13+p23-1>0.

Thus we.proved that on any ergodic face where fo = 0 and f3 > 0, we have fa =p1a+pz—1>0.
The proof is then complete. _ u]

The following proposition corresponds to second-type cycles.
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Figure 15 : AN {(2,2),(2,3)} =0 and (1,2) € A.

Proposition 6.3 ‘
If the following conditions are salisfied :

P22 < p23 (12)
P13+ pa3 > 1 (6)
P12 2 P13 , (8)
(P12 + p23 — 1)(1 — p13 — p21) < (P13 + p23 — 1)(1 ~ p12 — p22) (9)

then the network is unstable (iransient).

Proof : .
We recall that the above conditions imply that py; > p13 > g2 and pog > u2y > pas.
The following functions will allow us to prove the transience of our network:

H1(Q)=Q(2,2)
£(Q) = [Q(1,2) + Q(1,3)] A [Q(2,2) + Q(2,3)]
f3(Q) =13 Q2.1 +0(22)+0(2.3) + (1= po3+ 6)0(1, D+Q(1,2)+Q(1,3)

423 K13
~ p13W(2,3) + (1 - p23 + 6)W(1,3)

and:
f(Q) = —B(afi(Q) + f2(Q)) + f3(Q),

where a and f are “sufficiently large”, positive constants, and §é is a “sufficiently small”, positive constant.

We could have checked that for sufficiently small, positive é, there exists a constant €3 > 0 such
that f_—; > €3 along the second-type cycles. Again functions f; and f2 are arbitrary means to express the
idea that the dynamical system eventually joins such a cycle. We have indeed f, = f, = 0 on any face of
the cycle, and we will prove that:

o on any ergodic face where f; > 0, we have fl < —¢; for some constant ¢ > 0 ;

e on any ergodic face where f; = 0 and f; > 0, we have fi=0 (obviously) and f2 < —€3 for some
constant €3 > 0;

o for sufficiently small é, on any ergodic face where f; = fo = 0 and f3 > 0, we have fi = fo = 0
(obvious) and f3 > €3 > 0.
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Figure 16 : Face {(1,1), (1-,2),(2, 1),(2,3)}.

It will then be obvious that for sufficiently large values of a and 3, there exists a constant ¢ > 0
such that on any ergodic face, we have f > ¢.

Case f; > 0 :

So consider a face A where f; > 0, that is (2,2) € A. Then we have:

fi = Ao — Aoz = Aay — pioz < pizy — p22 < 0,

which was to be proved.

Casef1=0,f2>0:

Now assume that fo > 0 and f; = 0, that is AN {(1,2),(1, 3)} #0,(2,2) A and (2,3) € A. We
have A23 = 23 and Ay; = 0 (and then (1, 1)) € A), and then

f2 < (A1 = M3) V (Az1 = A2a) = (=M13) V (Azq — pza).
o If (1)3) € Ay then A13 = 13 and /\2‘ = 0, and thus:
f2 < (=m13) V (=p23) < 0.

o If (1,3) ¢ A, (1,2) € A, we must be on faces {(1,1),(1,2),(2,3)} or {(1, l) (1,2),(2,1),(2,3)};
but the analysis of path (l 3) in the previous section proves that the latter is an outgomg face of
the former (see Figure 16) ; moreover, we have A; < v and A3 = Aj2 = pjo(1 ~ 23) > vy (by

l‘n
condition (3)), and then:

fa S (=11) V(vs — pa3) < 0.

Thus we proved that on any ergodic face where f; > 0 and f; = 0, we have f, < —¢, for somé
constant €2 > 0.

Case fi=fo=0, f3>0:

At last consider an ergodic face A where f; = 0 and f, = 0, that is (2,2) € A and {(1,2),(1,3)}n
A=0or(2,3)¢A. We have:

: A A
fs = piapas(l = 2) 4+ (1= pos + )pia(1 — =2)
V2 1 75}

A A
=ps[(1 +6) — P2:3—23 —(1-p2a+ 5)'_13]'
vo n
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Figure 17 : Face {(1,1),(1,2),(2,1)} or {(1,2),(2,1)}.

o At first, consider the case when {(1,2),(1,3)} N A = 0 (and then A3 = A1 = A1), and (2,3) € A.
In consequence, Ap3 = p23 and Aj; = 0, and then Aj3 = 0. So we get that:

fa=pa[(1+68)—1-0] = p136 > 0.

e Now suppose that {(1,2),(1,3)}NA # 0 and {(2,2),(2,3)}NA = 0 (and then A3 = Xz2 = Ap).

— If (1,3) € A, we get that: A3 = py13, A2; = 0, and then A3 = 0. In consequence:

6
1= (p13 + p23a — 1) — 6(1 — p13),

) 1-
fa=P13[(1+5)—0“+3+"

which 1s positive for sufficiently small values of 6.

= If (1,3) € A, then (1,2) € A, and even (2,1) € A because otherwise faces {(1,1),(1,2),(2,1)}
or {(1,2),(2,1)} would be outgoing faces of the current face (see the analysis of path (1.3)).
So A is one of these two faces (see Figure 17).

We already got (see the proof of Proposition 5.2):

App=P2"P2
P12p21 — P13pP22
Ay = P12 — P13

21 = V2
P12p21 — P13p22

In consequence :

P12 — P13 _ (1 — 6) P21 — P22 >0
P12pP21 — P13P22 P12p021 — P13P22
& (14 8)(p12p21 — p13p22) > p23(p12 — p13) + (1 — paa + 8)(p21 — p22)
< (P12 + p2a — 1)(1 = p13 — p21) < (P13 + p23 — 1)(1 — p12 — p22)
—=8[p21(1 — p12) — p22(1 — p13)]

f3>0 & (1+468)—px

which is valid under condition (9) for sufficiently small values of 6.
o At last assume that AN {(1,2),(1,3),(2,2),(2,3)} = 0. Then either {(1,1),(2,1),(2,3)} or {(1,1),

(1,2), (2,1)} is an outgoing face of A (see Figure 18) in view of the analysis of second-type cycles,
and then A is transient.
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Figure 18 : Faces {(1,1),(2,1),(2,3)} and {(1,1),(1,2),(2,1)}.

Remark 6.4

For A = {(1,1)}, there may be an admissible drift v with v;; < 0 (and of course v;, = 0 if
(i,8) # (1,1)), and then f3 < 0 on the path of drift v. Il is then crucial to make the remark about
the non-ergodicity of A.

So we proved that for some constant €3 > 0, we have f3 > €3 > 0 on any ergodic face where
fi=fa=0.

The proof is now complete. m]
Thus we proved that the network is unstable if F1(p) < 0 and F3(p) > 0. Since we already knew

that it was unstable if F)(p) > 0, we actually proved that F(p) > 0 implies the transience of the model.
The next section is devoted to the proof that the network is stable when F(p) < 0.

7 Stability conditions.

We will assume that the following, necessary conditions of stability are satisfied (see Section 2):

Usual conditions :

P11+ p23 <1 (13)
pr2+p22 <1 (14)
P13+ pa1 <1 (15)
Additional condition.:
13+ p22 < 1. (16)

At first, we will prove a technical lemma that will be useful for our calculations.
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Lemma 7.1
Assume that zo and yo are some non-negative solulions of the system:
rmz+roy=1
ray+riez =1
where the constants r; satisfy:
rit+ree <l
rig4ry <1
ria4+rop <1
Then we have:
7‘12(1 - zo) + 1'22(1 - yo) < 0.
Proof :

If 11121 — r12792 = 0, then the two equations must be equivalent, and then ry; = r12 and r2; = r22. In

consequence:
r122 + ro2y = 1, and then:
ra(l — zo) + ro2(l ~yo) = r2+ 122 — 1 < 0.
If ry1r91 — r12r22 # 0, the system has a single solution:

= r21 — T22
o 11721 — Nar22
. i1 — 712
- i1 — T12722
Let ¢ = 1 if riyra; — r1arg2 > 0, € = =1 if ry1r9) — 112722 € 0. Since z > 0 and y > 0, we must have

6(7‘11 - 7'12) Z 0 and 6(7‘31 - 7‘22) 2 0, and:

€(r11 — r12) + €(rg) — r22) > 0.

In consequence:

riz(} — zo) +r22(l1 —y) <0
r21 — r22 r11 —r12
<> ri2+ro2— ri2 — r2 <0
r11T21 — T12722 T11721 — T12722
<= e(ra1 — ra2)riz + €(riy — r12)rae — €(ri2 4 rao)(r1iT21 — ri2r22) > 0

<= e(ra1 — ra2)ri2(l —re2 — r11) + €(r11 — r12)re2(l —ri2 —r21) > 0

which is valid under the assumptions of the lemma.

s}

We will now explore the stability domain, which will be divided into three different parts. The

following proposition deals with the first part.
y Proposition 7.2
If the following conditions are satisfied:
p22 < pa23
pi3+p23 21
P12 > P13
(P12 + p23 — 1)(1 = p13 — p21) > (P13 + paz — 1)(1 — p12 — p22)

27

(12)
(17)
(18)
(19)



then the network is stable (ergodic).

Proof :
Notice that conditions (15) and (17) on one hand, condition (12) on the other hand, imply that

. P21 A po2 > pos.
We define:

[(Q) =Q(1,3)
£(Q) = pig 2N IENHICY (g, QLD+ QCD + LT

$H13
~ p13W(2,3) + (1 — p2s — )W (1,3)

and:
f(Q) = «f1i(Q) + f2(Q),

for some positive constants « and 8, 8 “sufficiently small” (in particular § < 1 — p23) and a “sufficiently
large”.

Case fi > 0:
Condition (18) ensures that if f; > 0 (or: (1,3) € A), then

fi=A2-pa<pa—ma<o,

and so for sufficiently large a, f < 0 if f; > 0.

Case fi =0, fo>0:

Consider now an ergodic face A where fi =0 (or: (1,3) € A) and fo > 0. We have:

f=fo

I

A A
p13p23(1 — Z2) + (1 = pas — 8)p1a(1 — 222)
12 14}

A23 A2
1=6) =22 _ (1~ poa — 86)2121
pisl(t =) = 22 = (1~ prg - 22

1

o If (2,3) € A, then A2z = 23 and f < -p136 < 0.

o If (2,3) € A, then (2,2) ¢ A since pa > 23 (condition (12)); in consequence, we have A N {(1,3),
(2,2), (2,3)} =0 and '

: A2y A2

= 1-8)—- —=— —(1-~- — §)—=
f = pus( ‘ ) o~ (1=p23—9) ”
(see Figure 19).

~ If (2,1) ¢ A, then
) A
Aoy = Ao =va, f=p13(1 —pas—6)(1 - -f),

and A C {(1,1),(1,2)}. But either (1,2) € A and M2 = p12(1 — p22) > 11 (by condition (14)),
or A = {(1,1)} and A2 = Ay; = pp(1 — p23) > v (by condition (13)), and in both cases
f<o.
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Figure 19 : AN{(1,3), (5,2), (2,3)}=0.

- If (2,1) € A and (1,2) € A, A is not ergodic: since pz1 A p2z > fto3, it admits face {(2,1),
(2,2), (2,3), (1,1)} or face {(2,1),(2,3),(1,1)} as an outgoing face according that uz; > ua;
or pay < pog (see the analysis of paths (2.1) and (2.2) in section 5).

— Then assume that (2,1) € A and (1,2) € A. If u2; > paz, then again A is not ergodic (this
time it admits {(1,1), (1,2), (2,1), (2,2), (2,3)} as an outgoing face, see Figure 11), and thus
we proved that f < 0 on all the ergodic faces.

If (2,1) € A, (1,2) € A, and p2; < p22, we know that:

' p21 — P22
Ajg = ———=——
P12P21 — P13pP22
Ay = P12 — P13 y

1= 2
P12P21 — P13p22

In consequence, we get that:

f<0e (pra+pas—1)(1 - p13a—pa1) > (P13 + paz — 1)(1 — p12 ~ p22)
+6[p21(1 = p12) — p22(1 — p13))]

(we already made the caculation in the proof of Proposition 6.3), which is valid under condi-
tion (19) for sufficiently small values of §.

Thus we proved that f < 0 on all the ergodic faces: since f is obviously Lipschitz, Theorem 3.3 allows’
us to conclude that the network is ergodic. ‘ o

Let us now explore the second part of the stability domain.

Proposition 7.3
If the following condilions are satisfied:

p22 < p23 (12)
Pzt pas <1 : (13)

then the network is stable (ergodic).

Proof :
Notice that condition (13) is stronger than condition (16) under condition (12).
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Figure 20 : A = {(1,1),(1,2),(2,1)} or A = {(1,2),(2,1)}.

We set:

£Q) = QL1+ Q(1,2) +Q(1,3) + Q(2,1)+Q(2,2) + Q(2,3)
H13 H23

~ W(1,3) + W(2,3).

The arguments to prove that f < 0 everywhere are the same as those already encountered.
Notice that :

. A3 Az3
[ =ps(1 " ) + p23(1 v )-

e If (1,3) € Aor (2,3) € A, then A3 = py13 or A3 = pa3 and:

f<pa+pn—-1<0.

e We now assume that (1,3) € A and (2,3) € A, and then again (2,2) ¢ A in view of condition (12)
(otherwise there is no admissible flow); see Figure 19 to visualize these characteristics.

— If (1,2) ¢ A, then A C {(1,1),(2,1)}, and :

;i A A2
f=pms(l- ” Y+ p2s(1 — v )

If A ={(1,1),(2,1)}, we may apply the result of Lemma 7.1 with o = A11/v1, Yo = Aza1/v2,
11 = P11, T12 = P13, 21 = P21, and raa = pa3; the hypothesis of this lemma are indeed satisfied
in view of Lemma 4.1, condition (13), and the usual conditions (13) and (14). In consequence,

we get that f < 0. If A = {(1,1)} or A = {(2, 1)}, the result is even more immediate in view
of the usual conditions.

— So we assume that (1,2) € A.
+ If (2,1) € A, then

A2z = Aoz = A1 = w2 and: Az = Apg = pyp(l - %) > (by (14)),

which means that f < 0.

* At last, assume that (2,1) € A (see Figure 20}, which means that A = {(1,1),(1,2),(2,1)}
or A = {(1,2),(2,1)}.
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This time, zg = Aj2/v1 and yo = Ag1/v2 must be non-negative solutions of the following
system: '
{ P12z + pay=1.
P13z +pny =1

If pr2p21 — p22p13 = 0, the two equations must be equivalent and then: p;; = py3 and
p21 = pa2, and:
A2 A1 (12 Ay A2

— —_— > -_ = =1,
P13 o + p2s vy Z P13 ” + p22 v

which implies that: )
f<pat+pa—-1<0 by(13).

Now assume that pi2p21 — p22p13 # 0. Let € = 1 if p1ap21 — p1ape2 > 0, € = —1if
pi2p21 — p13p22 < 0. In view of the above equations, we have €(p12 — p13) > 0 and
€(p21 — p22) > 0. Moreover, by solving the above system (see the proof of Lemma 7.1), we
get:

P21 = p22 _ P12 — P13
P12P21 — P13P22 ! P12p21 — P13pP22 2

which may be considered as a linear function of pz3. By (12) and (13), we have pa3 €
122, 1 — p13[. But for pa3 = paa, we get f < 0 as a direct consequence of lemma 7.1, since
P13 + p22 < 1 (condition (16)). So we just have to prove that f < 0 for pa3 = 1 — py3.
This amounts to: .

f=P13+Pza—

f<o @p13+(1_p13)__ﬂl___p22__ 13.__‘&__"13_(1.»_,,13)50
P12P21 — P13pP22 P12P21 — P13pP22

<> €(p21 — p22)p13 + €(p12 — p13)(1 — p13) — €(p12p21 — P13p22) > 0
<> e(pr2 — p13)(1 — p13 — p21) 2 0,

which is valid under the usual condition (15).

All the conditions of Theorem 3.3 have thus been checked, and in consequence we may conclude
that the network is stable. o

The third and last part of the stability domain is presented in the following proposition.

Proposition 7.4
If the following condition is satisfied:

P22 2 P23 : (14)
then the network is stable (ergodic).

Proof :
Consider the following functions :

f(Q) = Q(2,3),
(@) = QLD+ +Q(L3) Q1) +Q2:2)
M3 HB22

~ W(1,3)+ W(2,2),

and: ’
f(Q) = afi(Q) + f2(Q) for some positive constant «.
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Figure 21 : AN{(2,3),(1,3),(2,2)} = 0.

Case fi > 0:

Consider an ergodic face A where f;(Q) = @(2,3) > 0 (that is (2,3) € A). Then, in view of
Lemma 4.1:

fi = Aoz = pa3 < pao — p2a < 0,
and f; = 0 iff Ag2 = pg2 = p23, which implies that:

A A22
fa=patpn- -2 <pat+p-1<0.
H13 H22

Thus if f; > 0 we have f < 0 for any sufficiently large a.

Case 1=0,£2>0:

Now we just have to prove that fg < 0 on any (ergodic) face A such that fo > 0, or (2,3) € A.
e If (1,3) € A (resp. (2,2) € A), then A3 = p13 (resp. Azz = p22), and :

szP33+P22—1<0.

¢ So assume that {(1,3),(2,2),(2,3)} N A = 0 (see Figure 21).

We have now :

. A2 A2
fa=p13(1 - o )+ pa2(l ”

= If (2,1) € A, then A2 = v and we already checked that in this situation A;2 > vy due to the
usual conditions; in consequence: f; < 0.

- 1f (2,1) € A and AN {(1,1),(1,2)} = 0, then A2 = A;; = vy and A3y > vz by the same

argument, and so f2 < 0.

— Now assume that (2,1) € A and (1,2) € A. This time we may apply Lemma 7.1 with
o = A12/v1, Yo = Aar/v2, T11 = pra2, T11 = P12, T12 = P13, Ta1 = p21 and raz = pay, which
directly yiels that f, < 0.
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Figure 22 : A = {(1,1),(2,1)}.

— So only one case remains, which is A = {(1,1),(2,1)} (see Figure 22). We set zg = A1, /v,
Yo = Az1/v2. In view of Lemma 4.1, z9 and yo are non-negative solutions of the following
system:

{ p11%0 + p2ayo =1
p13xo + pa1yo = 1

If p11p21 — p13p23 = 0, then the two equations must be equivalent, which implies that py; = py3
and py; = p23. In consequence:

by(14)
p13Zo + p22Yo 2  pi13To + p23y¥o =1, and then:

fr<pa+pr—-1<0.

If p11p21 — prapas # 0, let € = Uif p11pa1 — prapas > 0, € = —1 if p11p21 — pr3p23 < 0. In view
of the above equations, we have ¢(p11 — p13) > 0 and €(p21 — p23) > 0. Moreover, by solving
the system we get: '

P21 — p23 13— P11 — P13 -
P11P21 — p13p23 P11P21 — P13P23

f'z =p13+ p22 —

which may be considered as a linear function of p22. By (14) and (16), we have p23 € [p23,1 —

p13[. But for pay = pa3, fo < 0 in view of Lemma 7.1 (since p13 + p23 < p13 + pa2 < 1). So we
Just have to prove that f, < 0 for p22 = 1 — py3.

In this case, we get that:
: P21 — P23 P11 — A3

<0 <=pi3+(1=-p13)— 13 — 1-p3) <0

f2 P ( 13) P11p21 — P13P23 P11p21 — P13P23( P )

<= €(pa1 — pa3)p1a + €(p11 — pr13)(1 — p13) — €(p11p21 — pr3p23) > 0
<= e(p11 — p13)(1 = p13 = p21) > 0,

which is valid under the usual condition (15).

Thus we proved that there exists a positive constant ¢ such that on any ergodic face, f < —e < 0. The
network is then stable (by Theorem 3.3). a
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8 Three-dimensional projection of the stability domain.

In order to visualize the stability domain, let us consider its projection on the following, three-dimensional
subspace of RS:

P11 = p22, P12 = P23, P13 = pa1.
The three variables above will be denoted respectively =, y and 2. Then the usual conditions and the
additional one write:

1
z+y<l, z+:2<1, z<—2-,

which delimits a simplex in ]Ri. We let the reader check that the projection of the stability domain is
this simplex amputated of the following part:

1 1 1
{Z<-2', §<y<l—z, l—y<z<§
Qy-1)(1-2)<(y+z-1)(1-z-y)

It is more convenient to make the following change of variables:

, 1 1 1
A—-.’B—E, Y = —-5, Z—Z—-2-.
Then the simplex becomes:
X+Y<0, X+Z<0, Z2<0

(with the implicit constraint: (X,Y,Z) > (-1/2,-1/2,-1/2)), and it is amputated of :

X<0, 0<Y<-=-X, -Y<Z<0
4YZ> (Y + 2} X +Y)

In this form we see that the stability domain is the intersection of a cone of vertex (0,0, 0) with the cone
(X,Y,Z2) > (-1/2,-1/2,-1/2), or (in terms of (z, y, z)) the intersection of a cone of vertex (1/2,1/2,1/2)
with the orthant (z,y,2) > (0,0,0) (see Figure 23 to have a global view of the stability domain).

The form of the cut at £ = 0 of the stability domain is then representative of the cuts at z = z¢
for zq € [0, 1/2]. It is the zone delimited by full lines in Figure 24. There it is obvious that the previously
announced properties are true:

e the quadratic condition is meaningful;
o the stability domain is not convex;

e we can choose (o, z0) in the stability domain so close of the upper-right corner (which is (1,1/2)
in the cut z = 0) that almost all the instability points (y, z) with z < 1/2 satisfy: (y, 2) < (yo, 20)-

9 Conclusion.

By arepeated use of the potential loads, we gave simple proofs of the usual conditions and the additional
condition of stability, and then we formed simple Lyapunov functions that satisfied the criteria of Maly-
shev and Menshikov. We took care of determining connected stability and instability domains, and only
the frontier between these two domains was not explored. For the moment, there is no practical tool to
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Figure 23 : Three-dimensional projection of the stability domain.
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Figure 24 : Cut of the three-dimensional stability domain at £ = 0.
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detertnine which part of the frontier corresponds to a zone of ergodicity, null recurrence or transience of
the model. '

We made simulations of our network for traffic intensities around the quadratic part of the frontier.
On the unstable side, it seems that the model asymptotically follows the corresponding, diverging path
of the dynamical system with probability one ; on the stable side, the queue lengths keep “bounded” as
expected.

We emphasize the original form of the stability domain-: to the best of our knowledge, the few
models whose stability was completely analyzed (regardless those which are stable under the usual con-
ditions) exhibited linear, convex and monotonic conditions on p (the vector of traffic intensities). Very
little is known about general properties of the stability domain. In fact, it is not even obvious that the
conditions of stability could always be expressed only in terms of the traffic intensities, and not in terms
of all the primitive parameters v; and y;,. However, trivially sufficient conditions of stability (for example
the sum of all the traffic intensities being smaller than one) show that any network is stable when p is
sufficiently close to zero. In [2], Chen proved a monotone property for the stability of flutd networks, but
stability was defined with respect to all the work-conserving discipline. At least, a plausible conjecture
would be that for any given discipline, the monotonic property is true along half-lines starting from p = 0
(which is easy to check for our model). It would imply that the domains of stability or instability are
connected subsets of ]RIfI.

At last, notice that one of the mains reasons why our model was tractable is that each zone of
instability corresponds to a unique way to go to infinity (from any initial state, the dynamical system
eventually joins the same type of diverging path), but it would have been much more difficult to apply
the criterion of transience if there had been several modes of instability with separate attraction sets.
This enlights the need for a “local” criterion of transience in terms of a “locally attractive” or (in terms
of dynamical systems) a “stable” diverging path.
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