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Problémes de contrdle avec contraintes sur I’état pour
le modéle de Penrose-Fife.

Résumé : On étudie des problémes de controle avec des contraintes sur 1’état
pour des modéles non linéaires de type Penrose-Fife "Phase-field". On dérive des
conditions d’optimalité pour les problémes de controle.

Mots-clé : contraintes sur 1’état, condition d’optimalité, transition de phase
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1 Introduction

In this article we consider optimal control problems governed by the following system
of quasi-linear parabolic equations,

b = Krdo—sho) - 20 (1)
1
T, = —MA (T) — A(6)ér + v, 2)

on @ = Q x (0,¢*), where Q C R? is a bounded domain with a sufficiently smooth
boundary 9. sg denotes a double well potential. We let 9Q = 90 x (0,¢*), and
impose the following boundary conditions

or

5. = @ (T — w) on 0Q (3)
09 ;
I 0 on 0Q, (4)
and the initial conditions
¢(z,0) = ¢o(z), T(z,0)=To(z). (5)

These equations arise in a model for phase transitions introduced by Penrose and
Fife [10]. In this setting 7" denotes the absolute temperature, and ¢ a non-conserved
order-parameter.

Several papers have appeared in connection with the existence and uniqueness of
solutions to this system as well as other analytical aspects of this system and related
systems. We refer the reader to [7, 13, 4, 6, 8, 9| for some specific treatments. A
more general discussion of systems of this type can be found in [2].

We will make similar assumptions in this article as in [7, 13|, namely, for the
potential sy we will assume that either

e (A) sp € C3(R) and there exists a constant C' > 0 such that s{j(¢) > —C for
all ¢ € R.

e (B) so = dlogd+ (1— ) log(1 - o).

Furthermore, we will make the following simplifying assumptions:

RR n2491



4 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

o A\(¢) = ap+b, for a positive constant a. To simplify notations we will, without
loss of generality, use @ = 1 and b = 0, i.e. use A\(¢) = ¢.

e In the boundary conditions we let a = 1.

To state an existence result we have to make some regularity assumptions and com-
patibility conditions. In particular we have

(H1) g0 € HY(9);52(2) = 0,z € 905 2 (—sh(d0) + 22 + Ado) (v) = 0, Yz € 09,
(H2) Tp € H3(Q);T(2) = Z2(2) + To(z) > 0,Ya € 9Q; To(z) > 0,Vz € Q.

Finally, we introduce some Banach spaces which will be widely used throughout this
article.

Xy = C([0,7]; HY(Q)) N C'([0,¢*]; H*(Q)
X, = C([0,0 HX(Q))nCY([0,t*]; H(Q)
Vo= HX0,t5L(Q)NHY0,t*; HX(Q)),
W= HX0,0 H:(9)).

)N C*([0,7]; LA()),
)N HY(Q),

Using these conditions one can prove the following existence result (cf. [7, 13])

Proposition 1 Suppose (H1) and (H2) are satisfied. Then there exists a unique
global smooth solution (¢,1') € X1 X X, lo the equations (1)-(2) with the boundary
conditions (3)-(4). Furthermore, there exists a constant ¢+ > 0 such that T(z,t) >
e for all (z,1) € Q, and in the case (B) there exist constants 0 < ap < by < 1,
such that a;p < ¢(z,t) < byx for all (z,1) € Q.

In Section 2 of this article we will state the optimal control problem with state
constrains and discuss it. In Section 3 we will investigate the related observation
operator and prove its differentiability in the setting of Section 2. Finally, we will
derive the necessary conditions for optimality in Section 4 of this paper.

2 Optimal Control Problem

The state equations (1)—(2) give rise to several interesting optimal control problems.
In this article we want to control the state (¢,7) by using the source term v in
(2) and the boundary term w in (4) as controls. However, we want to put local
constraints on the state as well.

INRIA



Control Problems with State Constraints for the Penrose-Fife Phase-field model 5

In order to formulate this problem in a precise manner we need to introduce
some additional notation. We start by defining the cost functional

2

L2(Q
a3 2 ayg [ 2
5 ol + 5 : lw(®)l72(a0) 4,

2

(6, Tiv,w) = S [o(t) = o(t") o)

‘T—T

(23]
| t5 (6)

*

for given target functions ¢ € Xy and T € X,. Next let

W = {w eW: w(z,0)=1T(z), Yz e oQ;
w(z,t) > F, |wlz,t)| <k, V(z,t)€iQ},

where T is the function introduced by (H2) and § and k are suitably chosen positive
constants. We use this set to introduce

K=VxW

The set U,q of admissible controls is a closed, convex and bounded subset of K.
To state the local state constraints we use the constants 0 < Ky < K, and
K3 < K4 to define

Yaa={(¢,T) € Xy x Xy : Ky <T(x,t) < Ky N Kz < ¢(a,t) < K4, ¥(2,1) € Q},
(7)
the set of admissible states. Note, that this set has a nonempty interior.
We can now state the optimal control problem under consideration.

Optimal Control Problem (CP)

Minimize I(¢,T;v,w) under the following conditions:

1. (¢,T)satisfies the state equations (1)-(2) and the initial and boundary
conditions (3)—(5).

2. (T),“LU) € Uqq.

3. (Gb,T) € yad.

Remarks:

RR n2491



6 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

e Clearly the initial values (¢g, Tp) must also satisfy the constraints Ky < T'(z) <
Ky and K5 < ¢g(z) < K4 for all z € Q.

e The authors of [14] considered a similar but weaker control problem. In par-
ticular, they did not put local constraints on the state. Moreover, their treat-
ment focuses on the function s)(¢) = ¢ — ¢°. However, this latter restriction
can be easily removed and their argument extended to the cases (A) and (B)
investigated here (see [5], for a sketch of this argument). We can therefore use
their results whenever they are applicable.

In the study of the control problem (CP) it is useful to introduce the observation
operator 5. To do this we define the space of observations B by

B = (C([0,£]; H*(Q))) x (C([0,']; H*(Q))). (8)

Next define
S : K— B (9)
S (v,w)—(¢,T), (10)

i. e. S assigns to every pair (v,w) € K the pair (¢,T") which solves (1)~(5) for the
given v and w. Since X7 X X3 C B and by virtue of Proposition 1 this operator S
is well defined. Using this operator one sees that the cost functional I(¢,T;v,w)
depends only on the controls v and w i.e. we can rewrite it as

J(v,w) = 1(o, T;v,w)| 4 1y=5(0,w) -

In the following section we will study the properties of this operator 5. In Section
4 these properties will be used to derive the necessary conditions of optimality.

Remark: Since the authors of [14] did not consider state constraints, they could
use a larger space of observations with a coarser topology.

3 Differentiability of the Observation Operator

We now turn our attention to the observation operator § defined in (9)—(10). This
operator is well-defined, and — also due to Proposition 1 — there exist positive
constants a and v such that

I9llx, +ITllx, < a ¥(v,w)€ U, (11)

T(z,t)>v > 0, VY(z,t)€Qq. (12)

INRIA



Control Problems with State Constraints for the Penrose-Fife Phase-field model 7

Moreover, if so(¢) is of the form given in case B, there exist constants 0 < a; <
by < 1 such that
ape < @(x,1) <bey, V(z,1) € Q. (13)

In order to prove differentiability of the observation operator S one has to first
improve the stability result of [14]. To do this we let (¢;,T;) = S(v;, w;), i=1,2
and (v;, w;) € Uaa. We define b =p1—do, T =T =T, T = v1 —vg, and W = wy —ws.
Using these notations we have the following result.

Proposition 2 There exists a constant C' > 0 such that
_ 2 — 2 o 2
max. ([80f, + 70 w) + [ Jl] @

o5 o 7] + 70
+/Ot <H$t(t)H;+HTt(t)H;) it < CG(®,w), (14)

where

GWﬂa:AtOmmm§@m+H@@W+wwwW)ﬁ

+ BN + 111771 0,0n:2200)) + 2%, IO 4 o

(15)

Proof: From Theorem 2.1 of [14] we know that there exists a constant C > 0 such

that
— 2 — 2 T 2 [AaT. 2 T 2 p
. (o] + ol +T.) + [ (Bl + [7aol) @
AT 2 — 2 .
[ (ol +rel,) @ < cewm. (16)
where "
GE,T) = [T dt+ [Tl 0 200 - (1)
As in that paper T satisfies the following linear parabolic boundary value problem.
T,—A(TC) = 6106 — 620, +7, (18)
é—+T = Wlyq » T(z,0)=0, Veef,. (19)
on 50

RR n2491



8 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

where ( = (TyT;)™". Observe that we have ¢ € L®(Q) and V(; € L*(Q), because of
the regularity properties of T; from the existence and uniqueness results (cf. [7, 13]).
We can now take the time derivative of (18) and (19) to obtain

Ty — A (Tf)t = G110 — P2gy + 5? + 7y, (20)
= (21)
OT —_
a0

For the initial values of T, observe

Ty(z,0) = (A (TC) + G140 + ¢25t) (z,0)+v(z,0)
= 7(z,0).

Furthermore, we observe that

/Ot IF(OI? dt < e1G(T +/ I[7(t) (23)

by the previous results. To continue with our proof we multiply (20) by T; and
integrate the resulting equation over {2 to arrive at

- - B  a(cT
%%Hn(t)” + Jo VTV (COT()), dz - /89@(15)%@ (24)

< SR+ 5 [T

after applying (23) and Young’s inequality. The value of §; will be determined later.
Next we observe that

/ VT(1)-V (COT()), de = / V(1) ( Ct(t)T(t)+C(t)Tt(t)) da
Q Q
[ c@[VTuo| @+ [ TWVT0) Vato) da
Q
‘|’/ G(O)VTy(t) - VT(t) dz
Q
+ / TA(OVT(1) - V(1) da
Q

- /Q (O VT da+ (1) + B(1) + I5(1)

INRIA
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We can estimate the terms on the right of this last inequality individually as follows.

hOl < VT [T, g IVl 110

< 2T + % 1960y [TO] s g
LOL < VT [FTO] . g 160l 11y

<Slvraof + H@( Mooy [T gy
L] < Hwt | [T uvc (Dllz(a)

< 3 Vo] + g5, VOl [T
In each of these inequalities one can estimate the integral over ¢ of the second term on

the right via G(7,®@). The values for ¢; will be determined later. For the boundary
term we observe that

_ o (0(CT _ o
_/‘9“%7( g"))dx = T (< (@-T)) e
_ /39 Tt% (TCQ (T1 (wy = Ty) 4+ T (wy — Tl))) dz
/. Cdex_/a T(w-T) e~ [ CTawds
‘|‘/ Tl wQ—Tg)—|—T2 (wl 1))) dx

+/ TT (2 (11 (ws = To) + T (wy = Th)) da

/ T2 de + (1) + +7a(0) + Ja(0).
2191

We can again estimate the terms individually as follows.

05 ||= 2 2 2
B0 < F T, 0 + 50 (0O e+ [TO, 0 ) 16000y
FATTENL | 0 L2(89)+—Hwt( Maony -
5O < er [T, < 5 T +er o]

RR n2491



10 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

EXOTRESE 3 TC0! .
1 =2 9 2
26 HT L*(29) H (C (Ta (w2 = To) + T (w1 - Tl)))t L4(29) "

From the trace theorem and the Sobolev imbedding theorem (see, for example, [1]
for the Sobolev theorem for fractional exponents) we have the following continuous
imbeddings

{viv=ulagiue H(Q)} = HZ(0Q) = L}(09). (25)
Using this we can bound the time integrals of the second terms on the right by
G(v,w). After choosing the §;’s sufficiently small we combine all the estimates to
get after integration over ¢

sl +e [[rel, o < w5 |ro)f

IN

2
H(Q)

< CoG(7,@).

The result now immediately follows from elliptic regularity estimates.
In order to formulate the next result we introduce the sets

K*(v,w) = {(h,k) € V x W :3X > 0 such that (v£ M, w= Ak) € Una}, (26)
for (v,w) € Uaq.
Proposition 3 Suppose (H1) and (H2) hold and (v, w) € Uaa. Then the observation

operator
S: K — B,

has a directional derivative (¢,0) = Dy, x)S(v,w) in the direction K*(h,k). Fur-
thermore, at S(v,w) = (¢,T), this directional derivative (¢,0) € X1 X Xy is the
unique solution of the linear parabolic initial-boundary value problem

1 0]
w=80 = v -0 - 0,
0
et—A(ﬁ) = (¢¥) +h,
oy 00 .
(9_’11_07 %—Fg—k‘, 07209,

¥(0,z) = 6(0,2)=0, onQ

The corresponding result holds for the directional derivative D(_j, _pyS (v, w) at (v, w)
in direction (h,k) € K~ (v, w).

INRIA
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Proof: As in [14] we let
(6", T) = §(v+ Ah,w + AE).
Furthermore, we use the notation of the previous Proposition and let

_ — 1
A A

=¢ " —¢; T=T"-T,; = —.
5=¢"— o P (=7
Finally, define
It is clear that the linear parabolic system in the statement admits a unique solution
(¢,0) € X1 x X3. To continue suppose that (h,k) € K+ (v, w) and suppose that

there is a A > 0 such that (v 4+ A, w + Ak) € Uaq, VA € (0,)). We have to show
I(p, @)z = o(A), as A —0F. (27)

Using our notation p and ¢ observe the following system of linear parabolic boundary
value problems.

Ap = sh(6)— sh(0M) ~ k0wt L - gt ST FTC (29)
q — T
-5 (%) = ow+on+30,-a (7) (29)
d 7,
a—i:O; 8—Z—I—q:0; on 0@ (30)
0 = p(z,0)=q(z,0) (31)
We prove (27) in several steps.

Stepl:
In [14] the authors show that

mw(wwﬁp+wwwyaf(wmw%w«m@wwmmﬁgmscv,

0<t< e
32)

(
for a suitable constant C' > 0. We continue from there by multiplying (29) by (%)t

After integrating the resulting equation over  x [0,¢] we obtain
e |? 1 q Lo 7\ 9 (4
d = — ()| - — | — | =) dad
J, s+ gV (wmol - [ <T2> g () date (39
[ () i [

a
T

(34)

RR n2491



12 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

where f is given by

=2
thp-l-cbpt-l-%t—A (TTC) .

From Proposition 1 and the earlier estimates we see that

t*
[ 1)l ds < e,
0

for a suitable constant C;.Furthermore, we have

+*
/0

due to earlier estimates. For the boundary term we observe

9 <i) _ e (B _ 1)
on \T2) T2\T '
Therefore we have

50 <T2> an < ) duds , (; ) <1 - T) deds

qTy

2
F(S) ds S CQA4,

< 1%()
o [ [,7](5) o
< V<T2(t)) + es [lg(t)|

ds

(),

2 i
< at|[ ()| et +es [ laCol as

t
+ea [ 10 ony

In the last line of this estimate we used (25). Combining these estimates, using
Young’s inequality and choosing é sufficiently small we obtain

V&l + [

qt 2
T ds < 03/\4.

max
0<t<t*

INRIA
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It immediately follows

t*
2 2 4
m s < .
o, [la(t HH1+/O llgsll” ds < CaA

Step 2:
In the next step, we take the derivative of (28) with respect to ¢ to get

¢

e = Ape = (55(6) = s5(6") = Mt + (F = Fpa+ 7T - 9TC) .

T 7172

We observe that
wn|:\@a>—%wA MS ) |

‘(bt ( _ 50 /// _) ‘
+Js5( m+( s5(9))

Using the mean-value theorem one easily sees that

IN

+ |sg'(¢)¢ep|
el

t*
| IR ds < o,
0

for a suitable constant cg. Next we observe that

T, ¢ oT; ¢
= ]; pT; Tt?q QT—;Q ¢2 t‘|‘¢tTC__TtTQC

-I-Q%ﬁtf + %TQQ — ¢ TC¢ — dTi¢ — T

Since both ¢; and T; are elements of C([0,¢*]; H(2)) we see that

t*
[ 1B ds < e,
0

(36)

(38)

for a suitable constant ¢7. So if one multiplies (36) by p; and integrates the result

over £ X [0, ] one gets immediately

t *
2 2 <O 4
qmax [pO° + [ lIps)lfn ds < Caa

We can now apply the standard elliptic regularity estimates to get

2 4
m <cC .
on2x, [Ip(1)ll= < Co

RR n2491

(39)

(40)



14 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

Furthermor, we can multiply (36) by py, integrate the result over Q x [0,¢] and use
(37) and (38) again to get

t*
2 2 4
<C
qmax [l + [ IpaCs)l” ds < ox% (41)
for a suitable constant C.
Step 3:

To continue we take the time derivative of (29) to obtain

w - () = Fue0), (42)
t

where

. T?
Py = (abtp t épi+ 3, — A (TC)) .
t

To simplify notations we introduce Q: = %, which has the same properties as (. We
observe that

A(T*), = 2T AT +4CVT - VT, + 4TVT - V(4 2TCAT, + 4TVT, - V¢
. 2. a9 4
+2TT AL +2|[VT| G+ 20TAT +4TVT - Vi, + T AL,
Using the results of Proposition 1, we can bound HT(t)HH2 by cgA for a sufficiently

large constant cg. Furthermore, we know that 7 has the same regularity as Q: which
enables us to bound terms of the form

>
/0 HTHH2 ds, and max

0<t<t*

(0],

by constants. Combining these properties we see that

[ 18,0 ds v

for a suitable constant ¢jg. It follows that

t*
| 1Fato)l ds < s, (43)

INRIA
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We multiply (42) by ¢; and integrate the result over  x [0,1] to get

—H 1>+ /t*/v <i) dxd<—/t*/ i<i) duds
qt e T2 t i 0 0 Qtan T2 t
1 1
t* 2 t* 2
s(/ qu,t(s)u?ds) (/ (o)1 ds) < e,

for a suitable constant ¢;5. We next observe that

t* t*
q ql;
/0 /qut v <ﬁ)t duds / / Vg -V <— - QF) duds

- el -
t*
—2/ / Vg, - (TSVT—I— —Vq) dzds
t* T,
+2/ /Vqt ( Tty —%VTt) dzds

One sees that the mixed terms on the right can be treated via Young’s inequality,
and that we can use the fact that

t*
/0 lal%s ds < e1a),

and the other earlier estimates on ¢. Finally we observe

t* d (q ¢ 1 d¢ . q OT)
Jo foean (22) e = [ Lo (e 275 ) e

t* ;
2 — - -2 L) dad
+ / /8th< T4 on T30n T3 on vas

1 dT
qqz 0 t T; 5T)
-2 — — | dzd
/ /ngS(t on 3T23n vas

In the first term we observe that

1 0T o
1+2Tﬁ € L>(0Q).

RR n2491



16 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

In the second term one has

1 oT, T, T 2 e oo
- <Tt—|— o 350—) € L}(0,1% L°(09)).

Using this we get

q4q: Tt T; 3T>
T + — — ) dzd
50 T3 ( ¥ on 3T2 an vas

1
2

2
q
L2(89

)”‘Z”;(am ds)

t*
§C9(/
0

HQ(t)H?:?(aQ) < Crot.

This implies that we are left to treat estimate of the form

+*
/;

T

Observe that

‘]t2

T

ds.

12(39)

We do this by using

t* t* ot
| 6oy ds <8 [ INg@IF ds+ ¢ [ gl ds.

for a suitable constant ¢'. We can now combine all these estimates and use the
properties of T to conclude

t*
2 3
max a(l+ [ [Val? ds < (44)

for a suitable constant C;. From elliptic regularity estimates it follows, that the
same estimate holds for

2
on2x, Nz -

This finishes the proof of the proposition.

4 Optimality conditions

We return to the optimal control problem (CP) of Section 2. We introduced the
non-linear observation operator S (9)—(10). We can write S in components (57, 52)

as follows.
- (33)- (2

INRIA



Control Problems with State Constraints for the Penrose-Fife Phase-field model 17

Proposition 3 states that this operator is Gateaux differentiable with Gateaux deri-

vative
psnn= (PR ) - (3).

given by the following system of linearized equations

1
v=a0 = v -0 - 0, (47)
0
0-2(75) = (@v)+h (48)
0 a0
a—f =0, n +6=Fk, on0Q, (49)
¢(0,z) = 6(0,z)=0, onQ (50)

An application of the Lagrange multiplier rule implies that there exists A > 0 and
Borel measures pq, g, i3, tta, with the properties:

mi({(z, 1) € §|T($7t) #Ki})=0,i=12, (51)
pi({(z, 1) € @M(xvt) # K;})=0, i=3,4, (52)

such that

A+ g ] 4 2| + |ps| + |ual > 0,

where |u;|,i = 1,...,4, denotes the norm of the measure ;.

The constants K; are the ones given in the state constraints (7). To continue,
we denote p = g — po,V = Uz — 4.

The abstract optimality system for the control problem under consideration is
given below by (%) and (##). The first condition takes the form

(+) V(G ) € Yaus [(n-Thdn+ [(C=¢)iv <0,
where (¢,7) = S(v,w) is a solution to the state equations for optimal controls
(v, w) € Upa.

For the second condition,we recall the notation. We denote by I(¢,T;v,w) the
cost functional, i.e. J(v,w) = I(S1(v,w), S2(v, w);v,w), then the gradient of the
cost functional, with respect to the controls takes the form

(DJ(v,w),(h,k)) = (DiI(¢,T;v,w),D15(¢, T)(h,k))
+ (D(¢,T;v,w), D25(¢, T)(h, k)
+ (Dsl(¢,T;v,w),h)+ (Dal(¢,T;v,w), k).

RR n2491



18 Werner Horn, Jan Sokolowski, Jiirgen Sprekels

The second optimality condition is of the form

(xx)  AXDJ(v,w),(h—v,k—w))+ ((DS2v,w)]"(h — v,k — w)], 1)
+([DS1(v,w)|*(h — v,k — w)],v) >0,
for all (h,k) € Uaa, where [DS;(v, w)]* denotes the adjoint to [DS;(v,w)], i = 1,2.

Assuming that the Slater condition is satisfied, we can take A = 1. In the
present case the Slater condition () means, that there exists an optimal control

(ho, ko) € Uaa such that for all (z,t) € Q,
Ky <T(z,t)+ [DSo(v, w)(ho — v, ko — w)](z,1) < Ky
K3 < ¢(z,t) + [DS1(v,w)(ho — v, ko — w)](z,1) < K4

Furthermore, an adjoint state is introduced in order to simplify the latter optimality
condition. To this end, we rewrite the linearized equations in the form.

L11() + L12(0) = 0, (53)
L21() + L22(0) = h, (54)
with nonhomogeneous boundary condition
00 ,
an +6=~Fk, onodQ, (55)
where we denote
1
Lu() = vi- a6 - ¢ (7 - 54(6)) (56)
_ ¢
L12(80) ﬁﬁ, (57)
La1(¥) = = (o), (58)
0

Therefore, for any functions (¢,p) € V x V it follows that

(L11(¥) + L12(8),q¢)v = 0,
(L21(¢) + L22(0), p)v = (h,p)v,

and the latter term, by an application of the associated Green formula, can be
written in the form

(L22(8), p)v = A(0,p) — £ (% + 9,]0) (60)
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with an appropriate bilinear form A(-,-), and a boundary form £(-, ), which will be
specified below. In particular, for % + 8 = 0 it follows that

(£22(0)7P)V = A(evp) :
Hence, the system becomes

(L11(%) + L12(0),9)v = 0,
(L21(¥),p)v + A0, p) = (h,p)v + L(k,p).

In order to identify the boundary form ¢(k,p), we need Green formulae for the
subsequent terms in the scalar product of the space L?(Q) which are given below.

() )~ (6 5 )

and, in view of the boundary conditions, it follows that

e (72) )
- a._ \ 79 7¢
<0n T2 L2(BQ)
1 0 1
(o) ()
<( )T2 L2(59) onT* ") 12(00)

1 o 1 1
= 0<—___)7¢) _<k_7¢) .
( T2 d*n T2 L2(BQ) T2 1.2 (39)
Similarly,
0 0
(0 (7)) @), = (7))
< T2 (@) 12(Q) T* 12(Q)
0\ 0¢
-(a(%) 50

< T2 on L2(8Q)

and
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We have also the following relation on the boundary 99, (cf. [12]),

0 7] 0 7] 92 6
A(ﬁ)—AF(ﬁ)+“a—n<ﬁ)+W<ﬁ) :

where Ar is the Laplace—Beltrami operator on I' = 92 and where x denotes the
tangential divergence of the normal vector field on I', i.e. kK = divpn, in the notation
of [12].

The adjoint state equations are introduced in the following way. Assume that
the functions (¢,p) € V x V satisfy the following variational equation

(L£11(C)s v+ (L12(n), Qv + (L21(C), p)v + (L22(n), p)v
= <D11(¢,T;v,w),C>+/Cdv+<Dzl(¢7T;v,w),n>+/nd#€61)

for all sufficiently smooth functions (,n satisfying homogeneous initial conditions
and the homogeneous boundary conditions

9¢ o

—= =0 d—+n=0. 62
Using the Lions projection theorem, see e.g. [15] for a variant of this theorem, one
can show that these functions are uniquely determined.

The system (61) can be rewritten in the form

(En(© v+ (Laalnay + (£ar(C)pv + Al p)
= (D6 T30,w0), O+ [ Gy + (Dal(6,Tiv,w)m) + [ ndn,

where the boundary condition g—z + 1 = 0 is imposed directly in the equation.
If we replace (,n by ¥, 7, it follows that

(D1I(¢, Tsv,w), )y + (D2(¢,T;v,w),0) —}—/Hd,u—l—/z,bd.l/
(L11(¥); v + (L12(8), Ov + (L21(9), p)v + A6, p)
(L11(¥); v + (L12(8), ¢)v
+(L21 (V) + L22(0),p)v + Lk, p)
= (h,p)v +Uk,p) .

Using the above construction, it follows that for A = 1 the necessary optimality
conditions can be rewritten in the following form.
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Theorem 1 Assume that condition (5) is satisfied. Then there exist p,v and the
adjoint state (q,p) such that the optimality system for the control problem includes
the state equation, the adjoint state equation, and the condition (x), as well as the
following condition

(D3l(¢,T;v,w),h—v) + (h—v,p)y
+ (Dal(¢,T;v,w),k—w)+ Lk —w,p)>0

for all (h,k) € Uaa.
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