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Abstract: We give a Taylor expansion for the mean value of the canonical stationary state variables {W, } = {X,, — T\
g Y. P y

of open (max, +)-linear stochastic systems with Poisson input process, that is systems with (transient) state variables {X,, }

satisfying the vectorial recursion X, 11 = A, X,, ® Bn41Tn41 in this algebra, where {T), } is a Poisson point process, and

{A,} and {B,} are sequences of random matrices satisfying certain independence properties.

Probabilistic expressions are derived for coeflicients of all orders, under certain integrability conditions: the k-th coefficient
in the Taylor expansion of the i-th component EW} of EW,, is the expectation of a polynomial pk_,_l(Dé, ey D}'C), known
in explicit form, of the random variables Dé,...,Di, where D}, = (A_1...A_,B_,)". The polynomials {p;} are of
independent combinatorial interest: their monomials belong to a subset of those obtained in the multinomial expansion;
they are also invariant by cyclic permutation and by translations along the main diagonal.

The method for proving these results is based on two ingredients: a) the (max, +)-linear representation of the stationary
state variables as functionals of the input point process; b) the Taylor expansion representation of functionals of marked
point processes, and in particular of Poisson point processes.

Several applications of these results are proposed within the framework of stochastic Petri nets. It is well known that
(max, +)-linear systems allow one to represent stochastic Petri nets belonging to the class of event graphs. This class
contains various instances of queueing networks like acyclic or cyclic fork-join queueing networks, finite or infinite capacity
tandem queueing networks with various types of blocking (manufacturing and communication), synchronized queueing
networks etc. It also contains some basic manufacturing models such as Kanban networks, Job-Shop systems etc. The
applicability of this expansion method is discussed for several systems of this type. In the M/D case (i.e. all service
times are deterministic), the approach is quite practical, as all coeflicients of the expansion are obtained in closed form.
In the M/GI case, the computation of the coefficient of order k can be seen as that of joint distributions in a stochastic
PERT graph of an order which is linear in k, a problem for which no polynomial algorithms are apparently known. We
nevertheless show that expansions of limited order can be obtained in explicit form along these lines.

Key-words: Stochastic Petri net, point process, stationary regime, Pollaczek-Khinchine formula, M/GI-type queues,
response time.
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Développements de Taylor pour les systémes (max, +)-linéaires
avec des entrées de Poisson

Résumé : Nous donnons un développement de Taylor des valeurs moyennes des variables d’état canoniques {W, } =
{Xn — Tn} d’un systéme stochastique (max, +)-linéaire ouvert avec des entrées formant un processus ponctuel de Poisson,
c’est & dire d’un systéme de variables d’état {X, } satisfaisant les équations de récurrence vectorielles X, 11 = A X @
B, +1Th+1 dans cette algebre, olt {7, } est un processus de Poisson, et {A,} et {By} sont des suites de matrices aléatoires
vérifiant certaines propriétés d’indépendance.

Nous obtenons des expressions probabilistes pour les coefficients de tous ordres sous certaines conditions d’intégrabilité:
le coefficient d’ordre k du développement de Taylor de la iéme coordonnée EW; de EW,, est donné comme l’espérance
d’un polynoéme pk+1(D(i], .. .,D;-C), dont on a une forme explicite, ot D} = (A_1...A_, B_,)". Les polynémes {p;} on
d’intéressantes propriétés combinatoires: leurs monémes appartiennent & un sous-ensemble des monémes du développement
multinémial. Ils sont aussi invariants par permutation circulaire et par translation le long de la diagonale principale.

Les outils mathématiques qui sous-tendent ce résultat sont de deux ordres: a) la représentation (max,+)-linéaire des
variables d’état stationnaires sous forme de fonctionnelles d’un processus ponctuel; b) le développement de Taylor de
fonctionnelles de processus ponctuels, et en particulier de processus de Poisson.

Nous proposons plusieurs applications de ces résultats a I’analyse quantitative de réseaux de Petri stochastiques. Il est
bien connu que les systémes (max, +)-linéaires correspondent a la classe des graphes d’événements. Cette classe contient
plusieurs exemples de réseaux de files d’attente comme les réseaux avec fission-fusion, cycliques ou acycliques, les réseaux
de files d’attente en série avec capacité finie ou non, et divers types de mécanismes de blocage, les réseaux synchronisés
etc. Elle contient aussi certains modéles de base de productique comme les réseaux de type Kanban. Nous montrons en
détail comment appliquer cette méthode sur plusieurs exemples de ce type.

Dans le cas M/D (tous les services sont déterministes), I’approche proposée donne des coefficients de tous ordres sous
forme explicite. Dans le cas M/GI, le calcul du coefficient d’ordre k peut &tre vu comme le calcul des caractéristiques
d’un graphe PERT dont la taille est linéaire en k, un probléme pour lequel on ne connait apparemment pas d’algorithme
polynémial. Nous montrons néanmoins que des développements d’ordres limités peuvent étre calculés de maniére explicite.

Mots-clé : Réseau de Petri stochastique , processus ponctuel, régime stationnaire, formule de Pollaczek-Khinchine, file
d’attente de type M/GI, temps de réponse.
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1 Introduction

Under the notion of an open (max, +)-linear stochastic system one understands a sequence {X,} of
random vectors satisfying the recursion X, 11 = A, ® X;, ® Bp+1 ® T),+1 where the addition @& means
taking the maximum and multiplication ® means +. {T,,} is an increasing sequence of real-valued
random variables, and {A4,} and {B,} are stationary sequences of random matrices. Such systems
allow one to represent the dynamics of stochastic Petri nets belonging to the class of event graphs (see
[2, 6]). In particular, this class contains various instances of queueing networks like acyclic or cyclic
fork-join queueing networks, finite or infinite capacity tandem queueing networks with various types
of blocking (manufacturing and communication), synchronized queueing networks etc. It also contains
some basic manufacturing models such as Kanban networks, Job-Shop systems etc. In all these models,
T, is the arrival epoch of the n-th customer in the network and the coordinates X! of the state vector
X, = (X},...,X%) represent absolute times (like the beginning of the n-th service in the i-th queue)
which grow to infinity when n increases unboundedly. For this reason, one is actually more interested
in the differences W} = X! — T, (like the waiting time of the n-th customer until the beginning of his
service in queue %), which are expected to admit a stationary state W? = lim,_.o W under certain
rate conditions. Unfortunately, in many cases it is impossible to determine characteristics of the random
vector W = (W1,...,W%) in closed form. Even for the expectation vector EW = (EW?!,... EW?),
analytical formulas are known only for a small number of rather specific models, see e.g. [15]. This
unsatisfactory situation motivated our research to derive a method which makes it possible to determine
an expansion for EW.

Assuming that {T,,} is a homogeneous Poisson process with intensity A and that the sequences {4,}
and {B,} have certain independence properties, we derive a Taylor expansion for EW with respect to
the arrival intensity A, where we use a general method which consists in expanding the expectation of
a vector-valued functional of a marked point process. For univariate (non-marked) point processes, this
concept has been developed in [9] starting from a corresponding first-order expansion obtained in [3].
Related higher-order expansions for functionals of independently marked Poisson processes have been
considered in [20, 26, 29], and for more general marked point processes in [10, 12], see also the survey
given in [13].

Under certain monotonicity and integrability conditions on {A, By, }, we derive a probabilistic expression
for the coefficients ¢}, of all orders k of the expansion

EW’ =) i\ + 0™,
k=0

Namely, we show that c}.c = ]Epk+1(D3,D{.,...,D}'C) where D? is the i-th component of the random
vector D, = A 1®...@ A_,®B_,. The mappings p;, : IR¥ — IR are polynomials which are determined
explicitly. They are of independent combinatorial interest. Their monomials belong to a subset of those
obtained in the multinomial expansion; they are also invariant by cyclic permutation and by translation
along the main diagonal.

The idea of deriving Taylor expansions for characteristics of continuous time Markov chains is not
new. We have extended this approach to non-Markov systems by using techniques originating in the
theory of perturbation of point processes. The expansion method considered in the present paper and in
[3, 9, 10, 12, 13, 20, 26, 29] is based on the integration of certain kernels over factorial moment measures
of the underlying point process. An important feature of this new approach is that its application is
not limited to systems with only one or two unbounded coordinates (like for instance complex-variable
techniques, which are essentially limited to two unbounded coordinates). Future research will bear on
the extension of this computational point-process approach to the derivation of expansions for Laplace
transforms and higher moments, and eventually to the case of networks with non-Poisson input processes.

RR n° 2494



4 F. Baccelli € V. Schmidt

One can find several other earlier attempts to approximate characteristics of queueing systems by ex-
panding them into a series, see e.g. [7, 8, 22, 23, 24, 30, 32]. The main features of our new approach
based on factorial-moment expansions are the following:

e it applies to multidimensional M/GI type models, whereas earlier approaches apply essentially to

the M/M case;

e it applies to a class of systems ((max, +)-linear systems) which is defined via its structural proper-
ties, and not via properties of its Markovian generator.

Besides some cases of small dimension, which were shown to be analyzable via Markovian techniques
([28]), the only case in which the stationary (or more precisely the periodic) regime of such multidi-
mensional (max, +)-linear systems is known in explicit form, seems to be the purely deterministic case

([6, 17, 18]).

The applicability of the derived algorithm to determine an approximation of EW is discussed for several
examples of queueing networks. In the M/D case (i.e. all service times are deterministic), our approach
is quite practical as all coefficients of the expansion are obtained in closed form. In the M/GI case, the
computation of the coefficient of order k can be seen as that of joint distributions in a stochastic PERT
graph of an order which is linear in k, a problem for which no polynomial algorithms are apparently
known.

The paper is organized as follows. In Section 2 some preliminaries are given including the basic recurrence
equations and the (max,+)-representation of stationary state variables. Section 3 contains the main
expansion formula and the conditions under which this algorithm works. General properties of the
polynomials py, appearing in the coefficients of the expansion are stated and the polynomials py,p2,...,ps
up to order 5 are calculated explicitly. In Section 4 we discuss several examples of discrete event systems
the state variables of which satisfy the basic recurrence equations, in particular stochastic event graphs
such that all places and transitions are FIFO. For practical examples of queueing, communication and
manufacturing systems that fall in the class of stochastic event graphs it is demonstrated how expansions
of EW can be found. The general method of factorial-moment expansion is stated in Section 5, together
with the proof that it is allowed to use this method for expanding EW. Section 6 is devoted to the
calculation of the mappings py which appear in the expansion coeflicients. First we show that the pg’s
satisfy a recursive integral equation and next we derive an explicit polynomial solution of this equation.

2 Preliminaries

2.1 Basic Equations

The basic reference algebra throughout this paper is the so-called (max,+)-algebra on the real line IR,
namely the semi-field with the two operations (@, ®), where @ is max and ® is +. As in the conventional
algebra, ® has priority over @ in all arithmetic expressions.

Let @« € IN = {1,2,...} be any given natural number. The main topic of this paper is the set of
a-dimensional vectorial recurrence equations

Xnt1 =4, @ X0 ® Byy1 ® T, (1)

with initial condition X, where

INRIA
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{T.} is a non-decreasing sequence of real-valued random variables (the epochs of the arrival point
process — a Poisson point process in most examples below);

{A,} is a sequence of @ X @ random matrices with real-valued random entries;

{Bn} is a sequence of & X 1 random matrices with real-valued random entries;

{X,} is the sequence of @-dimensional state vectors;

For convenience, we denote the entries of a matrix A by A; ;, and the components of an (a-dimensional)
column vector X by X*, i.e. considering X as an a X 1 matrix we have X;; = X*. Asin the conventional
algebra, we use the same symbols &,® to represent the sum and the product of two reals and two
matrices, respectively. The ®-product of two matrices, say A of size p X ¢ and B of size ¢ X r is the p X r
matrix A ® B with entries

q
(A® B);j =P Air ® By ; (2)

k=1

and the @-sum of two matrices, say A and B both of size p x ¢q is the p X ¢ matrix A @ B with entries
(A® B)ij = Ai; ® Bi;. (3)

Various examples of discrete event systems with state variables satisfying an equation of type (1) are
provided in Section 4.

In all the applications presented below, the coordinates of the state vector X,, represent absolute times
(like the beginning of the n-th service in a queue) which grow to infinity when n increases unboundedly,
and one is actually more interested in the differences

Wy, = X, — T, (4)

(like the waiting time of the n-th customer until the beginning of his service in queue ¢, see Section 4.2),
which are expected to admit a stationary regime under certain rate conditions. Let 7, = Tp41 — 1)y,
n > 0. By subtracting T},+1 on both sides of (1), it is easily checked that the (new) state vector W,
given by (4) and being of dimension « as well, satisfies the linear evolution equation

Wiy = An ® C(Tn) ®@ W, @ Bny1, (5)

where, for all z € R, C(z) is the a X o matrix with all diagonal entries equal to —z and all non-diagonal
entries equal to € = —oo.

Although, in this paper, we will focus on the case when ) ér, is a stationary Poisson process, for the
moment let us consider the more general model where ) &(T,,A,,B,) 18 an arbitrary stationary and
ergodic marked point process NV on the real line, defined on a probability space (£2, F, P), and such that
(A, By,) is a mark of point T,,. We further assume that (2, F, P) is equipped with a group {#:}icr
of measurable shift operators 0; : @ — Q such that P is invariant with respect to {6;} and that N is
consistent with {6;}, i.e. Pof; = P and N o §; = N(- 4+ t). Moreover, we assume that N is simple, i.e.
with probability 1 there are no multiple points, and that N has a positive and finite intensity A. Point
processes on the real line and, in particular, queueing systems with arrival epochs forming a stationary
ergodic marked point process were studied in [4, 19, 25]. An important special case of that is the case of a
renewal arrival process and an independent (i.i.d. or Markovian) sequence {A,,, By, }, which is sometimes
referred to as the renewal-Markov case.

RR n° 2494



6 F. Baccelli € V. Schmidt

Let P° denote the Palm probability of N, and @ the discrete (pointwise) shift associated with the
continuous-time shifts 6;. By Tp we denote the smallest non-negative point of N, i.e. P*(Ty = 0) = 1
and T, n < 0 is the n-th point of N on the negative half-line IR~ = (—o0,0). Let A = Ay and B = By;
so for all integers n

A, =A0f", B,=Bo#", P°as. (6)

Similarly, let C = C(7y), i.e. C(1,,) = C 0 8™ under P°. Note that the sequence {A,, B, } is stationary
both under P and P° provided that {T,,} and {A,, B, } are independent.

The following result is proved in Chapter 7 of [6]:

Theorem 1 Assume that the matrices A,, B, are P°-integrable. If p < 1, where p = Aa and a is the
mazimal (max, +)-Lyapunov exponent of the sequence {A,}, then the sequence W, couples P°-a.s. with
a unique stationary sequence {W o 0™} on (Q,F,P°), where W is the unique finite random-variable
solution of the functional equation

Wob=ACQW @& Bol, (7)
which is given by the following matriz-series:
W=BaoPAoh '®@Cof '®...9 Ao "®Col "@Bol " (8)

n>1

Remark Since C(z) commutes with any matrix, W admits the following equivalent representation:

W=5Ba@C(-T-.)® Dy (9)
n>1
where
D,=41®...A_,® B_,. (10)

The main object of this paper are characteristics of the law F° of W under P°. In a single-server
queue, F'° boils down to the distribution of the stationary actual waiting time. In some cases, one is also
interested in the law F' of W as defined in (9) under P. This is the law of the X, vector that a tagged
customer arriving at time 0 would experience , superimposed to the time-stationary arrival pattern. In
a single-server queue, F' boils down to the distribution of the stationary virtual waiting time. If N is
Poisson, then F and F° coincide provided the marks are independent of the epochs of N.

3 Main Results

‘We show that under some assumptions stated below, the expectation EW of the stationary state variable
W given in (9) is finite and that the components of EW can be expanded into a power series with respect
to the arrival intensity A. Moreover, we derive an explicit polynomial expression for the coefficients of
this expansion.

As we will see in the next section (see particularly Lemmas 1 to 3), the assumptions stated below are
satisfied whenever the recurrence equations (1) originate from a so-called open stochastic event graph.

INRIA
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3.1 Support and Monotonicity Assumptions

We assume that each entry of A, is either a.s. non-negative or a.s. equal to ¢, i.e.
(An)i,j Z 0 or (An)i,j =g, a.Ss. (11)

and that all entries on the diagonal of A,, are non-negative, i.e. (4,)s; > 0.
We also assume that there exists an integer 0 < o’ < @ such that the first @’ coordinates of B, are

non-negative, i.e. Bi > 0 for all 7 < . Moreover, the a-dimensional vectors Dy, Dy,... with Dy = B,
and
k
Dy, = (®A_n) ®B_ for k>1, (12)
n=1

are assumed to be such that

0<Di<Di<... (13)

foralli=1,...,c.

3.2 Stochastic Assumptions

Throughout the rest of this paper we assume that {T,} is a stationary Poisson process with intensity A,
and {A,, B, } is a stationary sequence of random matrices which is independent of {T,}. Besides this
we will assume that for » € IN large enough,

A<r []E mza,x{(Afl ®A2®...0A_,®(B_,® O))Z}] - ) (14)

where O is the a-dimensional column vector with all its components equal to zero. We also assume that
for the same r as above, {H,} with

H, = mz_ax { (A—(nr+1) ® A—(_nr+2) R...Q A—(n+1)r ® (B—(n+1)r S5) O))Z} (15)
is a sequence of 1-dependent random variables. Finally, we assume that
E [(Ho)™] < o (16)

for some m € IN.

3.3 Main Theorem

Theorem 2 Under the above assumptions on {Ay, By}, for all 1 <i < d/,

k=0

The functions py, are the following polynomials:

io i1 k1
(i0,01,enie—1) T0_ T2 ZTr—1
Pr(To, T1,. .o, Tpo1) = > (—1)awCortsie=) Wl el (18)

(30yi1yeryik—1) ESk

RR n° 2494



8 F. Baccelli € V. Schmidt

where
Sk = {(io,il,...7ik_1) S {0,1,}k : io +Zl + ... +ik_1 =k andif is =1 > ].,
then Z‘371 = ’L.S,Q = ... = isfl+1 = O},

(the s — j are modulo k) and

k—1
qrlios ... yig—1) = 1+ Y 1(iy > 0).
s=0

In particular, we get

1 \
P1(T0) = zo, p2(zo,z1) = 3 [$%+$%—2z0z1], (19)
1
p3(zo, 1, 22) = G [z5 + 23 + 23 — 3(z3z1 + 2322 + 23T0) + bTo172] (20)
1
p4($07$1,$2,$3) = ﬂ [mg + I;l_ + m% + mg

.3 3 3 3, 2.2 22
—4(zpz1 + 22 + TH23 + T520) — 6(THT5 + 723

+12(:v§$1$2 + $%$2w3 + $§$3$0 + a;ga:owl) — 24w0:v1$2:v3] (21)

1

:m [zg+m?+ﬂ:g+zg+zi

ps (0. T1, 2, T3, 24)
—5(zgz1 + TiT9 + T3T3 + T3T4 + ThT0)
—10(zga’ + eief + wyei + w3zf + viel)
+20(1:31:1$2 + E?iﬂgiﬂg + wgﬂ;3w4 + m§z41:5 + 1:23;01:1)
+30($g$§1}3 +2ixizy + 250izs + izl + mim%mg)
—60(3;3:1;1.12.13 + .7:%.7:2.7:31'4 + .7:%3;31'4:1;5 + J;%J;ﬂ:oml + .7:2.7:0.7:1:1;2)
—120$0.’B1$2$3$4] . (22)

The proof of Theorem 2 is given in Sections 5 and 6. First, in Section 5, a general expansion technique
for functionals of marked point processes is used in order to show that an expansion of EW? of the form
(17) exists. The polynomial representation (18) of the coefficients ]Epk+1(D3, Di,... ,D};_) is derived in
Section 6. In particular, it is shown that (17) is equivalent to

EW* =Epi(D§) + Y MEpi11(0, D - D,..., D} — Dj) + O™ ). (23)

k=1

However, before stating the proof of Theorem 2 in detail, we give some examples of application in Section

4.

Remark We found no earlier use of this class of polynomials in the literature. Below we summarize
some of their key properties (see also Section 6):

1. The polynomials pg, k > 1, are invariant with respect to circular permutation, i.e.

pk(mOafEla s amk—1) ZPk(ml,mz e 7‘7310—17-750)

for all zg,...,z,_1 € IR.

INRIA



Taylor Ezpansions for Poisson Driven (max,+)-Linear Systems 9

2. The polynomials py, k > 2, are l-invariant, i.e. for all ¢t € IR,
pk($07$17 o 7$k71) = Pk(CEO + t’ 1+ t7 ey Tp—1 + t)

3. The polynomials py, k > 1, satisfy the integral recurrence relation:

Tn41 —Zo
pk+1(ZEO’ZE1’... E / pk Lo, - .L(),J?,H_]_ —’IL,...,J?]C—’IL)
Tp—o
n
—pr(zo,---,T0, Tng1 —Uy..., Tp—1 — )| du.
N——
n+1

4. For all k£ > 2,

pe(0,...,0)
pk(l,...,k)

N = O

5. For all t € IR,
pr(tTo,tTy,. .. tT—1) = tkpk(l'oa L1, Tho1).

4 Examples

In this section we provide several examples of discrete event systems with the state variables satisfying
a vectorial recurrence equation of type (1).

4.1 Stochastic Event Graphs

A Petri net is defined as a tuple PN = (P,7,F, M), where

P ={p1,p2,...,pp} is the set of places

T = {u1,us,...,ug} is the set of transitions

F C(PxT)U(T x P) is the set of arcs

Mo :P —{0,1,2,3,..., M} is the initial marking.

A Petri net is an event graph if each place has not more than one input and one output arc. A Timed
Petri Net is a net with firing times associated with the transitions. The firing time of a transition is the
time that elapses between the starting and the completion of the firing of the transition. If firing times
are random variables, we speak of a Stochastic Petri Net. A typical situation is that when the sequence
{ol ... 0P}, where ¢ is the n-th firing time of transition i, is i.i.d. In what follows, these independence
conditions are assumed to be satisfied and will be referred to as a GI-stochastic event graph later on.
This admits as a particular case the situation when the successive firing times of transition ¢ are i.i.d.
for all ¢, and in addition, the firing times of the various transitions are all mutually independent.

Besides this we always assume that the expected firing times are finite. We remark however that all our
arguments used below (in particular, those used in Section 5.3) remain true in the case when the n-th
random firing times of several transitions are realized at once and, therefore, are not independent. In

RR n° 2494



10 F. Baccelli € V. Schmidt

this way, the tandem queues with identical successive service times considered e.g. in [14, 27] can also
be investigated by our expansion results. Moreover, our arguments easily extend to the case that within
the sequence of n-th, (n + 1)-th,... firing-time vectors there is a correlation structure of finite range.

To any stochastic event graph, we associate a set of random matrices Ag(n), A1(n),...,Au(n), all of
dimension (3 x 3, defined as follows: M < oo is the maximal initial marking. The entry 7,j of matrix
Ap(n) is the firing time ¢}, _, of the (n — k)-th firing of transition u;, whenever there is a place p with
k tokens in the initial marking, and a path u; — p — u; (namely an arc from u; to p and one from p to
u;). If there is no such place, this entry is given the value ¢ (= —o0).

To the above event graph, we may add an input structure, namely an input transition v with no input
arcs, input places that connect u to the internal transitions of the net, and a real-valued increasing
sequence input function T, (with the interpretation that T, is the epoch of the n-th external arrival to
the input transition u). For the sake of simplicity, we will assume that all input places have a 0 initial
marking, so that M will again denote the maximal initial marking in all places (including input places).
Associated with such a structure goes the sequence of matrices By(n), of dimension §x 1, defined as
follows: the entry ¢,1 of matrix Bo(n) is 0 whenever there is an input place p and a path v — p — u;,
and ¢ otherwise.

The following results are taken from [2]. Theorem 3 concerns FIFO event graphs, i.e. event graphs such
that all its places and transitions are FIFO. A sufficient condition for the event graph to be FIFO is
that the matrices A;(n) have no ¢ on their principal diagonal. We will also assume that this condition
holds. A deterministic event graph (i.e. all internal transitions have a constant (deterministic) firing
time sequence, the value of which may depend on the transition) is always FIFO, even whenever the last
condition is not satisfied.

Theorem 3 For any FIFO event graph, let =%, denote the epoch when transition u; starts firing for the n-
th time, and let z,, be the column vector given by z', = (zL, 22, ... 28), where z',, denotes transposition
of .. Then the x., satisfy the following (max, +)-recurrence equation, for alln > M:

T, = @ Ar(n) ® Tp—r ® Byo(n) @ T, (24)

k=0

with the initial conditions To,x1,...,Trp—1.

Theorem 4 concerns FIFO deadlock-free event graphs, i.e. event graphs such that for each marking
v:P —{0,1,...} reachable from the initial marking M, and for each transition 7 € 7, there exists a
marking p : P — {0,1,...} which is reachable from v such that 7 is enabled from p. A necessary and
sufficient condition for the event graph to be deadlock-free is that the matrices Ag(n) are strictly lower
triangular for an appropriate numbering of the transitions, i.e. all entries ¢, j of the matrices Ag(n) with
1 < j are equal to €. In that case, we define the following matrices:

e Aj(n) is the 8 x f matrix
Aj(n) = P A5 (n), (25)
E>0

where, for all A, A" = E is the (max, +)-identity matrix (i.e. all diagonal elements are 0, and all
non-diagonal ones are ¢), and A**1 = A* @ A. The series defined in (25) converges whenever Ay (n)
is strictly lower triangular;

INRIA
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e Aj(n) is the B x B matrix

Zk(n) = A;(n) ® Ak(n); (26)
e By(n) is the B x 1 matrix o
By(n) = Aj(n) ® Bo(n); (27)
e A, is the M3 x M matrix
Zl(n-{-l) Zg(n-{-l) ZM(TL+ 1)
E & o € &
: . E £ &
£ & E 19

where E is the 8 x 8 (max,+) identity matrix and £ denotes the (max, +)-zero matrix (i.e. the
f x 3 matrix with all entries equal to €).

e B, is the M x 1 matrix

BU(TL)

€
B, = ] ; (29)

€

e X, is the M 3-dimensional vector

Tp
In-—1 .
X, = : : (30)

Tp—M+1

Theorem 4 For any FIFO deadlock-free event graph and for n > M — 1, the X,, satisfy (1), with
a = MpB, and with A,, and B,, defined in (28) and (29), respectively.

Remark There is a converse theorem, proved in [6], which states that for all (max, +)-linear equations
of type (1), one can construct a FIFO stochastic event graph with these evolution equations.

Moreover note that, since the event graph is FIFO, we always have :L'il > :L'il_l, So, in the definition (28)
of A, , we can replace each £ matrix of the main diagonal by E, without altering the solution of the
recurrence equations. Thus, there is an equivalent representation of the system where the A,, matrix is

Zl(n+ 1) ZZ(n+1) ZM(n+1)
E E . £ £
A, = £ E £ (31)
: E E £
£ £ FE FE

and has all its diagonal entries non-negative.
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12 F. Baccelli € V. Schmidt

In what follows, we will assume that the network is “input connected”, namely that By (n) > 0 for all n.
We conclude this section by a few lemmas showing that, under the stability condition p < 1 of Theorem
1, stochastic Petri nets of this class satisfy the assumptions stated in Sections 3.1 and 3.2 (with a« = M3
and o' = 3).

Lemma 1 Let a denote the mazimal (max,+)-Lyapunov exponent of {An}. If Aa < 1, then for r large
enough,

A< []Emiax{(A,l ®A2®...0 A, ®(B_.® 0))"}] - (32)

where O denotes the M [3-dimensional vector with all its coordinates equal to zero.

Proof One of the characterizations of the Lyapunov exponent a is

E%%X{(A,l ®...®A )i}

=l 33
o=l ; (33)
(see [6]). So under the condition Aa < 1, there exists an integer R such that for all 7 > R,
Emax{(4-1©...® A_)i }
A—22 <1 (34)
T
But .
]Emiax{(_A_l ®...0 A_,® (B_, 2 0))'}
(35)

<E H;z;fx{(A_l R...0 A_T)i,j}] +E [miax{(B_T)i}] .

Since the B,’s are identically distributed and all non ¢ entries of By are supposed to be integrable, we
have

E max {Bi_r}
lim — " —q. (36)
r—o00 T
This, (34) and (35) imply that there exists an integer R’ such that (32) holds for all » > R'. O

Lemma 2 Consider an inpui-connected stochastic event graph such that the sequence {Bo(n)} is constant
(we assumed this to be the case above). Then for all integers s, the sequence

A—s ® A—s—l ®...0 A—s—'n ® B—s—n
18 non-decreasing in n; in particular, for allt =1,...,0,

0<Dj...<DL<Di....

Proof Since Aj(n) > E, we obtain from (27) that
By(n)>J (37)
where J denotes the constant vector equal to By(n) for all n. In view of the definition of B,, in (29), we

obtain that
J

€
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Similarly, since all transitions are recycled, the matrices A;(n) are such that A;(n) > E. So 4;(n)
defined in (26) is such that _
Ai(n) > Ag(n). (38)

rom (37) and (38), we obtain that
A(-n+1)® Bo(-n) 2 Aj(-n+1)® J = By(~n +1). (39)
When making use of this inequality in the definitions of A,, and D,,, we obtain that
A ,®B_,>B_ 41, (40)

which completes the proof of the first monotonicity property.
So in particular, D,, > D,_1. The only additional property to prove is that for the first 5 coordinates
of Dy, Dy = By > 0. But this follows from the assumption that the network is input-connected. a

Lemma 3 For all GI-stochastic event graphs (i.e. the firing-time sequences {0}, ... ,Jﬁ}n are i.i.d. in
n) with mazimal initial marking equal to M, the sequence {A,, B,} is M-dependent.

Proof In view of (28) and (29), the random matrices A,, and B, are functions of the random variables

J J J 3
{0n+1,an,...,an+1_M, JET}

only. This means that under the above independence assumptions, for all n, the random matrices
{(An=1,Bn—1)},1 > 0} are independent of the random matrices {(A,+p+k, Bntm+x)}, k> 1} |

4.2 Queueing Networks
The aim of this section is to give a few practical examples of queueing, communication and manufacturing
systems that fall in the class of stochastic event graphs and to apply our main theorem to these systems.

For all examples given in this section, the maximal initial marking is M = 1, with the exception of the
Kanban system where we take M = 2.

4.2.1 Single-Server Queue

Consider a single-server FIFO queue with infinite capacity which is initially empty. This is the system
of Fig. 1.

Here, 8 = 1, A, = 0y, represents the service time of the n-th customer, and B,, = 0, so that (5) reads
Wit1 = (00 @ (—70) @ W) @0 with Wy =0, (41)

that is Lindley’s equation for the actual waiting time W, 41 of the (n + 1)-th customer.
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14 F. Baccelli € V. Schmidt

U input Uy

O —
L

Figure 1: Single-Server Queue

‘

In this simple case, Dy = 0 and Dy, = 22:1 0_n, and direct computations give

1
PZ(DO,D1) = 50'“:1
1
p3(Do,D1,Ds) = 5 (0%, — 0 +30_107,)
. 1
pa(Do, D1, D2, D3) = ﬁ(afl —- 20, 4+ 0%,

+4(cr,10‘i3 — 20710‘12 + J,gais))
_6(‘72—1‘72—2 - ‘72—2‘72—3)
+12 (0_10_202_3) .
Assume that the stability condition AE[o,] < 1 is satisfied and that E[c¢] < oo, so that we can apply

Theorem 2 for the expansion of order mn = 3, whenever the sequence {o,,} is i.i.d. From the previous
expressions for pr (Do, D1,...,Di—1), we obtain

E 0’2 i . E 0-2 E o
Eps(Do, D1) = % Eps(Do, D1, Ds) = %
and L |
(o2 On
Eps(Do, D1, D2, D3) = %
o Efo; E[02]E E[o2]E[0,?
Ew — A B0l | 2 EloalElon] | s Bloy[Elon]” Oh). (42)

2 2 2

Of course, in this case, there are far more efficient ways of obtaining such an expansion, like for instance
a direct use of the Pollaczek-Khinchine mean value formula which gives:

AE[o2 E[0?] o= .., 1
EW=oa - >E]En[lrn]) - [2 a kzzl)‘kE[J”]k ’ (43)

under the sole assumption that E[o2] < co. However our expansion technique extends to the case when
the sequence of service times possesses a correlation structure of finite range (cf. the remarks at the
beginning of Section 4.1). Moreover, we can expand not only the expectation IEW, but also higher-order
moments of W for which a closed formula of type (43) cannot be concluded from the Pollaczek-Khinchine
theorem when service times are not independent. This and related topics for further characteristics of
W will be the subject of future research.
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4.2.2 Tandem Queues

Consider a network of 3 single-server FIFO queues with infinite capacity in tandem (see Fig. 2), with all
queues initially empty. For this system, the matrices Ag(n), A1(n) and Bg(n) have the following form:

U input w1 Us
place

T T

Figure 2: Tandem Queues with Infinite Capacity

0
€ € € €
1 E
o, € € € €
€
e o2 € €
Ao(n) = , Bo(n)=| :
_ €
€ P2 ¢ ¢ .
e € e oP vt ¢
€
and .
Oy 1 ?6 € € €
€ on_q € € €
€ e o3, € €
Ai(n) =
-1
€ € € 0571 €
€ € € € 05_1
So that the entries (An)ij of the matrix A,, are given by
€ if 1< ]
(An)zg - i—1 A
Yo opi+o) if 1>
k=j
and
0
1
O’,? ,
o, + O';?‘L
B, = | ontonton
-1
B o
n
k=1
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16 F. Baccelli € V. Schmidt

Then, the i-th component W? of the random vector W given by (9) describes the stationary waiting
time of a randomly chosen customer until the beginning of service on server ¢, where the matrices D,
in (10) have the following form. From (46) we get that

€ if 1< ]
(A1®A ), =

17— 1
max E Ué“—}—g U'ﬁ1+07_2 if 1>
J<i<i P A

and, for general n > 1, the entries (A1 ® A_2®...® A—n)ij are equal to:

€ if2 <y,

<l, 1< <zl<2 ZJO"‘ZU 1+t Z Un+o+zon+1+o

k=l k=1, k=ln_1
iti> .
Thus, using (47), we have
Di = (AL1®A2®...0 A, ®B_,)

i—1 Iy

_ k

= mex kzl:(fo +kzl:0 Lt +kzl:0 n+1+Z<Ln (48)
=i =t2 n

(see [5] for more details on this formula). Consider now the particular case when the service times are
deterministic. By o we denote the service time in queue i € {1,.. ﬁ} Without loss of generality we
can and will assume that o' < 02 < ... < o, In the other case, say o > o*t! for some i < 8, we can
consider the i-th queue and the (i + 1)- th queue as one single-server queue with service time o* + o**?
because in front of the (7 + 1)-th server the waiting room is always empty. By this assumption on service
times we get from (48)

not

ol 4+ no?

o'+ 02 +no

D, = ol + 0%+ 0%+ not : (49)

3

Ef;i ok 4+ nof

For systems with deterministic service times, we will use the following abbreviating notation, which is
consistent with the (max, +)-setting. Namely, we write i* instead of ko?, and i*5¢ instead of ko® + lod.
With this notation

171

127

123"

D= 1234m : (50)

3...p"

Expansions—Deterministic Service Times Case From (17) and (18) and from (49), we get the fol-
lowing Taylor expansion for the expected stationary waiting time JEW® which an arbitrarily chosen custo-
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. . . . . . . . 1 —1 ;
mer has to spend in the network until the beginning of his service in queue ¢, where ¢c; = 2221 ol, cg = ot

. c2 c3 ch
EWiz=c+ A2+ 24024, (51)
2 2 2
Note that the coefficient % of the linear term of this expansion is equal to the expected stationary

residual service time in queue 7z whereas the coefficients of the second-order and third-order terms seem
to be less intuitive. At first glance, it looks surprising that the coefficients of all orders depend on ¢y = ¢*

only, but not on the service times o!,02,...,0°"! in the earlier stations. However, the fact that

. c2 1
EW'’ = A2
Wi=a+dsy (1—/\(:2)

is well-known in queueing theory. For example, it can easily be concluded from an invariance property
derived in [21] for tandem queues with infinite buffers and constant service times.

Expansions—Random Service Times Case Assume that

< o0 for every i € {1,...,08}. (52)

n

E (O’i ) k+3

It is easy to see that the integrability condition (16) is then satisfied. Moreover, from (19) and (48) we
get the following expression for the absolute term IEp; (Dj) in the expansion (17) of EW™

1—1
Ep:(D}) = EDj = > Eo}.
k=1
In the same way we get the following expression for the coeflicient Eps (Dé, D{) of the linear term:
i i 1 i i
Ep»(Ds, DY) = §]E(D1 - Dy)?

and for the coefficient Eps(Di, Di, Di) of the quadratic term

i i o 1 i i i i i N2/ i i
Eps(Dg, D1, D5) = 6 {]E(Dl - Do)3 +E(D; - D0)3 - 3E(D; - Do)?(Dz - Do)} )
where ,
-1
D} -D; = max {Ull + Z(U 1~ U{)c)}
- k=1
and

I—1 I1—1
D; — D(’; = max {rrl_zz + Z((T’iz — U(’]“') +(rl_11 + Z((Tlil — U(If)} )

1<I3<1 <z
Let us now consider a few special cases:

e Assume that 3 =i =2 and o} = ¢ deterministic. Then, we have
D} — D} = max{c,02,} and D3 — D = max{2c,c+ 02,02, +0%,}.

With the notation G(z) = P(c2 < z), this gives

1 oo
Eps (D}, D?) = 3 ?G(c) +/z2dG(z)
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and
Epii(DgaD%aDg)

oo} (oo}

=%{ 3G(c)+/ 2%dG(z) + 8¢*[G(c)]* + G(c /c+m 2dG(z)

c
o0

+ /a:+y )dG(y)dG(z) — 6c*[G(c)]* — 3G(c /w (c+z)dG(x)}

\8

—3/ z*(z + y)dG(y)dG(z)

where éj(c) =

e Assume now that 8 = 3 and 0!, = o(n) for all 4, a model which was for instance considered in [14].
In this case, we obtain the following expressions:

Dy = 20(0)
D} = o(1)+ 2max{c(0),0(1)}
D3 = o(1)+0(2)+2max{o(0),0(1),0(2)},
so that
E[W?] = 2E[s(0)] + A2 (]E[U(OJ] + 2E[(0(1) - (0))*])
+ /\2% (2E[0(0)] + 2E[max{(c(1) — ¢(0))T,(2)c(0)}]) + O(X?),

where z* = max{z,0}.

4.2.3 Blocking Queues in Tandem

Consider a system of four single-server FIFO queues in tandem depicted by the Petri net of Figure 3.
The first station, which is fed by the arrival point process, has an infinite capacity buffer, whereas all
other stations have no buffering capacity. Here, the mechanism is that of “blocking after service”, i.e. in
each station, a customer can always start its service but once its service is completed, the customer can
only proceed to the downstream station whenever this one is empty (this is also called manufacturing
blocking). In Figure 3, the places of type p; represent the recycling of the servers, the places of type
po represent the servers and the places of type p3 are used to enforce the blocking. The transition that
precedes place p; in station 1 has a constant firing time equal to o', whereas the transition which follows
this place has a firing time equal to 0. A similar structure is repeated in all stations, the only difference
being in the value of the service times which are equal to ¢ in station i. In the initial state, all stations
are empty. Let us take as state variables the variables z¢, where z?, gives the time when customer n leaves
station ¢ (or equivalently the time when the transition which follows the place of type p, in station 2
starts its n-th firing).

INRIA
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Figure 3: Blocking After Service

When eliminating the state variables corresponding to the transitions that precede the places of type
p2, we obtain that the resulting state vectors z,, satisfy a recurrence equation of type (24) with:

e € € ¢ 1 0 ¢ ¢ 1
2 ¢ ¢ ¢ : e 2 0 ¢ . €
Ao(n) = e 3 ¢ ¢ | Ax(n) = e € 3 0| Bo(n) = 3
e € 4 ¢ e € € 4 €
Let us assume that o1 < 05 < 03 < g4. Then
1 0 € € 1
. ne \ 12 2 0 ¢ ey o 12
1234 234 34 4 1234
Finally, the matrices D,, defined in (10) are given by
1 12 123
12 123 1234
Do=1 193 |+ Di= 193¢ |» D2=| 130 (53)
1234 12342 12343
and for n > 3,
123472
123471
Dn = 1234™ ' (54)
123471
The results are easily generalized to a general dimension 3, and the vectors W,, = (W,... ,Wf) satisfy

the recurrence equation
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with
1 0 e €
12 2 0 € ¢
A= 123 23 3 0 ¢
123...8 23...0 ... B
and
1
12
B = 123
123...08
Using the fact that 0! < 02 < ... < 0, we get that for n < 3,
123...n 23...n ... n 0 € €
123...n4+1 23...n4+1 ... ... n4+1 0 ¢
Ar= |
123...08 23...0 I53
123... 2 23...0% 32
123...8" 23...8™ B
whereas for n > (3,
12...6™F 2...p" A pr=A
12...p7H1=F 9, prti=F | prti=p
A" =
12...p" 2...p" B
This gives
s ok 4 (n 41— p)toP
(n+2)A8 _k + .4
_ o+ (n+2 - o
R B (n+2-p)

Ele ot 4+ nob

Expansions Using the same approach as before, we obtain
(d1 — do)”
2

1 :
+)‘3ﬂ (di — do)* + (d2 — do)* + (ds — do)* — 4((d1 — do)*(d2 — do)
+(dz — do)?(ds — do)) — 6(dy — do)*(d3 — do)* + 12(dy — do)?
+12(dy — do)*(d2 — do)(d3 — do)] + O(A*)

. 1
EW' = do4+ A + Azg [(dl — d0)3 + (dg — d0)3 — 3(d1 — dO)Z(dg — d(])]

where
(n+i)AB

do(=Di)= Y o+ (n+i-p)tol.
j=1
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Take 7 = 1 and assume that 8 > 4. Then, from the above expansion we get

()" = (@ 435" |

1 1 (”2)2 2
EW " =0c"+ A 5 + A° 5

Observe that, in the above expansion of EW?, the coefficient of the k-th order term depends only on
the service times 02, 0%, ..., a%t? of the first k 4 i servers. In particular, this coefficient does not depend

on 3 provided that the total number of queues is sufficiently large.

‘What about Blocking Before Service? Consider a system of 8 = 5 single-server FIFO queues in
tandem with “blocking before service”, i.e. in each station, a customer can only start its service whenever
the downstream station is empty (this is also called communication blocking). The Petri net description
is given in Figure 4. The places of type p; represent the recycling of the servers. With server ¢ a sequence
of random variables o is associated indicating the successive service times there. The places of type ps
represent the servers and the places of type ps are used to enforce the blocking. Notice that the number
of tokens in circuits containing places of types p; and ps represents the maximal capacity for each station
(in service and in the queue), which is 1 in this example. Let 0% be the (deterministic) service time in

TR
T o

D1

Figure 4: Blocking Before Service

station 7 € {1,...,5}. We assume that o7 < 03 < ... < 5. Then, for $:1 defined as the time when the
service of customer n is started in station 7, the framework of Section 4.1 applies with

e € € € ¢ 1 2 & ¢ ¢ 0
1 ¢ € ¢ ¢ e 2 3 ¢ ¢ €
An)=| ¢ 2 ¢ ¢ e |, Ailn)=| ¢ € 3 4 € |, Bo(n)=]| ¢
e € 3 € ¢ e € € 45 €
e € € 4 ¢ e € € € b €
and so
1 2 5 15 € 0
12 12 3 e € 1
A=A4;(0)® A41(0) = 122 122 23 4 € , B=A;(0)® By(0) = 12
1223 1223 232 34 5 123
12234 12234 23%4 342 45 1234
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Finally, for the matrices D,, defined in (10), we have with the notation v = o* + 0® = 45:

0 12 1223 1223%4
1 123 12324 12324~
Dy = 12 , Dy = 1234 , Dy= 1234« , D3= 1234+2 , (55)
123 123y 1232 12343
1234 1234« 1234+2 1234+°
and for n > 4:
122324,yn—3
12324~m~2
D, = 1234ym1 . (56)
123y™
12344

Using the same type of techniques as in the previous example, we obtain the following expansion for the
waiting time W1 in the first buffer:

A
EW! = 5(01+02)2

AZ
+ F[(01_|_Uz)3_'_(a1_'_202_|_03)3_:,)(01_|_02)2(01_|_202_|_03)]
+ O\%).

4.2.4 Kanban System

Let us consider the Kanban system with two stages given in Figure 5. For more details on this type
of manufacturing systems, see [16]. Let us just mention that kanban lines describe ways to operate
multistage production lines, and that each stage describes the environment of one machine. In this
picture, stage 1 corresponds to the set of places p; to ps: place p; is the input buffer of the machine of
stage 1, place ps is the machine itself (the cycle containing places ps and ps being present to translate
the fact that only one object can be manufactured by machine 1 at a given time) and place ps represents
the output buffer of machine 1. The cycle which contains place ps translates the maximum total buffer
capacity within stage one. For this example, this total capacity is 2 (i.e. the total number of objects
in the environment of machine 1, be it in the input buffer, being processed by the machine or in the
output buffer, is at most 2), which translates into the fact that there are two tokens in place ps. As
in our previous examples, whenever the total capacity of the downstream stage (corresponding to the
environment of machine 2) is reached, no object can move from the output buffer of machine 1 (p3) to
the input buffer of machine 2.

In this example, the only non-zero firing times in stage 1 are those associated with the transition which
precedes place py, and we will denote ol the duration of its n-th firing (with a similar notation for
the corresponding transition of stage 2). Of course, this firing time is just the manufacturing time of
the n-th object manufactured by machine :. We have added loops on all transitions in order to fulfil
our assumption on diagonal terms of the A matrices. Adding them is of no importance since all other
transitions have deterministic firing times all equal to 0. So we have a stochastic event graph with g =7
internal transitions and M = 2. By numbering the transitions from 1 to 7 from left to right (excluding
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Stage 1

N

OO OO

€

Ps

Stage 2

PN
Q@M

©
O
€

—_—
|
|
|
|
|
|
|
|
Il
T
|
|
|

Figure 5: A Two Stage Kanban

u), we obtain the following characteristics for z, = (z1,...,z7):
e € € € € € € 0 e €& e € ¢
0 ¢ € € € € ¢ e ol 0 & e € €
e ol € ¢ € ¢ ¢ e € 0 & e € €
An)=| ¢ e 0 ¢ e e e |, Ailn)=| ¢ e € 0 e € ¢ [,
e ¢ ¢ 0 ¢ ¢ ¢ e e € ¢ o2, 0 ¢
e € € € 0} ¢ ¢ e € €€ € 0 ¢
e € € ¢ ¢ 0 ¢ € € € € € e 0
and
e € e 0 € ¢ ¢ 0
€ € € € € € € €
€ € € € € € ¢ €
As(n)=| ¢ ¢ € ¢ ¢ € 0|, Bo(n)=| ¢
€ € € € € € ¢ €
€ € € € € € € €
€ € € € € € ¢ €

We can easily reduce the dimension by eliminatind the variables 22 and z°, considering only the vector

z;l = (zl,23 2% 28 7). The elimination of z? goes as follows, departing from the initial 7-dimensional

RR n° 2494



24 F. Baccelli € V. Schmidt

system:
1 1 4
T, = Tp_1Dx,_o D uyn
2 3
Ty = m G9( T — 1®0n 1)@$n,1
w?z = (JJ ® g ) @ mn 1
4 _ 3 4 7
LIp = Tp @ LTp—1 ® Lp_2 (57)
5 _ 6
T, = T,®(r,_ Q0 )z,
6 _ 5 2 6
Ly = (Tn®o—n) 69‘Tnfl
T _ 6 7
Lp = In @ Ln—1

Using the second line of (57), we get

3
T

(2, ®0,) @ (25_1®0p_1@0,)® (251 Q0p,) Dl
(2, ©@00) @ (2}_, ®0p_1 ®0}) ® (25, @ 0})

_ 1 1 3 1

- (mn ® Un) @ (zn 1 ® Un.)’

where the reason for the last equality is that due the third line of (57), i.e.

3
Lo Z Tp_1 ® Un 1
and therefore
3 1 2 1 1
Z'n71 ® Un 2 "Enfl ® Unfl ® Un'
The elimination of z° is similar.

’
The reduced vector z,, = (zL,z2,z%,

dimensional matrices:

z8 mn) satisfies the same recursion of order 2, but with the 5-

e € € € &€ 0 ¢ & € ¢
ol e € € € e ol e ¢ ¢
Ajin)=| ¢ 0 ¢ ¢ ¢ |, Ailn)=| e e 0 ¢ ¢ |,
e € 02 ¢ ¢ e € € 0 ¢
e € € 0 ¢ e € € € 0
and
e e 0 ¢ ¢ 0
€ € € € ¢ €
Asin)y=| e e e ¢ 0|, Bo(n)=| ¢
€ € € € ¢ €
€ € € € ¢ €

In this reduced dimension, the Aj(n) matrix (we drop the ~ from now on, as we will only work with the
5-dimensional system) is given by:

0 € € € ¢

al 0 e € ¢

Aj(n) = ol 0 0 ¢ ¢
ol+02 02 02 0 ¢

ol+a2 o2 o2 0 0
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From this, we can compute the matrices A; (n) and A, (n) and the vector Bo (n):

So, the matrix A,, is given by:

0 € € e €
1 1
_ o, o, 15 e €
Ai(n) = ol ol 0 ¢ ¢ |,
2 2 2
J}l +o, 0111 +o, o, crfl €
ol +o ol+o02 o2 o2 0
e € 0 e € 0
e € ol e € ol
As(ny=| ¢ ¢ ol e 0 |, Byln)= ol
1 2 2 1 2
€ cr,ll + Jg [5 Ug U? =+ UZ}
e € op+0, € 0, o, + 05,
0 e e e € € € 0 e
1 1 1
U?H U?H € 15 € € ¢ U?H 15
oty Ori1 0 € £ € € Ori1 €
ol +02 ol 402 o2 o2 e € € ol {+02 €
rll+1 TZL+1 ?+1 (]L+1 721+1 ELH 711+1 gz+1
Opnt1F0nt1 Opy1+t0n4y Oy Opyr 0 € € oy +on,, €
€ € € e 0 ¢ €
€ 0 € € e € 0 € €
€ € 0 € € € ¢ 0 €
€ € € 0 € € ¢ € 0
€ € € € 0 ¢ ¢ € €

From this, we obtain

RR n° 2494

the following expressions:

_ 5 _ 1 2
= Dj=o0y+o0;

_ 3 _ 1 1
= Di=o2,+0;

= D} =max{ol, +o}+0 o', +0%, +0¢}

= Ul_z
= oly+ol, +o}

= max{ol, +0ol, +0j,0L, +02,}

= D} =max{01_2+crl_1+oé +o2,0ty+0r, +0%, + 02,

1 2 2 2
O_ 9+ 0Zy+02; + 0'0}

SO m M m M
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Expansions — Deterministic Case Consider the deterministic case. From what precedes, Dj =
ol 402, D} = D§ + max{o',02} and Dj = D} + max{c',a%}. So, we obtain the following expansion for
the stationary total system time S, which coincides with coordinate W7 of the 7-dimensional system, or
equivalently to W?° of the 5-dimensional one:
[max{o!,o?}]*  ,[max{o?, o2}
2 A 2

ES=0'40>+2A + 0\, (58)

under the stability condition p < 1 of Theorem 1 which is here Amax{s!,o?} < 1.

Expansions — Stochastic Case Consider the time which elapses between the arrival of an object
and the time it leaves machine 1, that is variable W3 of the 5-dimensional system. From what precedes,

whenever the system is stable and under the assumption that the random variables o} and o2, with

distribution functions G and G2 respectively, are independent and have moments of order 5, we obtain:
EW® = E[o'] + A5 + X2+ O(V). (59)
The coefficients are given by the following integrals:
¢ = / z2Gq (dz) (60)
JRy
an expression which does not depend on G2, whereas

Co = ./1;4 h(mo,11,mz,y)G1(dmO)Gl(dzl)Gl(dm2)G2(dy) (61)

4
with

h($07$17$27y) = $§ + (ma.x{a:l + T2,T2 +y - ZO})S
—Smf max{z1 + Z2, T2 + Yy — To}.

A similar expansion can be derived for S, involving a 6-dimensional integral for the computation of the
coefficient of A? etc.

4.3 Remarks on the computation of the coefficients

As we have seen, the computation of the coefficients reduce to the computation of certain d-dimensional
integrals such as (61), for instance.

In case of exponentially distributed firing times (or more generally of firing times with rational Laplace
transforms, such integrals can always be reduced to the integration of polynomial-exponential functions
(functions involving products of two types of functions:

e exponentials of linear functions of zg, z1, ...

¢ polynomials in zg,z1,...)

over polyhedrons, which leads to closed form expressions.
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5 Factorial Moment Expansion

In order to prove the Taylor-series expansion stated in Section 3.1, we will use a general idea which
consists in expanding the expectation of vector-valued functionals of marked point processes. More pre-
cisely, we use a formula which expresses this expectation by a sum of integrals of much simpler functionals
w.r.t. higher-order factorial moment measures of the underlying point process, with a remainder term
which is the integral of a functional with respect to a higher-order Palm measure. For univariate (non-
marked) point processes, this concept has been developed in [9] starting from a corresponding first-order
expansion obtained in [3]. Related higher-order expansions for functionals of independently marked Pois-
son processes have been considered in [20, 26, 29], and for more general marked point processesin [10, 12],
see also the survey given in [13]. In the present paper we will concentrate on higher-order expansions for
the expectation of vector-valued functionals of weakly independently marked Poisson processes.

5.1 Expansion Kernels

For any given natural number «, let ¢ be an IR*-valued functional of a marked point process, i.e. a
measurable mapping ¢ : M x K* — IR*, where M is the space of all realizations of the point process
{T,} and K is the space of all sequences Z = {Z,} of potential marks. We assume that the mark space
K is a complete separable metric space. Note that the sequence {T},} of points may be infinite, finite or
empty, whereas the sequence Z = {Z,} of potential marks is always two-sided infinite. Let Z,, denote
the mark of point T5,.

Like in Section 2.1, we represent a realization {¢,} of the point process {T},} by the counting measure
p =3, 6. Then, M is the set of all counting measures g which are locally finite and such that p({s})
is either 0 or 1 for all s € IR. By o we denote the null measure, representing an input with no arrivals

(i.e. o(IR) = 0).

For every s € IR, let the restriction p|® of p € F be defined by
ul*(D) = w(D 1 (5,50)).
Furthermore, for any s € IR and z € K™, let
Pap, 2) = P(pl® + 65, 2) = d(ul*, 2). (62)

Let & > 1 be an arbitrary, but fixed integer. For any s1,...,s; € IR, let 4, .. 5, be defined by iteration
of the mapping ¢ — s, i.e.

Borroe i 2) = (o (), ), (12,

Note that the functional s, .. s, can be written in the form

gouny

k —J S
Ej:o(_l)k JETEK’CJ’Q& (/j,l'k + D ien 6Si,z) for sp < ... < s

I¢1317----Sk (11'7 Z) = (63)
0 otherwise,
where K}, ; denotes the collection of all the subsets of {1,...,k} containing j elements. Following [9], we
call the functional ¥ continuous at infinities if
lim §(ul® +v,2) =¢(v,2),  lim ¢(plz) = ¢(p, 2) (64)

for all y,v € M,z € K> with v(IR) < oo.
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5.2 General Representation Formula
For the stationary Poisson process {1} with intensity A, and for the stationary sequence Z = {Z,,} of

K-valued random variables which is independent of {7}, }, let Py denote the distribution of {T,}, and Q
the distribution of Z.

A slight variant of the following result is given in [26].

Theorem 5 Let m > 1 be a fized integer. If the functional v is continuous at infinities, if

/m/m/M|’¢21,...,sk(ﬂ,z)|P,\(du)Q(dz) dsy ...ds, < oo, (65)

forall k=1,...,m, and if

timsups g [ (09| Pald) Qi) sy < oo, (66)
R+ Jee Jm
for the i-th component 4" of 1), then
By’ ({Tn, Z0}) =1E1/1i(0,{Zn})+Z/\k/ By, 0 (0 {Zn}) dsy . dsy, + O™ (67)
k=1 /B

5.3 Expansion of EW*

In this section we return to the stationary state variable W given in (9) assuming again that the
stationary sequence {Z,} = {4, B, } of random matrices possesses the monotonicity, boundedness and
independence properties formulated in Sections 3.1 and 3.2. This means in particular that {T),, A,, Bn}
is a so-called weakly independently marked Poisson process where the mark space K is the product of
two matrix spaces (of @ X @ and @ X 1 dimensional matrices, respectively). Our goal is to use Theorem
5 in order to show that an expansion of EW? of the form (17) exists. For doing this we consider the
following functional ¢ given by

,LL((—O0,0))
P(z)=b® P ¢10...0a ,0C(~t )by (68)

n=1

where p = En 6:, and z = {an, b, }, where a,, and b,, denote the realizations of the random matrices 4,
and B, respectively.

Integrability First we show that the expectation EW? exists for each i € {1,...,a'}. This follows
from a corresponding result for the expectation of the maximum of a random walk with negative drift.

Choose r large enough for the conditions of Lemma 1 to hold, and such that the H,, defined in (15) form
a sequence of 1-dependent random variables. By

P

hy, = mzax{(a,_(m+1) ® G (rn+2) ®R...Q A —p(n+1) ® (b_,.(n+1) D O)) } (69)
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we denote the realizations of H,. Using (68) and the monotonicity assumption on the sequence D, we
obtain the bound:

Yi(p,z) < max{bj}+ s1ip {(ho+ ...+ hy) + t,(rn+1)}+
? n>0

n +
< max{bj} + ho + sup {Z (hre + (t—(rht1) — t(r(kl)+1)))}
‘ n2l k=1
< max{by} + ¢(p 2), (70)
where
n +
P 2) = ho + sup {Z (b2 + (- (r2k+1) = t-(r(2k-1)+1)) }
nz k=1
n +
+ Slip {Z (hzk—l + (t_(r(2k=1)41) — t—(r(Zk—Z)—l—l)))} . (71)
n>1 r=1
Because {H,} is a sequence of l-dependent random variables, the random variables Hs, Hy,... are

i.i.d. and independent of the i.i.d. random variables —(T—(2r+1) - T,(T_H)), —(T,(4T+1) - T,(3T+1)), .
which are Erlang distributed with expectation 7 - A~1. Since the sequences H, Hs, ... and _(T—(_7‘+1) —
T_1),—(T_(3r41) — T—(2r41)),- - - have the same properties, the finiteness of EW" now follows from the
well-known fact that, under (14), the random walks the realizations of which are considered in (71) have
negative drifts and, under (16), the expectations of their maxima are finite (see e.g. Theorem VIIL.2.1

in [1]).

Conditions for the Expansion It is easily checked that the functional 4 given by (68) is a.s. conti-
nuous at infinities whenever p < 1. We now show that the conditions (65) and (66) are fulfilled. Let us
first prove that (65) holds for £ = 1. For all I € {0,1,...} and s € [t_(;41),t_;) we have

l
()" 2) =bo ©Pa-1®...0an®C(~t_n) @by
n=1

and

l
Pl +60,2) =by @D 010 ... 010 @C(—t_n) @b_n D a_1®... ® a_131) ® C(—5) ® b_(141).-

n=1
Thus,
[9i(u2)| < <b0 ®a10b10Pa19®...0a,®C(~t_(n_1))® b_n>
n=2
*x1((a-1®... ® a(141) ® C(~t—1) @ b_1))" > 0)
<

[m?X {0+ (a-1©@b-1)'} + max {(a—1)i} + ¢,z 0 9)]

x1 (((L_l ®... a_(14+1) ® C(—t_l:) ® b,(H,l))i > 0) . (72)
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where ¢(p,z) was defined in (71). Let

n(p,z) = 31;11) {—t—(r2n+1) : Zth + (t—(7-2k+1) —t_(r(2k—1)+1) > 0)}
nz k=1

+81;P {—t—(T(zn—1)+1) : thkq + (t_(r(2k—1)41) — t—(r(2k=2)+1)) > 0} .
n>1 =1

We assumed that [ is such that s € [t_(;41),2-1); let n be such that nr <1 < (n+4 1)r. We can derive an
upper bound on the last factor of (72) by using the following inclusions:

{(1.2): (a1©®...®@a_41) ®b_y1))' +t1 >0}

C {m2): (a1® ... ® a(ninyrr1 @b (nyyra1)’ + t-(rnyn) > 0}
- {(u, PR rggx{(a_l)i7j} +{(hoob+...4 hno8)+t_(rntr) > 0}}
< {(l"v z):s < i;g{ =l ((k+1)r+1) f?gsx{(“—l)i,j}
+{(hoo O +...4+hpob)+t_(piry > 0}}}
C

{(n2) s a0} + e 00) 4z 00) > -5
So, we have

i )] < [ {0+ G0y @ 00} maaxdama)ig) + oz 00)|
x1 <H;3X{(a—1)i,j} + ho(z00) +1(p,z00) > —S) :

Note that the first term in the definition of 7(u, z) has the same form which is that of the realizations of
last exit times of certain random walks or, in other words, that of the realizations of the customer-Palm
age variable V of the busy period of an E,./GI/1 queue.

Lemma 4 The q-th moment of V is finite provided that IE [(Hn)q+1] < 00.

Proof We first prove that V can be bounded in the following way. Let G(z) = P(T,(T_H) =T _(3r41) < z)

and let 7 be a random variable with distribution function é(z) given by

- Gl
) = == Gy

Because T_(,11) — T_ (2741 is Erlang distributed, we have G(z) < é(m) for all z. This means that we
can assume that T,y 1) — T (3,41) > 7 with probability one. Thus

V. =sup {_T—(7'2n+1) 0> gy Hor + (T_(r2t1) — T—(r(2h—1)41)) > 0}
< sup {_T—(r2n+1) cHy — T4 Yy Hop + (T-(r2k+1) — T—(r(2k—1)41)) > 0}

=V+ T_(2p41) + T,
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where V has the same distribution as the (continuous-time) stationary age variable of the busy period
of an E,/GI/1 queue. For EV? < oc to hold, it is enough that the (g 4+ 1)-st moment of the Palm
distribution (w.r.t. the point process of first points in the busy periods) of the full busy period be finite.
But from Corollary la of [31], it follows that this is true if E [(H,)?™] < oc. O

Because the second term of 5y, z) can be bounded in the same way, we get

E[n!({T}.{Znh] <00 if B [(Hn)"] < oo. (73)
Moreover, from Theorem VIIL.2.1 in [1] we have

Elp!({T.},{Z.})] <00 if  B[(Ha)™] < oo (74)

where the mapping ¢ is given in (71). From the above considerations we get that

B [ [#(T, (Za))| ds

< B { [max(Bj + (42 © B+ mand (Aa)igh+ (T2} 1 Zus D]
 [max{(A-s)eg + Ha({Zuss) + 002} (ZussD)| |

< 3113{ [mzax{Bé + (AL B_l)"}] o [nggfx{(A—l)i,j}] 2

+ (T} AZuer DI + [Ho({Znsa DI + ({ T} AZn 2 DI’ }

where the obvious inequality zy < 22 + y* was used. Thus, (73) and (74) give that

[ ] 1m0 P asyas <

provided that & [(Hn)3] < oo. By similar arguments, we get that (65) for all K = 1,...,m and (66) are
fulfilled if E [(Hn)m+3] < 00, because of the inequality

n=1

k
95, (1 2)] < 2F [mgx{bé +Y (01806, ® bn)i}

tmax{(a1®...@ak)ij}+epzo 9k)]

k
X [H 1 <nlla;x{(a1 ®...Qa )i} + hg(zoﬂk) +n(p, 2 on) > sn>] .

6 Calculation of Coefficients

6.1 Recursion Formula

It turns out that, for the functional ¢ given by (68) and under the monotonicity assumption (13), the
coefficients of AF in the series expansion (67) can be determined recursively. Because of (12), (68) can
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be rewritten in the form

#((=20,0))
P(mz)=do@® P Cl—t_n) @ dn. (75)
n=1
where dy,dq,... denotes the realizations of the sequence of a-dimensional random vectors Dy, D1, ...
k .
defined in (12), i.e. dj, = <@ an) ® b_j, whose i-th components d}, satisfy
n=1
dy < dj < (76)
for every i € {1,...,a'}. This gives
#((=o0,0))
Wiy z) = di ® @ (di +t_,) (77)
Using the notation
pea(y i d) = [ W o2 dss e d, (78)
Rk
for the coefficients of A* in (67) we obtain the following result.
Theorem 6 For cach k> 1 and i € {1,...,a'} it holds
(. }) = Z/ i 2, )
Pr+1 sy lgsly g — Uyeun,dp, — U
+ it —as 0> Ont1 k
—pr(dy, dy diz+1 djy —u)| du (79)
n+1
Proof From (63) and (77) we get
pry1(di,di, ... d) =/ / / P s (0)dsy. . ds
0o k
=/ / / > (-1)k Zd’@@d—sm) dsy, ... ds;
J0 381 Sk—1 |— TEKL,
where (sw(l),...,sw(_l)) with sr1) < ... < sg() is the subset of those | components selected from

(s1,...,5k) by m € K;. We decompose the outer integral in the following way:

/00 E/ n+1 3
0 ’L _dl

Next, for each of these summands, we decompose the inner sum:

> = 3 Y

TE€EKy 1 €Ky 1, 31 TEKy,1, 7F1
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Furthermore,
iy k ) ! .
/. / / DU T A D (d — sag) dse.. dsy
dj,—dj Sk—-1 =1 wE€Ky 1, 731 j=1
d; k . min(n,l) -
=/ / / DY de @ (dh - se)
di,— Sk—1 ]=1 TEKy, 1, 731 J=1

1

) @ (d‘z7 - Sr(j)) dsk e d31
j=min(n,l)+1

because from df1 - dé < sq it follows that
i
d] — S

w(j)Sdé-—SlSdi—&Sdé

for all j < min(n,1). By the substitution s,(;y — Sx(j) — 51, this gives the plus term in (79). The minus
term in (79) follows analogously. O

6.2 Polynomial Solution

Now we derive the more explicit expression for the coefficients IEpy41 (Dé, Di,..., }c) of A* in the series
expansion of EW?® as stated in Theorem 2. For each non-decreasing sequence zg, z1,... of non-negative
numbers (i.e. 0 < zp < z1 < ...) we consider a sequence of numbers

p1(zo),p2(Z0, 1), ., PE(T0, T1, ..., TR 1), ..

which satisfy the following recursion formula: Assume that, for each k =1,2,...,

Tn41—To
Prt1(To, 1, .., Tp E / [pk(q'g, J L0, Tpg1 — Wy oo, T — U)
—zo

M (80)
_pk(z07 <o Tos T4l — Uy oot 3 Th—1 — ’I_L)]d’l_b
———
n+1
and that 1
pi(zo) =20,  pa(z0,21) = 5 [25 + 2] — 2zo1 | (81)

It is easy to see that the functions py,ps given in (81) satisfy (80) for k = 1, because

1~ %o 1 .
/ [(z1 — u) — my] du = 5(7’% — Tg) — zo(z1 — o) [TO + Tl 23:07:1] = pa(zo, 1)
0

Moreover, for an arbitrary k > 1, the function ps given by (80) and (81) can be written in the following
polynomial form.

Theorem 7 For k> 1 and 0 < zg < z1 < ..., it holds

. — 1 qr (0,81 e nsin—1) mf]o zil Tr1 82
Pr(To, o1, .. Tp 1) = Z (1) S IR (82)

L - 7,0! 1.
(30,481,156 —1) ESk
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where
Sk—{(z()azla Zk 1)6{0 1 }

then 14_1 =15_9 =.

tgt i1 iy =k andif 2, =1> 1,
=ia 1 =0},

Jike1) =1+ X0,

(the s — j are modulo k) and qx(io,i1,. .. 1(i, > 0).

Proof By induction with respect to k£ > 2, from (80) we easily get that pj is translation invariant in
the sense that

pr(To + w, T1 + 4y oo, Tp—1 + ) = Pr(To, 1y v, Th—1) (83)
for each w > 0 and k = 2,3,.... Using (83), we can rewrite the recursion formula (80) as follows:
l’n-+-1—710
Pr+1(Zo, 1, . - zk)_Z/ (o +u,. ... 20+ U Tny1,...,2Zx)
W —zo ~
n
—pr(To + Uy .., o + Uy Tty .., Tp—1)] du.
nIl
Thus, we have
k-1 Tnt1
Pk+1(35073513---733kJ=Z/ [Pk(U s Uy T4l 7wk)
n=0"%n n (84)
(Ve Uy g1y, T—1)] dv.
n+1

Clearly, for k = 1,2, the formulas (81) and (82) coincide. Assuming now that (82) is true for some
natural k, we show that it also holds for k + 1. By inserting (82) into the right-hand side of (84) we get

k—1
LOED DY

Prt1(Zo, T1, - .. (—1)alorinin)

n=0 (ig,i,... ik 1)ESk ) )
Tn plotFino k-1, dg4...4i, pintl k-1
/ A LTy my ok Tot1 k=1 | g
) S DY R I PO Y O B RO AR MY
k-1 fgt-..Fi,+1 Tnt1 ip—1
= E 5 (_1)q’0(i0’i17'"7ik—1) $n+1 $n+2 Ty
1 i o AR S [ PP Y G ) Tp_1!
n=0 (g,i1,0rnyiz_1)ESk ( 0 n—1 ) 0 n* ‘n+1 k—1
ot otin_1+1 i e
iE«r;H— + 1+ m:H-l zk}c 1
(i0+...+in,1 —|—l)i0!...in,1! in! Tp—1!
G0+t iny1+1 Tnt2 ih_1
_ nt1 Tpt2 Tr_1
(i0+...+in+1)i0!...in+1!in+2! Tp—_1!
fotetin+1 Tnt1 ik—1
n Ty n+1 LTp_q
(Zo 4 ..o+ in+ Digl. . dn! dppq! Tp—1!

Next we re-order the summands of the last expression. This gives

Pr+1(T0, T1,- 05

k-1
mk)=Io+ZIn+Ik

n=1
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where

I, = Z (_1)‘11;(1'071'11---7%—1)

(30,81 50eesik—1) €Sk

. . 1 1
I = -1 Qi (3048150 nsik—1) [ i — - : ]
g Z (-1) o+ ... +ipo+1 o4 ...+ip_1+1

(30581 15k —1) ESk

io+1 i1 ih—1 1 i g1
Ty zy Tp_1 Zo Ly T

(o + 1)ig! ! " ip_y! 10 dg! " gy

i+t ig— 1
JZ;CO-’_ +ip—1+
il

X

inq!

and, for 1 <n <k -1,

In — Z (_1)qk(i0.i1,...‘ik_1)

(20,21 yee0s%k—1) €Sk

1 B 1 m:‘Lo+...+z‘n_1+1 mifﬂ %k_l
fo4 .. Fina+1l do+...Ftn_1+1) dol..in_1! i, T dp_q!
B 1 B 1 glot-tintl a:;"fll z )
o4 o tina+1 dgd . Fin+ 1) dgliin! dpgr! T dpq!
Thus the proof of (82) will be finished if we show that, for each n =0,1,... &,
i0 01 ik
I, = —1)9k+1(G071 5013k ) Lo T1 L Th ) 85
Z (=1) o! 21! ip! (85)

{(30,8140eusk) ESpg1 * G0=e0e=0p_1=0, i, >n+1}

It can easily be seen that (85) holds for n = 0. Namely, in the sum which defines Iy, each non-negative
term in the brackets with 79 = 0 appears once more as a minus term (with ¢;_; = 0). Consequently,
these terms cancel each other out. Furthermore,

qk(ig,il, .. ,ikfl) = qk+1(i0 +1,21,... ,ikfl,O)
and

qk(io,il, . ,ikfl) +1= qk+1(l,i0,i1, - ,ikfl).
This gives (85) for n = 0. In order to prove (85) for n =1,2,...,k — 1 we proceed in the following way.
Observe that, in the brackets of the definition of I, for 1 < n < k — 1, the non-negative terms with
1,1 = 0 and the minus terms with z,, = 0 vanish. Furthermore we have 729 +... +2,_1 > nifs,_1 >0

and, analogously, 29 + ... + ¢, > n+ 1 if 4, > 0. Thus it suffices to use the following fact: For each
j€42,3,...} andn € {0,1,...,5 — 2} the sum

(n) _ (30171 1evmvin) 1 1 1
" = —1)¢ -
J Z (=1) <i0+...+z’n_1+1 G0+ ... Fin+1/) 49! 0,0

(05i15wm18n) €S§™)

where

S = {(i0si1seenrin) € {0, 1, }" ¢ g biy b in =5 — Lin >0 andif i, =1> 1,
then 25 1 =125, 2 =...= i(s—l+1)+ = 0},
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simplifies to

= (n+ 1) (86)

J _}'
This gives (85) for n = 1,2,...,k — 1. Moreover, from (86) putting j = k+ 1 and n = k — 1, we get (85)
for n = k. Finally we show how (86) follows from standard combinatorical formulas. From the definition
of S;-T_L)l we get that, in the sum defining I](n), the variable 4, either equals j — 1 or belongs to {1,...,n}.
With the notation ¢ = z,,, this gives
1

m _J—1 _ - i  1\an—i(80481 seensin_ i)
Ij - 4! ZZI( i Z ( 1)q N '

- .1
— il(j — )7 20!...
! (i0i15erin—i) €SS2

Tp—i)
j—i—1

With the notation s = min{l : 4; > 0}, the inner sum of the last expression can be written in the

following form:

. L . 1
—1Ygn—i(20,81 eyt —i)
> (=1) il im!

(i0+i1yemmrin—i) €SS

n—1i n—i—s 1
=§:———————-Z:(U’ > T

q:l’). (‘7 —l-n+ ‘; r=1 {i1+...+i,=n—i—s: 4;>0} Pt
_ n—t (_1)n—z—s

j—1l—n+3s)(n—1i—s)
2 G-1 i —i—s)!
Thus we have

m_J=1 < 1 = (-yr =
I = — — - — - , -
J 7! ;(z—l!( —zv)]32:%(_]—1—n+s')!(n—z—s)!

j ~1 n—1 . 1 n—s 1
== (—1).—' — TERRYE - -

7! ~ j st = -G -0)(—-1—-7—3s)
Now it remains to show that
n—1 n—s
1 1 n
gty o L (87
Sz:%( )]s!;(z—l)!(]—l)(]—l—z—s)! 7! 87)

It is easy to see that (87) holds for n = 1,2. Assuming that (87) is true for some n < j — 3, we show
that it also holds for n + 1. Namely,

n+l—s

1
;“ JS' ; =1~ —1—i—s)
n s 1 1
‘ﬁ+§(‘_” R O e FEEE]
n 1 1
_j_!+ ]—n—2‘z sln—s)l(j+s—n—-1)
n 1 1

AtiG-n-2G-n-DG-m...G-1
n 1 n+1

AR T

Thus, (87) is proved. This completes the proof of Theorem 7. a

INRIA



Taylor Ezpansions for Poisson Driven (max,+)-Linear Systems 37

References

[1] Asmussen, S. (1987) Applied Probability and Queues. J. Wiley & Sons, Chichester.

[2] Baccelli, F. (1992) Ergodic theory of stochastic Petri networks. Ann. Probab. 20, 375-396.

[3] Baccelli, F. and Brémaud, P. (1993) Virtual customers in sensitivity and light traffic analysis via
Campbell’s formula for point processes. Adv. Appl. Probab. 25, 221-224.

[4] Baccelli, F. and Brémaud, P. (1994) Elements of Queueing Theory. Springer-Verlag, Berlin.

[5] Baccelli, F., Borovkov, A.A. and Mairesse, J. (1995) On large tandem queueing networks, INRIA
report.

[6] Baccelli, F., Cohen, G., Olsder, G.J. and Quadrat, J.P. (1992) Synchronization and Linearity J.
Wiley & Sons, Chichester.

7] Bavnick, H., Hooghiemstra, G. and de Waard, E. (1993) An application of Gegenbauer polynomials

) g > pp g poly

in queueing theory. J. Comput. Appl. Math. 49, 1-10.

[8] Blanc, J.P.C. (1992) The power-series algorithm applied to the shortest-queue model. Operations
Res. 40, 157-167.

[9] Blaszczyszyn, B. (1995) Factorial moment expansion for stochastic systems. Stoch. Proc. Appl. 45
(to appear)

[10] Blaszczyszyn, B., Frey, A. and Schmidt, V. (1995) Light-traffic approximations for Markov-
modulated multi-server queues. Stochastic Models 11 (to appear)

[11] Blaszczyszyn, B. and Rolski, T. (1993) Queues in series in light traffic. Ann. Appl. Probab. 3,
881-896.

[12] Blaszczyszyn, B. and Rolski, T. (1995) Expansions for Markov-modulated systems and approxima-
tions of ruin probability. J. Appl. Probab. 32 (to appear)

[13] Blaszczyszyn, B., Rolski, T. and Schmidt, V. (1995) Light-traffic approximation in queues and
related stochastic models. In: Dshalalow, J.H. (ed.) Frontiers in Queucing: Models, Methods and
Problems. CRC Press, Boca Raton, Florida.

[14] Boxma, O.J. (1979) On a tandem queueing model with identical service times at both counters.
Adv. Appl. Probab. 11, 616-659.

[15] Boxma, O.J. and Daduna, H. (1990) Sojourn times in queueing networks. In: Takagi, H. (ed.)
Stochastic Analysis of Computer and Communication Systems. North Holland, Amsterdam, 401-
450.

[16] Cheng, D. and Yao, D. (1993) Tandem queues with general blocking: a unified model and comparison
results. DEDS: Theory and Applications, vol. 2 (1993) pp. 207-234.

17] G. Cohen, D. Dubois, J.P. Quadrat, and M. Viot. A linear system-theoretic view of discrete event

? ) y
processes. In: Proceedings of the 22-nd Conference on Decision and Control. IEEE, 1983.

[18] G. Cohen, D. Dubois, J.P. Quadrat, and M. Viot. A linear system-theoretic view of discrete event
processes and its use for performance evaluation in manufacturing. IEEE Transactions on Automatic
Control, AC-30:210 220, 1985.

ranken, P., Konig, D., Arndt, U. and Schmidt, V. ueues an ownt Processes. J. Wiley
19] Franken, P., Konig, D., Arndt, U. and Schmidt, V. (1982 d Point P J. Wiley &

Sons, Chichester.

RR n° 2494



38

F. Baccelli € V. Schmidt

[20]

[21]

[22]

[23]

[24]
[25]

[27]

[28]

[30]

[31]

[32]

Frey, A. and Schmidt, V. (1995) Taylor-series expansion for multivariate characteristics of risk
processes. Insurance: Mathematics and Economics (to appear)

Friedman, H.D. (1965) Reduction methods for tandem queueing systems. Operations Res. 13, 121-
131.

Gong, W.B. and Hu, J.Q. (1992) The MacLaurin series for the GI/G/1 queue. J. Appl. Probab. 29,
176-184.

Hooghiemstra, G., Keane, M. and van de Ree, S. (1988) Power series for stationary distributions of
coupled processor models. SIAM J. Appl. Math. 48, 1159-1166.

Hu, J.Q. (1994) Analyticity of single-server queues in light traffic. Queueing Systems (to appear).

Konig, D. and Schmidt, V. (1992) Random Point Processes. B.G. Teubner-Verlag, Stuttgart (in
Germ.).

Kroese, D. P. and Schmidt, V. (1995). Light-traffic analysis for queues with spatially distributed
arrivals. Math. Oper. Res. (to appear).

Le Gall, P. (1994) The overall sojourn time in tandem queues with identical successive service times
and renewal input. Stoch. Proc. Appl. 52, 165-178.

G.J. Olsder, J.A.C. Resing, R.E. de Vries, M.S. Keane, and G. Hooghiemstra. Discrete event systems
with stochastic processing times. IEEE Transactions on Automatic Control, AC-35:299-302, 1990.

Reiman, M.I. and Simon, B. (1989) Open queueing systems in light traffic. Math. Oper. Res. 14,
26-59.

Simon, B. (1993) Calculating light traffic limits for sojourn times in open Markovian queueing
systems. Stochastic Models 9, 213 231.

Thorisson, H. (1985) The queue GI/G/1: Finite moments of the cycle variables and uniform rates
of convergence. Stoch. Proc. Appl. 19, 85-99.

Zazanis, M.A. (1992) Analyticity of Poisson-driven stochastic systems. Adv. Appl. Probab. 24, 532
541.

INRIA



/¢

Unité de recherche INRIA Lorraine, Technopdle de Nancy-Brabois, Campus scientifique,
615 rue du Jardin Botanique, BP 101, 54600 VILLERSLES NANCY
Unité de recherche INRIA Rennes, Irisa, Campus universitaire de Beaulieu, 35042 RENNES Cedex
Unité de recherche INRIA Rhone-Alpes, 46 avenue Félix Viallet, 38031 GRENOBLE Cedex 1
Unité de recherche INRIA Racquencourt, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex
Unité de recherche INRIA Sophia-Antipolis, 2004 route des Lucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex

Editeur
INRIA, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex (France)
ISSN 0249-6399



