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Abstract. Lagrangian relaxation has recently emerged as an important method for solving com-
plex scheduling problems. The technique has succeesfully been used to obtain near-optimal solu-
tions for one machine scheduling problems and parallel machine scheduling problems. The approach
consists of relaxing the capacity constraints on machines by using Lagrangian multipliers. The re-
laxed problem can be decomposed into independent job level subproblems. Peter B. Luh and his
colleagues extended the technique to general job shop scheduling problems by introducing more
Lagrangian multipliers to relax the precedence constraints among operations. such that each job
level relaxed subproblemn can be further decomposed into a set of operation level subproblems
which can easily be solved by emuneration. Unfortunately, the operation level subproblems exhibit
solution oscillation from iteration to iteration and, in many cases, prevent convergence of the al-
gorithm. Although they have proposed several methods to prevent solution from oscillation. none
of the methods is really satisfactory. In this paper. we propose an efficient psendopolvnomial time
dynamic programming algorithm to relaxed job level subproblems. We show that by extending
the technique to job shop scheduling problefus. the relaxation of the precedence constraiuts is un-
necessary, and thus the oscillation problem vanishes. This algorithm also results in a much more
efficient Lagrangian relaxation approach to job-shop scheduling problems. Furthermore, this algo-
rithm makes it possible to optimize “min-max” criteria by Lagrangian relaxation. These criteria
have been neglected in Lagrangian relaxation litterature for sake of indecomposability. Compu-
tational results on randomly generated problems are given to demonstrate the efficiency of the
algorithm.

Keywords. Lagrangian Relaxation. Scheduling. Decomposition. Dyvnamic Programning.
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Résumé. Depuis quelques années, la relaxation Lagrangienne est devenue une méthode impor-
tante pour résoudre des problemes d’ordonnancement complexes. Cette technique a été appliquée
avec succes aux problemes d’ordonnancement a une machine et aux probiémes d’ordonnancement
en machines paralleles, pour obtenir des solutions approchées. Cette approche consiste a relaxer les
contraintes de capacité a l'aide de multiplicateurs Lagrangiens. Le probleme ainsi relaxé peut étre
décomposé en sous-problemes de niveau tache indépendants. Le Professeur P.B. Luh et ses collegues
ont élargi cette technique aux problemes d’ordonnancement des “job shops™ en général, en intro-
duisant des multiplicateurs Lagrangiens supplémentaires pour relaxer les contraintes de précédence
entre les opérations d'une tache. de telle sorte que chaque sous-probleme de niveau tache peut
étre encore décomposé en sous-problémes de niveau opération qui peuvent étre facilement résolus.
Malheureusement, les sous-problemes de niveau opération conduisent a une oscillation de solu-
tions d’une itération & une autre, et empéchent souvent la convergence de |'algorithme. Bien que
plusieurs méthodes aient été proposées pour éviter cette oscillation, aucune d’entre elles ne fournit
des résultats concluants. Dans cet article, nous proposons an algorithme pscudopolynémial efficace
basé sur la programmation dynamique pour résoudre les sous-problemes de niveau tache. Nous
montrons qu’en appliquant cet algorithme a des problémes d’ordonnancement des “job shops”,
la relaxtion des contraintes de précédence devient redondante, et par la suite, les phénomenes
d’oscillation de solution disparaisseut. Cet algorithme rend donc l'approche de la relaxation La-
grangienne beaucoup plus efficace pour résoudre des problemes d’ordonnancement des “job shops™.
Par ailleurs, cet algorithme permet d’optimiser des criteres de type “min-max” par la méthode de
relaxation Lagrangienne, des critéres non considérés dans la littfature jusqu'a présent a cause de la
non décomposabilité. Les résultats numériques sur des exemples générés aléatoirement sont fournis
pour illustrer 'efficacité de ’algorithme.

Mots clés. Relaxation Lagrangienne. Ordonnancement. Décomposition. Programmation dynami-
que.
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1. Introduction

Scheduling is one of the most important issues in the planning and operation of manufacturing
systems, but most scheduling problems are NP-hard. The development of optimal polynomial
algorithms is unlikely. Lo solve the problems, many methods have been proposed. These methods
can be classified into deterministic optimization methods. approximation/heuristic methods and
stochastic optimization methods [1-15]..

Deterministic optimization methods include dynamic programming methods (3-5] and branch-
and-bound methods [6-11]. Because most of them are based on implicit enumeration of possible
schedules, they become computationally expensive even for small size job shops [1-2].

Approximation/heuristic methods usually generate satisfactory schedules in a reasonable com-
putation time, but it is generally very difficult to evaluate how far these schedules are from the
optimal solutions [12-13].

Stochastic optimization methods (such as simulated annealing and the genetic algorithms)
present a new and promising direction to solve sclieduling problems, but as in most other optimiza-
tion methods, there is some degree of enumeration. Therefore the methods converge to optimal
schedules very slowly in general. Similar to most heuristic methods, it is difficult to determine if
an optimal schedule has been obtained [14-15] and when.

Lagrangian relaxation (LR) has recently emerged as an important method for solving complex
scheduling problems. The technique has successfully been used to obtain near-optimal solutions for
one machine scheduling problemns and parallel machine scheduling problems [16]. In this mentioned
paer. the capacity constraints on a machine or on a set of identical machines are relaxed by using
Lagrangian multipliers. Peter B. Luh and his colleagues extended the technique to general job shop
scheduling problems by introducing more Lagrange multipliers to relax the precedence constraints
among operations, so that each job level relaxed subproblem can be further decomposed into a
set of operation level subproblems which can casily be solved by enumeration. Unfortunately, the
operation level subproblems exhibit solution oscillation from iteration to iteration and. in many
cases, prevent convergence of the algorithm [17-19)].

In order to avoid the solution oscillation, Hoitomt and Lul [18-19] propose an augmented LR
approach in which some quadratic penalty terms are appended to its Lagrange function. However,
the quadratic penalties prevent the correspouding job level relaxed problems from being directly
decomposed into operation level subproblems. Czerwinski and Luh [20] proposed an improved LR
approach by introducing an auxiliary objective function in which earliness and tardiness penalties
for each operation are directly included. Unfortunately, the weighted quadratic tardiness function
originally as the cost function of the scheduling problems is modified. and some parameters in the
auxiliary objective function such as due dates and starting times for operations are difficult to he
taken into account properly. Morcover. the approach does not completely eliminate the solution
oscillation. Chen [21] proposed a sequential LR approach which can reduce the solution oscillation
to a great extent. but it is at the expense of the increase in computation time. Tomastik and Lul [22]
proposc a facet ascending algorithm for maximizing the Lagrangian dual of the integer programming
problems at hand. which is claimed to be applicable to preventing the solution oscillation. However,
only a simple example consisting of scheduling six single operation johs on two identical machines
is given to illustrate the algorithm. No counvergence proof and computational complexity analysis
is done.

The motivations of decomposing cach relaxed job level subproblem into operation level subprob-
lems by relaxing the precedence constraints in [17-19] come from the observation that solving the
relaxed job level suproblem by enumerating the starting time of each operation of corresponding job



is impractical if the job has more than three operations since no efficient algorithm for relaxed job
level subproblems is available. Iu this paper. such a situation is changed. Motivated by the work
of Adams et al. ([13]) on the shifting bottleneck procedure for job shop scheduling. and the work
of Hall et «l. ([5])on dvnamic programming algorithms for carliness-tardiness scheduling problems.
we propose an efficient pseudopolynomial tinme dynamic programming algorithm for relaxed job
level subproblems. We show that. by extending the Lagrangian relaxation technique to job shop
scheduling problems, the relaxation of the precedence constraints is unnecessary. This algorithm
also results in a much more efficient Lagrangian relaxation approach to job-shop scheduling prob-
lems, in which the solution oscillation disappears. Comnputational resuits on randomly generated
problems are given to demonstrate the efficiency of the algorithm.

Another important contribution of this work is that our algorithm makes it possible to consider
some “min-max” criteria such as makespan. Unitl now, only “min-sum” criteria are considered in
the literature, since otherwise the problem cannot be decomposed into job level subproblems. With
our algorithm, the problem can still be decomposed into job level subproblems. Only very little
additional effort is needed to connect the job level subproblems to global problem.

The remainder of the paper is organized as follows. Section 2 presents a mathematical formu-
lation for job shop scheduling problems with “min-sum™ criferia. Section 3 describes a Lagrangian
relaxation framework. The dynamic programming algorithm for relaxed job level subproblems is
developed under chain/join like precedence constraints is presented in Section 4. Section 5 extends
the approach to *min-max” criteria. Finally, numerical experiment presented in Section 6 demon-
strate the efficiency of the algorithin and the potential of the new Lagrangiau relaxation approach
to schedule job shops of realistic sizes.

2. Problem formulation

The problem considered in this paper cousists of scheduling N jobs on M machines in order to
minimize a weighted quadratic tardiness cost function of the jobs. The completion of each job
requires a set of operations, and each operation can he performed on one of a set of machines. Jobs
have different due dates and may have different weights. Following variables will be used for the
formulation of the scheduling problem, where operation j of job i is referred to as operation (i.j).

N Number of jobs;

n, Number of operatious in job i;
M Number of machines;
C; Completion time of job i;

M;; Set of machines capable of performing operation (¢, j);

P;.;  Set of operations of job i immediately preceding operation (:.J):
tij-’ Processing time of operation (¢, j) on machine yr € M, ;:

Ci,j Completion time of operation (i.j);

m;;  Machine selected to process operation (i, j), m; ; € M s

H Time horizon under consideration:

J Objective function to be optimized.



Figure 1: Chain/Join Structured Precedence Constraints

It is assumed that the precedence constraints of a job form a directed acyclic graph and, without
loss of generality, that cach job ends with a single operation (7,n;). Therefore. 'y = ¢;,,. The
processing of an operation is assumed to be nonpreemptive. The time horizon H is assumed to be
long enough to complete all the jobs. All jobs are assumed available for processing at time 0 and,
for simplicity, all machines are assumed to be in working orvder throughout the whole time horizon
[0, H]. Note that all results of this paper can be applied to the situation where some machines are
not at working order during some time periods for maintenance purpose. for instance.

The decison variables of the scheduling problem are the starting times of operations {¢; ;}
and the machines {m; ;} selected to perform these operations. Each job i is assocaited with a
cost function ;(C;). The objective function to be minimized is to minimize the total cost J =

N

=1 “Io‘t(cl )
1. ifr>0;
0. otherwise.
performed on machine g. The deterministic scheduling problem, denoted by Problem P can be
formulated as follows: '

Let 1(7) = Let also O, = {(i.j)|m;, = u}. the set of operations to be
. ; J i

N
Minimize J = Z e (C) (h
{m, , b{ei )} =1

subject to precedence coustraints,

ck eyt o VheP . Yi<j<m, VI<i<N (2)
and to capacity constraints. '
Z {l(T—Ci.j-i-'[jl'J)—l(T—Ci,J')}Sl. Vi<pu<M VOL<7< L (3)
(’v!)e()u

Constraints (2) and (3) reflects the fact that operation {2, 7) can be processed on several machines
with different processing time requirements (i.e., simple routing for operations). The processing
time requirements are implicitly taken into account in these constraints.

In most of the manufacturing/assembling job shops. tyvpical precedence constraints of a job
have chain/join structure as shown in Fig. L. In this figure, each operation is represented by a
node (a circle). A node with more than one immediate predecessor (called “joining™) represents an
assembly operation. It should be noticed that chain like precedence constraints constitute a special
case of chain/join like precedence constraints.

Therefore, in the rewmainder of this paper. we particularly consider the job shop scheduling
problems with chain/join structureed precedence constraints.



3. A Lagrangian Relaxation Framework for Scheduling Problems

Similarly to the approaches proposed in [17-19], we relax the capacity constraints by using Lagrange
multipliers.  We then decompose the problem into joh-level subproblems. However, we do not
further decompose the job-level subproblems into operation-level subproblems, since it would result
in solution oscillation phenomena as pointed out in the introduction.

3.1. The Lagrangian Relaxation Framework

‘The capacity constraints (3) can be relaxed by using nonnegative Lagrangian multipliers A, ,, (7 =
0,1,....Hyp=1.2,....M). This leads to the following relaxed problem. denoted by RP:

N N
Minimize Z il )+ZZ’\T“ Z (H{T —c;j)— {1 — ¢ ,—ti,“’))—l (4)
{m.; ey} =1 u=1t =0 (i.J)EO,
or
N 1, Si,y— hvi H
Minimize <> |, ) + > Z A, | = DD A (5)
{’”'~J}'{L"J} =1 J=1 r=e, - {m p=1r=0
)
subject to (2).
The objective function of Problem RP can be rewritten as
N n, Cr,_]_l M H‘
> Minimize S@(C+ D> D Aem, p = DD A (6)
=1 {"11.1}5{‘7' J} J=1 T;Cy.]—l;h], ; n=1r=0

where the minimization operation in (4) has been brought inside the summation since the johs are
independent. ‘
The Lagrangian dual to problem P. denoted by DP. is

M n, Cr 1_1
Maximize L = — ) Z Arge + Z min PCH+Y. Y A, (7)
{’\7-5‘20} n=1 =0 =1 {771,_1}.{0, ]} 1_1 T=¢Cy; t,,’,

L

The objective function (6) results in a decomposition framework in which a minimization sub-
problem for each job i, denoted by SPj;, has to be solved:

1, Gy j_l
Minimize < o {(C;) + Z Z Arom,, (8)
{‘nl,.)}.{f,,_,} /—] T=Cyy ["‘!J

This decomposition leads to an approach to solve the scheduling problem. Asin {16-19], there are
several steps to obtain a near-optimal solution, namely: solve subproblems, solve the dual problem,
and construct a feasible solution. The effectiveness of the decomposition framework depends on
the effectiveness of the algorithm to solve the subproblems. In the next section, we propose an
efficient pseudopolynomial dynamic programming algorithm to solve job-level subproblems. The
rest of this section is devoted to a brief description of the solution of the dual problem and the
construction of a feasible solution.

6



3.2. Solving the dual problem

The dual problem can be solved by using the subgradient method [23]. The Lagrange multipliers
{A;,.} which constitute a vector A are updated using the follwing formula

/\(h+1) — /\(/1) + O'(’L)Q(A(}L)) (9)

where AW alh) are respectively the value of vector A obtained at the hth iteration, and the step

- size at the hth iteration. g(A)is the subgradient of the dual function (7) which is a vector composed
of g-,(A)'s, where ¢, ,(A) = Z(i.J)EOH {1(7' —¢ij)— Ut —c;;— t:;j)} — 1. The step size is given
by
W =gy =L
T (g(ARI) T g(A)

. _ (10)

where LY is an upper bound of the optimal objective value of (7). L") is the value of the dual
function at the hth iteration. and 0 < 4 < 2. The superscript “T" indicates the transposition
" operation.

The convergence of this subgradient algorithm depends on the selection of parameters 3, LY
and MO, It has been shown that the adaptive change of the parameters /3. LY with the progress of
the subgradient algorithm will speed up the convergence of the algorithm (see [16-19]). In practice,
the parameters should be reduced if the value of L'®) remains approximately the same over several
iterations or if a fixed number of iterations are performed. The number of iterations to be performed
before decreasing the parameters. and the decreasing rate. have to be selected.

3.3. Construction of a feasible schedule

Because of the discrete decision variables and the stopping criterion used in the subgradient method,
the solution to the dual problem is generally associated with an infeasible schedule. i.e., some of
the capacity constraints might be violated for several time slots. The list-scheduling approach of
[19] is used to sonstruct a feasible schedule from this solution. In this list-scheduling procedure. a
list is created by ordering operations of all jobs in non decreasing order of their starting times in
the solution. Operations are then scheduled on the required machines according to this list as soon
as the machines become available. If the capacity constraint for a particular machine is violated
at_time 7. a greedy heuristic based on the incremental change in J (the original cost function (1))
determines which new operations should begin at that time slot and which ones should be delayed
by one time unit. The subsequent operations of these delayed ones are also delayed by one time
unit if precedence constraints are violated. The process repeats until a feasible solution is found.
The pseudocode for this heuristic can be found in [19].

3.4. Evaluation of the feasible schedule

Ouce a feasible schedule is.obtained. the corresponding value of the objective function J is an upper
bound of the optimal objective ./=. The value of the dual function L™, on the other hand, is a lower
bound of J*. The difference between J= and L™ is the duality gap. An upper bound of the duality
gap is provided by J — L™. The approximate relative duality gap is then (J — L*)/L~. which is a
measure of the suboptimality of the feasible schedule.



4. A dynamic programming algorithm for the relaxed job level
subproblems

Let us consider the following one job scheduling problem: A job requires a set of operations to he
completed, and each operation can be perforined on one machine among several. It is assumed that
the processing of operations of the job must verify a set of precedence constraints. The job has a
due date and a weight as its unit tardiness penalty. Fach machine type has a marginal cost for
utilization at each time unit within the time horizon under consideration. The scheduling problem
is to determine the machine and the starting time of each operation of the job to minimize the
weighted quadratic tardiness of the job and the total cost of using machines to complete the job.
where the cost of using machine g at time 7is A; . :

Since only one job is considered. for simplicity, the index related to jobs in the notations in
the previous section can be dropped. For instance, n denotes the number of operations of the job
instead of n;.

The one job scheduling problem. denoted by JP. can then be formulated as follows:

n =1
Minimize < @(c,) + Z Z /\T.,,]J (in

{m, ¥ e} | 1=1 T=L~J—t}’nJ

subject to precedence constraints:

3 . J
e, L¢, - tmj.

Ve P. V1<j<n (12)

Note that all relaxed job level subproblems in the Lagrangian relaxation approach of the previous
section can be formulated as a one job scheduling problem.

4.1. Optimality conditions

In this subsection, we describe several conditions for optimal solutions of problem JP. They are
used for implementing a dynamic programnming algorithm for the problem.
Forany r =0.1,...,H, for any 1 < j < n and for any gt € M, let

r—1
> Ao if j < n.
: f=1—t/,
7‘_';,;;: ‘ r—1
)+ D Aoy ifj=n
0=T—li‘

Therefore, nﬁu is the cost of completing operation j at time 7 on machine p. With these new

notations, the objective function of Problem JP cau be rewritten as

n
Minimize Zﬂj}_mj (13)
{m,;}.{e;} =1
We now show that the problem can be solved using dvnamic programming technique. For each
operation j, let P; denote the set containing its (not necessarily immediate) precedent operations
and itself.

.



Let us define a problem JPyx(x.u). with parameters | < k < n. 0 <a < H and v € My as
follows.

Minimize Z 7"} m, : (1)
{mj}.{gj} Jerk

subject to (12) and ¢, = &, my = u.

Let fi(x,u) denote the optimal criterion value of Problem JPy(x.u). fr(x.w) is the minimal
cost to complete the prodecessors of operation & and itself such that opem,tlou k is completed
exactly at time 2 on machine u. It is possible that no solution exists for problem JPyx(x,u). In
this case, fiy{z.u)is set to +oc. without loss of generality.

According to the precedence constraints, if ¢, = 2 and my = u, we should have ¢; < 2 - [f‘,,

for any j € Pi. Considering further more the constraints m; € M; and the fact Lha.t Pr =
{k1U U P;, this remark leads to the following formulae

JEP
Sfrlx,uw) = wﬁ“, Yk such that P, = 0; (15)
filesu) = =7, + Z mm q, x - I‘ v).  Vh such that Py # 0. (16)
' JEP "
where,
(y.c)= 1 o). [
g,(y-v) Oxsn:nglyf,( r) (t7)

It can be seen that (15) and (16) provide respectively the boundary condition and the recur-
rence formula for the dynamic programming approach. The physical interpretation of the function
gr(2,u) is the minimal cost to complete the predecessors of operation & and itself such that oper-
ation k& is completed at lutest at thnme 2 on machine u.

As a result, the optimal function value of the one job problem is given hy min (/,L( o). The
HeEM
corresponding optimal solution can be obtained by a backward method.

4.2. Computational complexity of the dynamic programming algorithm

For each triplet (k.2,u). in order to compute fi(x,u). we should consider all the immediate pre-
decessors of operation k. For each operation j € Py, the number of ¢ values is M}, In addition.
for each value of k. the number of &’s is O(H) and the number of «'s is [My]|. Therefore. the
overall complexity of the algorithm is O(H Y3, My 3 ep M 1), According to (7). we have
gr(a,w) = min(ge(ax — Low), fileow)). Therefore. functions gi(a, u) can be computed at the same
time as functions fi(a.u). Their computation needs only a comparison and does not increase the
order of complexity.

5. “Min-Max” Criteria

As we pointed out in the introduction. the application of Lagrangian relaxation approach has heen
limited to “min-sum™ type criteria. since with “min-max” type criteria. the problem cannot be
decomposed into job level subproblems. In this section, we show that with our dvnamic program-
ming approach. we can solve scheduling problems with some “min-max”™ eriteria. We show that
the minimization of makespan and the minimization of maximal lateness can be performed b
Lagrangian relaxation methods. Both these criteria are of “Min-Max™ tvpe. lndeed. with these
criteria. the relaxed problem cannot be completely decomposed. However. we can construct job



level subproblems as for “min-sum™ criteria. Instead of optimizing the job level subproblem, we
obtain a set of solutions. each of with is an optimal solution for a given parameter. The global
optimal solution of the relaxed problem is obtained by choosing the values of these parameters. We
show that they can be chosen with a psendopolynomial algoritivn.

\lore precisely, for each job ¢ (1 < ¢ < N}, we can solve a job level problem by replacing n
(resp. t, M, ...) in Section 1 with n; (resp. Ij;~j, M, ,....), and by replacing the function £ by
0. We then obtain a function g, ,, (. u) with parameters @ and w. for each 0 < o« < H and for each
w € M, ,,. The function g, , (2. u) gives the cost of completing job i such that operation (i, n;) is
completed at latest at time 2 on machine wu.

We consider now respectively the minimization of makespan and the minimization of maximal
lateness. '

When the criteria to minimize is the makespan, the objective function of the relaxed problem
becomes, instead of (5):

oy lv)—l Ad
“Minimize [max, i+ ZZ Z /\,m,] E E Ary (18)
{mi ey} =1 =1, r=e,,— ) y n=1r=0

The term outside the brackets does not depend on decision variables. We then have to optimize
only the term between the brackets. Let V' be the optimal value of this term. We then have the
following theorem.

N

Theorem 1. Thereis a 0 < a < H such that V'™ = o + E n}/i’n Gon, (. u).
. ueM;
=1 T

< N}, According to the

Proof. Consider an optimal solution {¢7;.m7 |1 < j < ni, 1 ¢
el I <7 < N. By the optimality

<
assumption that H is large enough. we have 0 < (7 = . V1

n, —
of the solution, we have

n, ‘,‘
> Z Arms = fin (C7omi, ). VISP <N,
J=1 .
’-J lll
ty
Let * = max (7. We now prove that

1<iKN

fin (C7omi, )= min gin (v ). V1< <N,
[le./\/',.",

For any job 1 < ¢ < N, from equation (17), we have g; », (2, u) < fi o, (C7 u), Vu € M, which
leads to min  g;, (v .u) < fi,, (CTomi, ). If min g, (@, u) # fi, (C7om,, ), there would be

ue [RIN “E-Mx,nl
a douplet (y,u) # (CF,m},, ) such that 0 < y < 2. v € M;,, and fiady.w) < fin (C7T,mI, 00,

Ln
which is in contradiction with the optimality of the solution. O

According to this theorem. the optimal criterion value of the relaxed problem is given by

min ¢ x + Z min - ¢; (2, u)
USlS}I 'IIE./\A, ",

10



As soon as the functions g;, (x.uw) is known for cach job i. this problem can be solved by
enumrating all the possible values for « and u values for each given w. The complexity is then
N
O(‘H =1 |./\/I,'.,,,14)-
Similarly. if the criterion considered is to minimize maximal lateness. the relaxed problem can
also be solved. By considering that ¢, , (x.u) = +o¢ for any w € M, ,, and for any 2 such that

-

x < 0ora > H. the optimal criterion value is given by

A’
min T+ Z min = ¢; n,(z+ D;.u)p.
‘I)maxSATSI'I_I)min i=1 UE-/\"z.nl

where D; is the due date of job i and Dy = 11;%\1\ D;, Dpin = lg:lsn\ D;.

6. Test results

6.1. Example 1

The first example is example 1 in [19]. 1t is a job shop scheduling problem with 4 equally weighted
jobs and 3 different machines. The total number of operations is 24. The scheduling horizon is 25
days. All machines are available on day 1 and all jobs are due on day 0. In [19], it takes 12.7 CPU
seconds on an IBM 3090 mainframe computer to obtain a lower bound 469.7 and a feasible solution
with cost J=175.0. The relative duality gap is then 1.13%.

The problem has been solved using the approach presented in this paper. All the multipliers
are initialized at zero and the initial upper bound is set to 600. It needs 99 iterations, aud only
0.46 seconds on IBM 6091/19 microcomputer, to obtain a very tight lower bound 474.9998, and
a feasible solution with cost J=475.0. The duality gap is then 0.000042%. In fact. the feasible
solution is actually optimal. taking into account the fact that cost is integer.

6.2. Example 2

The second example is a randomly generated 10 job 5 machine (denoted as 10 x 3 as in the literature)
job shop scheduling problem. The jth operation of job i is processed on machine (¢ + j)(mod 5).
The processing time of cach operation and the due date of each job are randomly generated from
the uniform distribution [1.10] and the uniform distributuion [1.25] respectively. These data are
shown in Table I. The weights of all jobs are | and the scheduling horizon is 100. All the multipliers
are initialized at zero as described in FExample 1 and the initial upper bound is 15 000. It takes
220 iterations and 13.58 CPU seconds on an IBM 6091/19 microcomputer. to obtain a lower bound
9 343.1914 and a feasible solution with cost J=10 250. The relative duality gap is then 9.7%.

6.3. Example 3

The third example is a raudomly generated 20x 10 job shop scheduling problems. The jth operation
of job ¢ is processed on machine (7 + j)(mod 10). The processing time of cach operation and the
due date of cach job are randomly generated from the uniform distribution [1,10] and the uniform
distributuion [1.100] respectively. These data are shown in Table 2. The weights of all jobs are
I and the scheduling horizon is 200. All the multipliers are initialized at zero as described in
Example | and the initial upper bound is 60 000. It takes 227 iterations and 99 C'PU seconds on
an IBM 6091/19 microcomputer. to obtain a lower bound 35 625.2266 a féasible solution with cost
J=12 950. The relative duality gap is 20.56%.



Data of Example 2

Table 1:
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Table 2: Data of Example 3
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Remark. The test results on Examples 2 and 3 and other randomly generated job shop scheduling
problems show that the relative duality gap obtained by using Lagrangian relaxation increases as
the machine number increases and the gap is larger than 10% for some of the problems. It is not
clear now that the larger duality gap is caused by ineffectiveness of the list-scheduling approach for
constructing a feasible schedule or is an inherent quality of the Lagrangian relaxation approach.
However, since the job shop scheduling problems are extremely difficult to be solved, a relative
duality gap of the value, such as 20% . can still be thought as within a reasonable limit.

7. Conclusion

In this paper, we propose an efficient pseudopolynomial time dynamic programming algorithm to
relaxed job level subproblems. and then show that in extending the Lagrangian relaxation technique
to job shop scheduling problems. the relaxation of the precedence constraints is unnecessary. This
algorithm results in a much more efficient Lagrangian relaxation approach to job-shop scheduling
problems, in which the solution oscillation due to decomposing each relaxed job level problem into
a set of operation level subproblems is completely avoided and great computation time savings are
carried out. The new Lagrangian relaxation approach has a significant improvement over existing
Lagrangian-relaxation-based joh-shop scheduling approaches and is more practical for implemen-
tation in actual manufacturing environments.

The test results on randomly generated job shop scheduling problems show that the relative
duality gap obtained by using Lagrangian relaxation increases as the machine number increases
and the gap is larger than 10% for some of the problems. The larger relative duality gap is likely to
be caused by ineffectiveness of the list-scheduling approach for constructing a feasible schiedule for
large-sized job shop problems with complicated machine routes of jobs. So. one subject for further
investigation is to develop a more efficient approach for constructing a feasible solution from the
solution of the dual problem.

In addition. although the precedence constraints considered in this paper are general enough
for job shop scheduling problems in most manufacturing/assembling svstems. we'd like to find an
efficient algorithm for the relaxed job level subproblems under generic precedence constraints. This

is one subject of our current investigation.
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