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Introduction to the multi-step discretization algorithms
via the controlled path integral

Introduction aux algorithmes de discrétisation multipas
par-intégrales de trajectoires controlées

Masasuke SHIMA*

Abstract. Multi-step discretization algorithms of continuous time control law have been
studied by Isurugi and Shima (1985) with the aid of the numerical integration algorithms
of ordinary differential equations and have advantages over the one-step discretization algo-
rithms. '

In this report, using the formulations of controlled path integrals (Shima 1992), the author
derives the one step algorithm, from which the multi-step algorithms can be obtained.

Résumé. Les algorithmes de discrétisation multipas pour les lois de contrdle & temps
continu ont été étudiés par Isurugi et Shima (1985) & l'aide des algorithmes d’intégration
d’équations différentielles ordinaires. :

Dans ce rapport, utilisant la formulation d’intégrales de chemins contrdlés (Shima 1992),
l'auteur donne ’algorithme & un pas, d’ou les algorithmes multipas peuvent se déduire.

*Department of Precision Enginecring — Faculty of Engineering - Hokkaido University
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Introduction to the multi-step discretization algorithms
via the controlled path integral

Introduction aux algorithmes de discrétisation multipas
par intégrales de trajectoires controlées

Masasuke SHIMA*

Abstract. Multi-step discretization algorithms of continuous time control law have been
studied by Isurugi and Shima (1985) with the aid of the numerical integration algorithms
of ordinary differential equations and have advantages over the one-step discretization algo-
rithms. ,

In this report, using the formulations of controlled path integrals (Shima 1992), the author
derives the one step algorithm, from which the multi-step algorithms can be obtained.

Résumé. Les algorithmes de discrétisation multipas pour les lois de contrdle a temps
continu ont été étudiés par Isurugi et Shima (1985) a 'aide des algorithmes d’intégration
d’équations différentielles ordinaires.

Dans ce rapport, utilisant la formulation d’intégrales de chemins contrélés (Shima 1992),
I’auteur donne ’algorithme & un pas, d’ou les algorithmes multipas peuvent se déduire.

1 Introduction

During 1980’s, many computable design algorithms are obtained in the field of nonlinear
control systems (Isidori, Nijmeijer and Van der Schaft, Isurugi and Shima, Yamashita and
Shima). If one tries to apply these design methods to practical problems, it is clear that the
feedback control laws have to be calculated by the digital computers. Thus, we encounter
the necessity of discretization algorithms which have been studied by several researchers, for
example, Monaco and Normand-Cyrot, Isurugi and Shima. The former have presented the
one-step type discretization algorithm. The latter have studied both the one-step methods
and the multi-step methods and have shown the advantages of multi-step methods and the
related problems such as the stability of the whole system. The discretization of dynamic

*Department of Precision Engineering - Faculty of Engineering — Hokkaido University



compensator is also studied in the papers of Isurugi and Shima, though all ones written in
Japanese.

Therefore the author would like to introduce the multi-step algorithms to the researchers
outside Japan by the calculation based on the controlled path integral methods (Shima
1992) and show the limit of approximation via the zero-th order hold is O(T?) (T is the
sampling interval). This conclusion is the same as onc implicitly shown by Normand-Cyrot
and Isurugi.

2 Description of system ¥

The system ¥ to be studied is expressed as

(1) > M, X, w,u,y}

M is an n-dimensional differentiable manifold and is a state space. A state of the system is
a point p € M. The state trajectory on M is written as p(t). X is a set of vector fields on
M and is sometimes a distribution. X is expressed as X(p,u), where u is an input vector
to the system in the forms as u(t), u(p(t)), etc. w are in general tensor fields on M and is
written as w(p). In the following w is assumed to be a differential 1-form.

And, lastly, y is the output vector of the system defined by

©) 30 = 9ta) = [ W0), X0, uDhods, 1=1,...,7

The given input u(-) determines a vector field X (p,u(-)) on M, which yields the state
trajectory p(t) on M. p(t) is also named as the controlled path. Then u(-) and p(-) determine
y(-) via (2), which is named as controlled path integral.

Outputs of the system, performance index to be minimized, and Lyapunov function can
be cxpressed in the form of “controlled path integrals”. ‘ ’

3 Affine control system

If (z(p,u) is given by

3) X(p,u) = Xo(p) + X2 (pu' + - + Xm(p)u™

with Xo(p), X1(p),. .. , Xm(p), Ce vector fileds on M. The system 3" is called “affine control
system”. If we put

(4) W =1

we have

[\



X(p,u) = Xo(p)u9 + Xi(p)u! + - + X (p)u™
X;(p)w/

Oy O

()

Using the local co-ordinates, we have
L]

0 n 0
(6) Xi(p) = fi@) 5+ + [ @) 5
-1 0z Oz
In the same way, we have
(7) w(p) = wy(z)dz' + - + wy(z)dx
or
(8) wp)=dz', i=1,...,n
or
oh , oh , ,
(9) w(p) = %dx +- 4 %dx
or
(10) w(p) = cidz! + - - + ¢ dz”™.
(6) and (10) yield -
() & = fo@)+ N+ + fm(@)u™
y = h(z)

which is a familiar “affine” control system.

Thus, our formulation includes the systems studied up to the present.

In addition, it is not assumed that w is an exact 1-form. Morcover, from (6) and (7), we
have

(w, X))

{sz )f3( :r)}u = w; fjw?

NgE

(w(p), X(p,n)) =

0

[y
Il

(12)

I
[\/]s

.
1l
o



4 Expressions of the controlled path integrals (I)

In this section, we derive the necessary expressions of the integral :

3
(13) J= /to(w,X})dt. | ‘
Substituting (5);, into (13), we have
_ . m |
(14) J = / 3 (w, Xi, )poyu' (s)ds.
to =0

Let us define the set of suffixes:
(15) 11 = {'1:1}, IN = {iN,iN—l;--- ,i]}, N = 2,3,...
For example, there are (m + 1) cases for I;:

(16) I : {0},{1},...,{m}.
Using (15), we define

t .
J(; : t,s) = / u"(sy)ds,
a7 t
J(Ix:t,s) = / ui*(sk)J(Ik_l i t,sk)dsk, kK =2,3,...

In the same way, we define

w(h) = w({i1}) = w(Xi) = (w, Xy,)
’lU([k) = (d{w(lk_l)},Xik) = Lx‘.k {w(lk_l)}, k= 2,3, .

where d is the exterior derivative and Ly is the Lie derivative. For example, we have

(18)

’lU(Ig) = (d{w(jl)}’xl2> = inz{w(ll)} = in2{<7U)Xi1>}

(]9) = <LXi2w’ Xi1> + <w’ LX‘?X“)

where the Lie derivatives Lx,,w and Lx,, X;, can be calculated in the following way.
Il p(z) is a function and X is a vector ficld

. 0
(20) X=f‘(:c)é%+--'+fn(k)axn



expressed in the local co-ordinate

Oy
ozm

1) Lip = ['@) 00 4 4 *(z)

is the Lie derivative of o(z).
Furthermore, if we define a differcntial 1-form

_ 0, O0p(x) o
(22) =2 dr’ +--- + o dz™ =: dy
we have
R dp(x) 3 ; 0 _ = 0p(z)
(23) ' <'LU, X) - i,jz:—:l 8.’1,'i f ("I:) (dl‘ ) (9.73]) - ; al'i
24) det, Ly =6
(24) [ (dx*, %ﬂ = j]
From (21) and (23), we obtain
If wis a differential 1-form:
(26) : w = w (z)dz' + - + wa(z)dz"
Lxw is given by
(27) Lxw := Z{[wai + (w, %>}dﬂf
i=1
Il Y is an another vector filed:
0 0
= 1y, —_— “ e n
LxY is given by
u i i 0

i=1
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In view of these expressions, we know that the expressions of (19) are well defined. As
to why (19) holds, please consult it with the books of differential geometry.
The calculations of the following special case will be used later in this report. If

- (30) w=dz* (i=1,...,n),

in view of (29) and

(31) w' = 8}dz’

we obtain
o s s O
Lyw* = Z{LX& + (W', ——.)}da:’

(32) = Z{,ajﬂf[%hﬁém

If we can put

(33) ' Xi, = Xiy = X

in (19), we have

w(l) = (Lxw', X)+ '(w LxX)

of .
(31) — (ghdst, i) (32) and LxX =

o/
T B 51

which occurs for the case of the zero-th order hold function used in the sample data controlled
system. If we define

(33) . w(ly) :=

we have



‘ %ﬁ}r S_IL"‘ fIFx) o/
(3()) w(]z) = AR : - af
dro gl @)

Moreover, if we differentiate (32) along the trajectory z(1) of the vector filed X again,
we have the following equivalent expressions. Using (19)

w(ly) = (Lqw,X)+ (Lxw,LxX)

(57) = (L3w,X) [ LxX =0]

On the other hand, using (34) and (19) we have

w(l3) = Lx{w'(l2)}

aft .
(38) N I;X{axi a; j} o
Therefore, we obtain
o of L Hfi .
(39) w () = (Lw, X) = L oL} - i+ 0L L),

This formula is obtained under the assumptions (30) and (33).
Expressions for more general case are given in the next section.

5 Expressions of the controlled path integrals (IT)

w([l3) is calculated in the same way as (19)

w([;;) = w({ig,ig,il})

ing{w([2)}

Lx,, {{Lx,,w, Xi;) + (w, Lx,, X} }

= <LX..3 inzw, Xi1> + (inzw, LX.'3Xi1>
+(LX,3w, 11X12X,~1> (w,]JX‘BLXQXil),

(10)

Using (27) and (29) repeatedly, it is clearly possible to calculate (40) in principle ; but
the number of “inner products” increases with the rate of 2% for w(/x), which yields the
problem of calculation. Keeping this problem in mind, we use the expression(18).

In the next place, differentiating (19) with respect to s, we have the following relations

7



(41) OsJ(Nh;t,s) = —uf‘(s)
OsJ(Ig;t,8) = —u*(s)J(ley;t,s) k=2,3,....

Then, we obtain the following expressions by applying the integration by parts

J = / Z (w, X;,)u' (s)ds
- = /Zw(ll){ —~8,J(I1;t, ) }ds
(42) =0
= Y ()it sl + / Zw(lz)u”(s).](ll,ts)ds}

1,1—0

= Zw(ll)P(lo)J ]ht t0)+ Z Z/ w(12){ 6 J([Q,t S)}ds

i;=0 11=01=0

Therefore, repeating this procedure, we obtain the following expression

J = /t(w X)ds
(43 = Zof (w, X )u' (s)ds |
= Z S wlwy Skt t) + 3 / W(In)pie) {—sJ (In; £, 8) }ds
k=11;---ix=0 i---iny=0

This expression is valid along the state trajectory p(t) and not restricted in the neigh-
borhood of p(t). From (43), we can derive the Fliess type expression and the Volterra type
expression by exchanging the orders of integration. Details are referred to Shima (1992).
Moreover, under the appropriate conditions on convergence, we can obtain the functional
scries expansion formulas of Fliess and Volterra from (43).

Our approach is a comprehensible introduction to these expressions, though this approach
may be found in the previous literatures. The author does not exclude this possibilities,
since this approach is very simple and straightforward. If the reader of this report knows
the previous result of this approach, it is very kind of him to inform it to the author.

6 Relative order and feedback design

Let us assume that the following conditions hold

w(ly), =0, I # (0¥}, k=1,...,¢ -1
(w({1,07" 1}) w({2,097'}),.. . ,w({m, 09" ‘})
(44) = (Lx, L {w(Xo)}, Lx, LY, {w(Xo)}, - - 5 L L% {w(Xo) Dy
# (0, 0)
pE U(P0,€)7 p(to) = po-



Then, we have

y(t) — ylto) = Z ({0 - T((0*) : 1, 0)

(45) | |
M Z_: /to w ({7,077 Dpeyu’ (s)J ({097} : ¢, 5)ds.

And, it is certain that we can control the “output” y(t). Thus, in this case, y has the relative
order g. Differentiating the both sides of (45) with respect to t, we have

qg—1

y(t) = > w{0" P J{0*} 1 1, 20)

k=1

+i[}MLWHMmﬂ@um“ﬁwﬁms

g-1

(16) 00 = w0 s bt
+Z/wbm Nyt ()4 ({0773} : 1, 8)ds
y () = w({07 ! 1)pg J({0°} : £, ko)

where
w({0"})p = y(to), J({0°} : 1,8) = 1.
From (46), we have the initial conditions:

(47) y(to) = y(to), ¥(to) = w({0})po, - , 5" (to) = w ({07 o

The integrated part of (43) is equal to

(48) /[ { > (. oq—'}>p<s)uf<s)} J{O™} st 5)ds.
o | =

Ifpis “completély” known along the state trajectory, in other words, if the state is always
known, we can replace {-- -} of (48) by v(s), new input. That is, it is possible to determine
w(s) (s=1,...,m) such that

m

(49) Z {] 09" 1} p(s uJ( ) U(S),

7=0



which is enabled by the definition of relative order and the full knowledge of state p(s).
Then, we obtain

g-1 t
y(H) = ylto) = X w{0Dpd ({0} i tito) + [ (8)J({07"} 51, 5)ds
k=1 0
(50) a-1 _ : N
(1) = S w({0*))p J ({0574 < £, to) + /t w(s)J ({0178} - ¢, 5)ds
k=¢ .
£=1,...,9-1.
Moreover, if y(t),4(t),... , and 9~V (t) are measurable and available for the “feedback”,
we may have
GY T w(s) =8(s) —anyII(s) — aayP(s) — - — g 19(8) — o - y(s)

where 9(s) is a new input.
Substituting (51) into (50), we have an integral equation

WO = 5 w({0DmI (104} : 1 t0)
Y T (a-1) 1 -1
+ [ {3(s) — g™ (s) — = ()} o (= 9)7 s

which characterizes the “input output relation” from () to y(:). In our formulation, state
feedback (49) and output feedback (51) may be different, because w may not be exact. By
fecdback, we have the different input output relations.

7 Vector field f(z) with state feedback and vector field
f(z) with zero-th order Holder

In the following discussion, we use the expressions in the local co-ordinates, which are
shown again as follows

X Xo+ X!+ + Xpu™

Xou® + Xju' + - + Xpu™ [ u® = 1]

f@) + q()u + -+ gm(z)u™

Q@ + g @)u' + -+ gn(x)u™ [u® =1, golz) = f(2))

9o (T)u

(53)

I

(51) w=w (x)dz' + -+ w,(2)d2" = wi(zx)dz’

10



O @) = F'@) s 900 = 652 o

(56) w(l) = (w, X;,) = (widz' gjla =) = wig;,

(57) w(l2) = w({iz,01}) = Lx,, {w(Xi,)} = Lg,, {w(gi,)}
‘ L9i2 <w7gi1> = (Lgsgw'gﬁ) + (’U}, Lg.'zgi1>

= A 8f 1
(58) Liyw = (Ly{w;} + (w, 8x‘>)d$

(59) Lyg= (Lsg’

If a feedback control law

(60) u'(z) = a'(z) + (2!, j=1,...,m

is given with new control input v?, we put

-

(61) wWE)=u"=1

and we have a vector field

(62) f(z) = ga (@) (z) = ga(x){a®(x) + b (z)0'}.

In this report, we only study the case

(63) . W=

Thus, we have a vector field

(64) f(@) = ga(@)u(@) = gar®.

Using (64) in (56) and considering (30):

11



(65) w' = dr* ,

we have

(66) (1)) = (da', gau®) = gyu®

W(l) = Li{'(1)} |
(67) = ,{ga<x>}ua<x>+g;<x>Lf{ua<x)}

=A@ @D @) 4 g @ ghnt @) 2o

On the other hand, we have

w(l) = Li{d'(h)}
= Li{{de', )}

= (L da:,f)+(d:c Lff)

(L dxt f) [ ff-—O]

It is to be noted that I), = {i,} = {0} and I, = {42,4;} = {0,0} in these expressions. In
view of (32) we have

(68)

(69 Lide' = gi: dz? = {Q%Y-)ua(x) +g,§(x)——8g;(f) }d:rJ
and

oA ) A I ’
(70) <Ljd;1;” f)y= {Q%“—ﬁr—)ua(x) + g;(w)%(jﬁ} gf;(x)uﬁ(x)

which is the same expression as (67).
Moreover, we calculate w*(/3) = w*'({0,0,0}) as follows , .
@) = é{w*(b)} o |
= LHga(@)}u(z) + 2L i{ga (@)} L p{u(z)} + g5 (x) L3 {u(z)}.

Substituting (66), (67) and (71) into (43) with N = 4 and considering the fact that (65)
implies

(71)

12



(72) y'(t) = 3'(t)

for the vector field f , we have the following expression:

2(t) — 2 (to) ’= gL (zo)u*(xo) (t — to) 1
+{L {90 (20) }u” (20) + ga(wo) L p{u (z0) H (¢ — to)?
(73) | L9 () e (z0) +2L{gh (o) (o))
| +g;(:vo)L§{u"(:co)}]-3—!(t — to)®
+ [ D0 gt - 5)ds

If a “constant control law”

(74) u'(s) =u' =const. th<s<t

is used instead of (60), we have a vector field

(75) f(x) := galz)u®.
Since
(76) | Lyu® =0,

it is obvious that we have the expression for the vector filed f:

() - (o) = gl(xo)@a(t - 150)1
+Lf{92(330)}u°'§—,(t — o)’
HL3{gh o) 5y (¢~ 10)°
+ [ o0 s g (¢ — 9)ds.

(77)

In the calculation of (77), the following equalitics are used

t . .
J(]l : t,to) = ,/1, u“ds; = U“(l - io)
0

t t . o1 ‘
(78) J(Iy : t,te) = / wds, / widsy = wut (¢~ to)?
to s2 !

J(Is:t,ty) = u’3u"‘"u“3—'(t —t0)3

13



N.B. These expressions arc valid only under the assumption (74), i.e., only for the “zero-th
order holder”. Expression (43) can be used for any functions u®(-).

8 Discretization algorithm of continuous time control
law

Under the following assumptions, we study the discretization problem of continuous time
control law. :

Assumption 1 The zero-th order holder is used for the sampled data (digital) control sys-
tem.

N.B. This assumption can be loosened by the so-called generalized holder, with which we
have the vast open field of research. The tools for practical applications will be developped
if the good and realizable results are obtained. To this approach, the expression (43) is
suitable.

Assumption 2 The state feedback control law is given by

(79) u(t) = a(z(t)) + B(z(6))v(t)
as in (60).
N.B. Only the case with »(¢) = 0 is studied in this report.

Assumption 3 Al time t = kA with the sampling pem’od A, all the present and past state
al the sampling times : x(kA), z(k — 14), ...are exactly known and can be used -for the
calculalions of .

(80) ull) = ue (KA <t < (k+1)A).

N.B. This is an unrealistic assumption in some cascs, because the time necessary for
calculation is not taken into account. But, this problem is not so significant, if our multi-
step algorithms are applied.

Assumption 4 The sampling interval A is much smaller than the time constants of system
dynamics.

14



N.B. Thisis a very convenient and occasionally vague expression. But this problem is also
studied in the multi-step approach and a reasonable estimate is given for an exacmple.

21(t)
Now under these assumptions, we will try to approximate £(t) = : via
()
z'(1)
(81) ()=
| " (t)
£4(t) is given by (73) and Z*(t) by (77).
We express the discretized control over [kA, (k + 1)A]
(82) Uk = Ugo + uklA - uk2A2 4.
and omit the suffix “£” in this expression. Thus, we have
u =ud +uSA+usA’+---, a=0,1,...,m

(83) w=1ul=0u=0,---

Moreover, we regard

(84) L lo=kA, t=(k+1)A

In other words, we have

(85) ' t—to=A

in the expressions (73) and (77).
Using the assumption 3, we have

(86) (o) =ba‘:"(t0).

Then, substracting (77) from (73), we obtain

) -2(t) = galmo){u(zo) —u®} A 1
+[Lp{ga(zo) }u®(xo) — L{ga(zo)}u* + 9;($0)Lj{ua($o)}]§A2
(87) +[L3H g4 (zo) }u (o) — LEH{ g4 (o) yu* + 2L {95 (o)} L {u”(z0)}
b (@)L 0 (7)) 5
+ integral term.



Substituting (83) into (87), we have

(88) 04 (@) {4 (o)A — UG A — ugA? — ug A — .- ).
So, if we put
(89) ug = u®(zo)

the terms of A disappear from (87) and the remaining terms in (88) are

(90) ~ ga(zo)ufA? — go (zo)us A® — - -

Combining (89) with (90), we have the terms of A? as follows

- aAQ gé(xo)uﬂ('ro)aqs( )uo‘(ro) q},(ro)
91 i
(P (o) + U A +u5A% + - - }Qggif?)ua + gu(zo) L {u*(z0)} — g (20)2us

Thus, if we put

1
9 W gt
= —q;’,(:co)u (xo) u®(2o)

oxl
the terms of A? disappear in (91) and in (87).
The remaining terms in (91) are
1 dg (x
(93) N [qf,<xo>{uf’<xo>um @+ oy o)

Combining (90), (93) and (87), we havc the terms of A* as follows

70 l*wow(xo 0 (e O)QM}UQ(CCO)

3!
(()4) —g,yu %{95(70) 38%(730)} o
2L {00 o) {2 () + 6 (o) L (20))

50
—6g,,(a:0)u2 — 3_(1}, xo){u' (zg)uf + u® CL'O)’LL’] }%ﬁ

16



Substituting (89) and (92) into (94), we have the terms of A® as follows

_1_A3 l:g:(xo)UV(lo)qB( 0)8U8 (fO) 80(1(:60) a( )

3! A
. +2Lf{qa(a:0)}L {u*(z0)} + gL (z0) {L2 {u®*(z0)} — 6.u3}
) —3g}(zo)u’ (zo) —L“{U(’(Cco }aqg(:f())
3 (zolu (o) L (0 (o)) 2220 |
The first term of (95) is equal to
(96) L; {u Jo)}(]ﬁ(xo) Oggij Zo) o (o).
The fourth term of (95) is equal to
3
(97) — 5L Agh (@0} p{u (o)}
Considering (96) and (97), (95) is equal to
1 3 1 i @ 0 u®
09 5 |pLrlo L) - Lt 2
+95 (o) { LH{u* (o)} — 6u3}]
If we put
(99) ug = 130 (x0) ),

we have the remaining terms of A® as follows

. 0 0
100) LAYy ) - a0 )
i ( 0 8
(101) =—11—2A3Lf-{u°‘(1:0)}uﬁ(xo){gf;(xo)-(?'—](f;i—f)— 7 (o) gﬁ( )}
= AT Y L (m) W (wo) — L (@)t (o)
a<ff
To ; 01'3 0
(102) (o) 220 g () 2,

If we express the term u"(a:o)];j{uﬁ(aro)} - uﬁ(xo)Lf-{uo‘(:co)} as
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(103) {u*(z0), u” (o)} ; := u® (o) L j{w” (x0)} — v’ (z0) L j{u” (x0)}

and use the definition (29) :

Lygs = [9al®o), ga(zo)]

(104) Z{ (0)39;3(330)_9%( Oqa(xo)

}(ax,)ﬂ'ﬁo:

(102) can be expressed by the remaining terms of A3

(105) = LAY {0 (20), v (20)} 4 [9a(20), 95 (@)}

12 a<f

Therefore, we obtain from (87)

(106) z(t) — 2(t) = '-%Aa > {u*(z0), uB(x0)} 19a(0), gs(x0)] + o(A?).
a<f

In other words, if we use the zero-th order holder, it is impossible in general to attain
the accuracy of A3. Even if we choose other u$ in (99), we can not make all the terms of A®
disappear.

This is the conclusion of our approach which was implicitly written in Prof. Normand-
Cyrot’s book and was also noticed in our studies on multi-step discretization algorithimns.

It is shown in (106) that both the control laws and the system structure are “responsible”
to the remainder terms of A3. Moreover, the expression (106) seems to be a special case of
more general results on this type of discretization problems where the “generalized holder”
are made use of.

9 Examples
Example 1

If the system is linear, we have

(107) t=Azx+ Bu= Az +bu' +- - + bu”

with control law

(108) | w= Kz.
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Then, we have

(109) go(z) = f(z) = Az, qi(@)=b,... ,gm(z) = bn
and

Klx
(110) ulz)=Kx=|---

K™z

In other words,

(111) wW(z)=1, u*(@)=Kza=1,...,m.
If o, 5> 1, we have

(112) [ga(m):gﬁ(fl:)] = [bu:b.ﬁ] = 0.
If @ =3 =0 we have

(113) [90(z), 90(2)] = [Az, Az] = 0.

Thus, the remaining terms of A® : (106) is

(114) ———Asz{u o), u® (z0)} ;[ Az, bg]

with

(115)
{u®(x0),u’(z0)}; = Lf{u"(xo)}=(f‘5%+---+ 88 Y KTz + -+ KBa™)

KiJ'+ -+ Ko fm= K°f
= KP(A+ BK)z

and

[A.’I,‘, b@] = ——Abg.

Therefore, we obtain as the remaining terms of A®

+— A3ZA{b1K‘ + -+ by K™} (A+ BK)x
(116) 120 55
= EABABK(A + BK)z

which is the same result as one previously obtained.
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Example 2 If the system is given by

Stl = —101131 - 0.01I3U1 + 0.1u2
Ty =23

(117) 1‘3 = 1001‘1’&1
Y1 =721, Y2 =22
(118) U =0.01(U2—Z‘2—1‘3)/.’IJ]

ug = 10v; + 90z, + 0.001z3(ve — T3 — 23) /Ty

which decouples the input-output relation of (117). If the control iaw (118) is discretized via
the zero-th order holder and (89), (92), (99), there appears the coupling term inevitably.

According to the formulation of the problem, we have

(119) gox)=fx)=] z3 |, alx)= 0 , g2(x)= | 0
0 100z, , 0

In this case, we calculate as follows

—0.11133 1 0
[90,91] = | —100z, |, [90,92] = (0], [91,92] =
—-1000z 0 -10
~ _Il
[ = g0+ q1ui(z) + gous(z) = Z3
(120) —T9 — I3
¢ 0 0 —-0.01x,
=L;uyy={-x1=— + 23— — (2, ) U] = ————
{uo, w1} 7 {—x B, +2 3(')1'2 (2 + 23) 0-'133} Ly )

(x2 + 2xo13)

{UO,UQ} = LI‘UQ = —3()1'1 +
1
{ur, us} = wi(z)Ljus — w2 (@) L jus

Using (120), we have the terms of A% as follows

—90z, + 0.001(:1:0.+:L‘3)2

1 )
(121) - ;4% Z3 -
? — 182y — Oy 4 2000Uz2tzy)
L3

However, in deducing (106), we assumed that

(122) V) = Uy = 0.
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Therefore, in order to estimate the effect of discretization on the cross term, it is necessary
to carry out the similar analysis and calculation for the case where

(123) up Z0, up Z0.

10 Multi-step discretization algorithm

Considering (89), (92) and (99), we obtain

1 1
(124) u = u(zo) + EAL,:U(CEO) + gA?L}u(:co) +---
Tos .1 plerda
(125) =X Jea u(z(t))dt

where Z(t) satisfies the equation

(126) () = f(z(t)) = go(z(t)) + g1 (z (@)U @ (1) + - -+ + gm(2(D))u™ (2 (D).

The expressions (124) and (125) are interesting and useful, which Prof. Isurugi told me
several years ago, but is not stated in any of our papers explicitly. Especially (125) shows the
close relationship among the discretization, the extrapolation, and the numerical integration,
which has been studied by Prof. Isurugi and the author in a series of papers since 1985. In
our studies the discretization algorithm via the integration schemes of ordinary differential
equations are studied. For exemples, the Runge-Kutta scheme, the Adams-Bashforth scheme,
the Predictor-Corrector scheme and so on. The possibility of one-step methods and the
multi-step methods are studied with the consideration into the stability problems of the
whole system and the simulation examples.

In the following, we will show the relationship between one-step method and multi-step
method using (124). The conclusion obtained in section 9 is of very general character.
Thus, the problem is how to realize (124). Considering the assumption 3, we know z(kA),
z((k — 1A), z((k — 2)A), ..., exactly. Hence, we can calculate u(x(kA)), u(xz(k — 1)A), ...
exactly. We have along the trajectory of (126)

ﬂ}:c = u’(m(kA))
Uy = u(z((k—1)4))

(127) = (kD)) - AL ((kA)) + A L2 (2(kA))
at_, = u(z(kA)) - QA/qui(.’E(kA)) + %(ZA)QL}ui(a:(kA)) —

If we add these terms multiplied by «g, ajao respectively, we have
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(128)
Qotll, + il + olik—2 = (o + a1 + )’ (T(kA)) — (o + 2a2)Lf-ui(:r:(kA))A

+(%a1 + 200) L2 (@ (kD)) A2 = - -

If we put
_ 1 1 1
(129) ao+a1+ag=l, —01—20/2:—, —Q’+26¥2=—,
2° 2 6
we have
) 23 16 5
(1-30) Qo = '1—2, oy, = —-E, Qo = E

With these coefficients, we can express u of (124) as the sum of

) . , ) 23 .
U= ol + ol + ol = Eu’(:z(k:A))

(131) ot '
el - 18 + (k- ) + 08

where A disappears from the coefficients, which is very useful in practice. This is the multi-
step algorithm.

If ag is set to zero: agp = 0, we have

ay + g = 1
132 1
( ) —Qy — 26!2 = 5
Then, we have
5 3
(133) ' o = ‘2‘, ag = —5

with the accuracy of O(A?).

In this type, the computation time is taken into account by ap = 0.

Q)
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11 Concluding remark

The author’s formulation of the system

(134) Z:{M;X,w,u,y}
with
(133) P =¥ ) = [ W)X (0, u()pinds

may be different from the usual one.

At least it is certain that this formulation contains the usual formulation as is explained
in Section 3. In addition, this formulation is very convenient to derive the integral type
cxpressions of input-output relations such as the Fliess and the Volterra expansion formula-
tion. The key cxpression is (43) which is a result of direct and straightforward calculations
and thus may be found in the previous litcratures. If it as so, please inform it to the author.
In the derivation of (43), Lie derivatives of functions, vector ficlds and covector fields are
fully made use of, which is only an introductory knowledge of the differential geometry. It is
the authors desire that the more fundamental knowledge will be applied to this formulation.

About the discretization problem the expression (43) can be used for the sampled data
systern with generalized hold functions. The analysis of this case is not done in this report.
It is probable that the {inal form (105) is only a special case of this more general settings.

The following is so obvious and is not fully explained in section 7. Since f(z) (64) with
state {eedback is a vector field

Moreover, f(z) (75) with constant control is also a vector field and the relation

holds.

Of course, these are the trivial relations. But, for the case where the generalized holder
is used, the more gencral analysis based on (43) should be carried out. The fundamental
expressions for the discrctization problem are (73) and (77). (77) is derived under the
assumption 1 of section 8. In addition, in (73) and (79), the expression by means of the Lie
derivatives functions are used. In this respect, (67) and (73) show the relation betwcen (67)
and (68). The expressions (73) and (77) is a natural extension of the approach of Isurugi and
Shima (1993) and also seems to be the same style of approach with that of Norman-Cyrot
(1993).

The calculations used in deriving (89), (92), (99) and (105) are technical. Necessary
explanations are often omitted as trivial. For example from (101) to (102). But in view of
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the simplicitly and the implications of (106) we can expect the existence of the more general
and lucid reasonings.

The relations (120) and (125) are also very simple, but a little puzzling why the inter-
pretation as (125) is valid ?

One of the advantages of multi-step algorithms is seen in (131). As to the more detailed
informations and results on the multi step algorithms, readers are referred to our papers.
Though all are written in Japanese to our regret.

Examples are given in section 11. Our method requires a little complicated calculations
and gives a systematic way of estimating the order of approximations. The case where
v*(1) # 0 is also to be studied in the near future. ~
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