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Abstract

We formally dcfine a class of sequential pattern matching algorithms that includes all variations of
Morris-Pratt algorithm. For last twenty years it was known that complexity of such algorithms are
bounded by a linear function of the text string length. Recently, substantial progress has heen made in
identifying lower bounds. However. it was not known whether really there exists a linearity constant.
We prove this fact rigorously for the worst case and the average case using Subadditive Ergodic Theorem.
Our results hold for any given pattern and text and for stationary ergodic pattern and text providing
the length of the pattern is order of magnitude smaller than the square root of the text length. In the
course of the proof, we also establish some structural property of Morris-Pratt-like algorithms. Namely,
we prove the existence of “unavoidable positions” where the algorithm must stop to compare. This
property seems to be uniquely reserved for Morris-Pratt type algorithms since as, we point out in-our
concluding remarks, a popular pattern matching algorithm proposed by Boyer and Moore does not.
possess this property.

Complexité des algorithmes de recherche de motifs séquenticls
Resumé

Nous définissons formellement nne classe d'algorithmes de recherche de motifs, les algorithimes
séquentiels, qui comprend toutes les variantes de 'algorithme original de Morris-Pratt. On sait depuis
une vingtaine d’années gque la complexité de ces algorithmes est linéairement bornée en la taille du texte.
Récemment, des progrés importants ont été faits quant a la détermination des bornes inférieures. Néam-
moins, l'existence d'une constanle de linéarilé n'était pas établie. Nous prouvons ce fait rigourensement
dans le cas le pire et en moyenne en utilisant le Théoréme de Sous Additivité Ergodique. Nos résultats
sont valables lorsque le texte et le motif sont donnés et lorsque les lois de probabilités sont stationnaires
et ergodiques, pourvu que Pordre de grandeur de la longueur du motif recherché soit inférieure a la
racine carrée de la longueur du texte. Dans le courant de la preuve, nous etablissons une propriété
structurelle des variantes de Morris-Pratt. Plus précisement, nous prouvons I'existence de "positions
inévitables”™ ol 'algorithime doit effectuer des comparaisons. Cette propriété semble étre propre aux
algorithmes du type Morris-Pratt. Comme nous le montrons dans notre conclusion, 'algorithme de
recherche de motifs proposé par Boyer-Moore ne possede pas cette propriété.

*This work was partially supported by the ESPRIT 11T Program No. 7141 ALCOM 1L

tThis research was supported by NSF Grants CCR-9201078 and NCR-9206315. The work was partially done while
the author was visiting INRIA, Rocguencourt, France. The author wishes to thank INRIA (projects ALGO, MF VAL and
REFLECS) for a generous support.
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1 INTRODUCTION

The complexity of string searching algorithns has been discussed in various papers (cf. 1, 7,
S, G, UL 16]). T is well known that most pattern matching algorithms perform linearly in the
worst case as well as “on average”. Several attempts have been made to provide tight hounds
on the so-called “lincarity constant”. Nevertleless, the existence of such a constant has never
been proved. The only exception is the average case of Morris-Pratt-like algorithms [16] for
the symmetrie Bernoulli model (independent generation of symbols with each symbol occuring
with the same probability) where the constant was also explicitly computed.

lu this paper we investigate a fairly general class of algorithms, called sequential algorithms,
for which the existence of the linearity constant is proved for the worst and average case.
Sequential algorithims include the naive one and several variants of Morris-Pratt algorithm [15].
Tliese algorithins never go hackward, and are easy to implement. They perform better than
Boyer-Moore like algorithms in nuinerous cases, e.g., for binary alphabet [2], when character
distributions are strongly biased, and wlien the pattern and text distributions are correlated.
Tlins, even from practical point of view these algorithms are worth studying.

[ this paper we n.liu.lyze sequential algorithins under a general probabilistic model that
only assnmes stationarity and ergodicity of the text and pattern sequences. It relies on the
subadditive Lirgodic Theorem [10]. The “average case” analysis is also understood in the
strougest possible sense, that s, we establish asymptotic complexity that is true for all but
flnite number of strings (i.e., in alimost sure seuse).

The liverature on worst case as well average case on Knnth-Morris-Pratt type algorithims
i~ rather scanty. For almost twenty years the upper bound was known [L5], and no progress
has been reported on a lower hound or a tight bound. This was partially rectified by Colussi
ot al. [8] and Cole ¢t al. [7] who established several lower bounds for the so called “on-line”
sequential algorithims. However, the existence of tlie linearity constant was not established
yet. hu this paper we prove this fact rigorously. In the course of proving it, we construct
the so called anavoidable positions where the algorithui must stop to compare. The existence
of these positions is crucial to establish subadditivity of complexity for the Morris-Pratt type
algoritlinns. auwd hence their linearity., This property seens to be restricted to Morris-Pratt type
algorithins since we shall present an example of a text and a pattern for which the Boyer-Moore
algorithim does not possess any unavoidable position.

The paper is organized as follows. Iu the next section we present a general definition of
sequential algorithis, and formulate our main results. Section 3 contains all proofs. In con-

clading remarks we discuss possible extensions of onr approach to other classes of algorithins,



notably Boyer-Moore like [5].

2 SEQUENTIAL ALGORITHMS

Iu this section, we first present a general definition of sequential algorithins (i.e., algorithns that

work like Morris-Pratt). Then, we formulate our main results and discuss some consequences.

2.1 Basic Definitions

Throughout we write p and t for the pattern and the text which are of lengths m and =,
respectively. The ith character of the pattern p (text t) is denoted as p{¢] (t[z]), and by tf we
define substring of t starting at position 7 and ending at position j, that is tf = t[d)t[i+1] - t[5].
We also assuwme that for a given pattern p its length m does not vary with the text length n.

Our prime goal is to investigate complexity of string matching algorithins. We define it

“Hormally as follows.

Definition 1 (i) For any string matching algorithin that 1runs on a given text t and a given
pattcrn p. et ML EY = 1 af the L symbol t[l] of the text is compared by the algorithin to the
keth synbol p[k] of the pattern, We assume i the following that this comparison is performed

al most onee,

(i1) Lor a giecn patlcern matehing algorithine patial complezity function ¢, is defined as
Caltp)= D MLK] (1)
l€[r,n],kE[1,1:]
where 1< v < no For v = | the function ¢y, 1= ¢, ts stinply called the complexity of the
algorithue.  If cither the pattern or the text is a realization of a random sequence, then we

denote the complerity by a capital letter, that is, we write ¢, instead of ¢,,.

Our goal is to liud an asymptotic expression for ¢,, and (7, for large n under deterministic
and stochastic assumptions regarding tlie strings p and t. However, for simplicity of notation
we often write ¢, instead of ¢, (t,p). In order to accomplish this, we need some further
definitions that will lead to a forinal description of sequential algorithms.

We start with a definition of an alignument position.

Definition 2 Given a string scarcling algorithm, a text t and a pattern p, « position AP in

the teat v satisfying for sonwe k(1 < k < )

MAP + (k= 1),k] =1



5 said 1o be e alignanent position.

Intuitively, at sowme step of the algorithm, an alignutent of pattern p at position ALF is
considerad. aud o comparison made with character p[&] of the pattern.

Finally. we are ready to define sequential algorithins. Sequentiality refers to a special strue-
ture of a sequence of positions that pattern and text visit during a string ma.tching algorithm.
Throughout. we shall denote these sequence as (4, k;) where I; refers to position visited during
the th comparison by the text while k; refers to a position of the pattern when the pattern is

aligned at position ; — &; + 1.
Definition 3 A string scarching algorithm ts said:
(1) semi-sequential if the tert is scanncd from left to vight;

(ii) strongly semi-sequential if the order of teat-pattern comparisons actually performed by
the algoritho de fines a non-decreasing sequence of text positions (1) and if the sequence

of aliguinent posilions is non-decreasing.
(i) sequential (respectivcly strongly sequential) if they satisfy, additionally for any k > 1

ML =1 =2 42}, =p" (2)

lu passing. we point out that condition (i) means that the text is read from left to right.
Note that non-decreasing text positions implies (i). Furthermore, non-decreasing alignient
positions implies that all oecurrences of the pattern before this alignment position were detected
belore this choice. Nevertheless, these constraints ou the sequence of text-pattern comparisons
(/.. k) e not cuough to prevent the algorithm to “fool around”, and to gnarantee a general
tight bound on the complexity. Although (2) is not a logical consequence of semi-sequentiality,
it represents anatural way of using the available information for semi-sequential algorithms.
Lo that case. sabpatiern tf:(l,.,

with 1] if 671,

_yy i known when t[f] is read. There is no need to compare p[k]

1) is not the prefiss of p of size b — 1, e if AP =1— (k- 1) has already been
(]ihl‘(‘g;ll'(l('(l.

We now illustrate our definition on several examnples.
Example 1: Naivo or brute foree algorithm

The siinplest string searching algorithm is the naive one. All text positions are alignment
positions. For a given one, say AP, text is scanued until the pattern is found or a mismatch

occurs. Theno 4P 4+ 1 is chosen as the next aligiinent position and the process is repeated.



Tlis adgorithn s sequential but not strongly sequential. Clondition in (i) is violated after
any mismatele on acaligmment position I with parameter & > 3 | as comparison (I 4+ 1,1) oceurs

alter (04 1.2) and (L + 2.3).
Example 20 Vorvis-Pratt-like algorithins [15)].

Howas alreidy noted [15] that after a mismatch occurs when comparing t{{] with p(k], some
aligiment positions in [+ 1,.... 0+ k - 1] can be disregarded withont further text-pattern
comparisous.  Namely, the ones that satisfy tfif"—l # p’f_i. Or, equivalently, p’f“ # pf“i,
and the set of such 7 can be known by n.lpreprocessing of p. Otlier 7 define the “surviving
candidates™ and chiosing the uext aligninent position aimong the surviving candidates is enough
to coasare that condition (i) in Definition 3 holds. Different choices lead to different variants of
the chssic Morris-Pratt algorithm [15). They differ by the use of the information obtained from

the mismatching position. We formally define three main variauts, and provide an example.

One delines a shift fanction S to be used after any mismatch as:

Morris-Pratt variant:

S = min{k - [; min{s > 0: p1+b - pl—l—s}}

Knuth-Morris-Pratt variant:

S = min{h; min{s: p;‘;f = pf“’ *and p§ # pk' M3

Simon variant:

N = max{hk: M. k)=1} ;
I = {s: p{‘;' = pl‘-']_"' nd 0 <s< K-k}
S = mwin{d>0: p]+,, =pt 1" and (pio? # ph %, s € B)}

Figure | shows a generic program for all three variants of the algorithm.
Exawmple 3: [lustration to Defindion 3.

Let p = abacabacabab and t = abacabacabaaa. The first mismatch ocours for M (12, 12).

The comparisons performed from that point are:
1. Morris-Pratt variant:

(12,12); (12,8)5(12,4):(12,2);(12,1);(13,2); (13,1) ,

0

(&l



if t{/] = p[k] then
{

if k#m then M(I+ L,k+1)
else

{

s 1= min{s; p’l"“ = p’l"_s};

M+ 1L,m—s+1)

}

else

Compute(S);
if =0 then M(/+ L, 1)
else M(l, k- 5)

——

Figure [: Morris-Pratt-like Algorithms

.

where the rext character is compared in turn with pattern characters (b, ¢, ¢,b,a,b,a)

with the alignment positions (1,5,9, 11,12, 12, 13).
2. Knuth-Morris-Pratt variant:
(12,12);(12,8);(12,2); (12, 1);(13,2); (13, 1) ,

where the text character is compared in turn with pattern characters (b, ¢, b,a,b,a) with

the alignment positions (1,5, 11,12, 12, 13).
3. Shmon variant:
(12, 12); (12,8); (12, 1);(13,2); (13, 1),

where the text chiaracter is compared in turn with pattern characters (b, ¢, a, b, a) with

the alignment positions (1,5, 12,12, 13).

I passing we note that several alignment positions can be consistent at a given step of the

algorithm. Morris-Prate variant considers one alignment position at a time, while the optimal

-1



sequential atgorithim. that of Simon, considers several alignment positions at the same time,
and may disregard several of them simultaneously (e.g., in Example 3 positions 1 and 9 at the
first step and 5 and 11 at the second step). It is interesting to observe that the subset {1,5, 12}
appears in all variants. We will see that they share a comwon property of “unavoidability”
explored below.

Our definition of semi-sequentiality is very close to the definition of sequentiality given in
(12]. We do not use the *on-line” coucept of [6]. Their efficient on-line algorithms are very
close to our strongly sequential ones. Also, while condition (2) is a natural optimization for
semi-sequential algoritluns, it seems not to be true for other efficient algorithins discussed in
[8].

Finally, in the course of proving our wmain result we discover an interesting structural
property of sequential algorithms. Namely, that when the algorithm is run on a substring of
the text.say t” . then there are sowe positions © > » that are unavoidable alignment positions,
Chat s, the algorithim st align at this positions at some step (e.g., sce positions {1,5, 12}).

More tormally:

Definition 4 for a given a patlern p, «a position @ i the text t) is an unavoidable align-
ment position for an algovith if for any vl sucl that v < 7 and | > 1+ m, the position 1 is

an aliguncnt position when the algorithine is run on tl.

Maving in mind the above definitions we can describe our last class of sequential algorithins

for which we formulate our main results.,

Definition 5 .Aw algorithm is said to be l-convergent iof, for any text t and pattern p, there
caists an riercasing scquoence (U); of unavoidable aligniment positions satisfying U; 4y — U; </

where Uy = 0 and v — max; ; < L.

lu passing we note that clearly the naive pattern wmatcling algorithm (cf. Ex. 1) is 1-
convergent. We also prove that all strongly sequential algorithms (i.e., all Morris-Pratt-like
agorithis) ave m-convergent which will further imply several interesting and useful properties

of these algorithis (e.g.. linear complexity ).

2.2 Main Results

In this section we {ormulate our main results. Before, however, we must describe modeling

assumptions concerning the strings (ef. [17]). We adopt one of the following assumptions:



() Wourst-Case (DerersinisTic) MobprL

Both strings poand t are non random (deterministic) and p is given.

(B) Seni-Rasxpoy MoODEL

The text string t is a realization of a stationary and ergodic sequence while the pattern

string p is given.
(C) Srarioxary Mobey

Both strings p and t are random realization of a stationary and crgodic sequence (cf.
[(3]). (Roughly speaking, a sequence, say t, is stationary if probability associated with
i+k
t;

any substrings of equal sizes is the same, that is, probability of, say is the same as

the probability of t:j+/' for l <iv< 3 <)

Formulation of our results depends on the model we work with. So, in the deterministic
model we interpret the complexity e, (t, p) as the worst case complexity (i.e., we maximize
the complexity over all texts). In the journal version of this paper, nnder assumption (C) we
consider the strongest possible convergence of random variable €, namely almost sure (a.s.)
convergence. More formally, we write ¢, /a,, — « (a.s.) where a,, is a deterministic sequence
and aisaconstaut i iy, o Prdsupys,, [C /a, —«| > e} = 0 for any € > 0 (cf. [3]). Finally,
i the semi-random model we use standard average case complexity, that is, £C,.

Now we are ready to lormulate our main results.
Theorem 2.1 Consider an 'l < i convergent sequential string matching algorithm. Let p be
a grecie patlorn of longth e,
() Under asswmption (A) the following holds

axg ¢, (t
lim maxe ¢,(t, p) = ay(p) (3)

e I
where af(p) 2 | is a constant, .
(i) Undcr assamption (13) ouc finds

E (!,
“lll t 1(p)

re— 1.

= (l‘z(p) (4)

~,

wlecre alp) >0 s o constand, and o denotes the the average over all tert strings.

Theovem 2.2 Considor an l-convergent sequential string wmatehing algovithm. Under assump-

Licir (O] we Draee
lz't.[)("u

lim = gy (h)
n—"x "



procuded = o/} whore ay > 1is a constant and Eg y denotes the average over all teat

steigs and patlcris.

Remark. Our proofl presented in the next section will allow in fact an extension to alinost

sure convergence. We shall deal with this in the jourual version of the paper.

Finaily. with respect to our main class of algorithins, namely, Morris-Pratt like (i.e., se-
quential) we shall prove in the next section the following results concerning the existence of

umavaoidable positious.

Theorem 2.3 (ivcn a patlern p and a text t, all strongly sequential algorithms have the same

scl of unaeoidable alignanent positions U = U2 {1}, where
[/; = min{ min {t} < I+1 6
= wind iy {4 <p), 14 1) (6)
and 0 < p oancans that the substring ti, is a prefie of the pattern p.
Theorem 2.4 .| strongly scquential algorithne is m-convergent and (3)-(5) hold.

Lo sy, the above says that there exists a constaut o such that ¢, = an+o(n) and/or
LC, = an+ olu). All previous results have been able only to show that ¢, = O(n) but they
did not excluded some bounded Huctnation of the coefficient at 2. We should point out that
in the analysis of algoritiims on words sucl a fluctuation can oceur in some problemns involving
suffix trees (ef. [1013]). For example, in the worst case model we proved here that for any

given pattern p,any ¢ > 0 and any w > n, one can find a text t} such that |2 — oy (p)] < e

3 ANALYSIS

lu this section we prove Theorems 2.1- 2.4, The idea of the proof is quite simple. We shall
show that o function of the complexity (i.e., ¢!, = ¢, + f(m) where f(m) is a function of
the length ae ol the pattern p) is subadditive. In the *average case analysis” we indicate
that wnder assmnption (C) the average complexity ', is a stationary and ergodic sequence.
Then. divect application of an extension of Kiugman’s Subadditive Evgodic Theorcom due to
Derrienuic 9] will do the job of proving our results. In passing, we point out that the most
clhiadlenging is establishing the subadditivity property to which most of this section is devoted.
We observe, however. that subadditivity of the Morris-Pratt type algorithins is a consequence
ol the existence ol unavoidable positions.

For the reader’s convenience we start this section with a brief review of the sul;a.(l(]itive

crgodic thearem (el (100 1.

10



Theorem 3.1 (Subadditive Sequence). (i) Let for a (deterministic) nonncgative sequence

{an bz the Jollowing property, called subadditioity, holds

"‘m+‘n S R + T (7)
Then
R i . &y,
lim = = inf & =« (8)
=00 g m21 n

Jor sowmc constant o

(i) (Subadditive LErgodic Theorem {14]). Let X, (in < n) be a sequence of nonnegative

random variables satisfying the following three propertics
() N © Now & X (subndditivity):

(bj N, i~ stalionary (i the joint distributions of X, ., arc the same as Xoqq,541) and

crgodic (of. [3]):
((') /./.~\'(l.l <L X

Then.

. 13-‘\'(1,/, . ‘X’U,n
lim =7 and lim

" n n—ne gy

=7 (as) (9)

Jor s coustunl 5.

(i) (A lmost Subadditive Ergodic Theorem [9]). If the the subadditivity inequality is replaced
by
-\'(l‘n < *X‘(),m + -Xm,n + Au (10)

sucl that i, — (1A fu =00 then (9) holds, too. #

Thus. to prove our main results we need to establish the subadditivity property for the
complexity ¢, (t.p) (for all texts t and patterns p). The next lemma. proves such a result for

[-convergent sequential algorithms.

Lemna 3.1 Ao l-conccrgent scmi-sequential (or strongly semi-sequential) algorvithin satisfies

the buasie tncgualily for all v osuel that | < r < n:

l(‘l.u - ((‘l,l + (.'l',/l)l S "“’2 + l”" 9 . (ll)

providod auy comparison s done ondy onec,

11



(exl Cee F— X % % } } —
I A I U[ Yy [ n
- ) 9
putlerns
L I |

Figure 20 Hlustration to the proof of Lemma 3.1: Contribution $; (cf. Figure 3(a)), and
contribution Sy (¢f. Figure 32(b)).

Proof: Let {7, he the smallest unavoidable position greater than r. We evaluate in turn
o = e+ e ) and e, — e, (cf Figure 2).

We start onr analysis with considering ¢y, — (¢1,. + ¢, 2.) (see dotted part in Figure 3(a)).
This contribution consists of two parts. First, we must include those comparisons that are
perlormed alter position r for aligmment positious before +. Observe that those comparisons
cantribute to ey, but not to ¢y .. To avoid counting the last character r twice, we must subtract
one comparisou. Thus, this contribution, which we call 97, can be computed as follows (cf.
Flgure 3(a))

Si= > > M(i,i— AP +1) -1

AP iy
Thie secoud part of the contribution ¢y, — (¢ ,4cp, ) accounts for alignments AP satisfying

e <AL < that only coutribiite to ey, U is easy to see that this part adds the following

U, -1

Sp= Y0 Y M(AP+(i-1),i).

AP=ri<m
Observe now that the alignment positions after U, on the text t; and t} are the same. Thus,
the only dillerence in contribution comes from the amount of information saved from previous

conmparisous done on ti. This is clearly bound by

I(‘l.ll - ((.l,l‘ + (.(7, W + AS'] + 'S'z)l S m. .

Now. we evaluate ¢, , = ¢pr,, (see Figure 3(h)). We assume that the algorithm runs on t?

atcd let 40 he any alignwent position satisfying » < AP < U,. Then the contribution 53 :

i, -1
Se= 3 STM(AP + (i - 1),4)
Al=v

counts for the mnber of comparisons associated to these positions. This sum is the same

ax Sy bat the associated alignment positions and searched text positions AP + k — 1 may be

12



-

different. Ndditionally. at aligmment position 7., no more than m comparisons can be saved

[rour previous comparisons. Hence, we get:
I(.l',ll -y, g 's3| S m

Fioally, it remnains to find upper bounds on 8y, 83, and S3. For [ > U, — r we easjly see
that 5, and Sy are smaller than L. So is their difference. With respect to S, for a given
aligiment position A we have [i ~ AP| < m. This hmplies that |r — AP] < m, and for any

AL the index 7 has at most e different values. Thus, % < m?. This completes the proof. B

Now we are ready Lo prove -convergence for strongly sequential algorithins, i.e. Theorem
2.4 1t relies on Theorem 2.3 whiclt we prove first. Let [ be a text position such that 1 <[ < n,
awd # he any text position satisfying » < Uy, Let {A;} be the set of alignient positions defined
by o strongly sequential algorithn that runs on t”. As it contains », we may define (cf. Figure
4.

Ap=max{A;: A < U}

Heneeo we have Ayyy > U Using an adversary argument, we shall prove that Ay, > U
cannot be trues thas showing that Ay = Uy Let y = max{k : M(A; + (k = 1), k) = 1},
thiat is. g is the rightest point we can go starting from Ay, We observe that we have y < [
Otherwise, accarding to condition ( 2), we would have tIAJ < p, which contradicts the definition
ol {1 Alsol semi-sequentiality implies that Ajq <y+1 <04+ 1. Hence Uy = 14 1 contradicts
the assumption A4, > U aud we may assume [J; < 1 In that case, pf_,l < p and an occurrence
ol p at position ) is consistent with the available information. Let the adversary chose that
p does occur. As sequence (A1) is non-decreasing and A4 has been chosen greater than Uy,
this occurrence will not be detected by the algorithm: a contradiction. This completes the
prool.

Finally, we tarn to the prool of Theorem 2.4, Let AP be some alignment position and
delive = AP+ 0 As |pl = moone has T = (m — 1) < Up < 1. Hence, U/ = AP < . which
establishes the jgu-convergence,

Remark: We use the strong monotonicity assumption ouly in the establishiment of unavoidable
positious. This property miay not he satisfied by other algorithins such as efficient “on-line”
algorithims in [6] that still one may intuitively call sequential. Nevertheless, it is easy to extend
our prool ol subadditivity when we remove this condition. Notably, unavoidability still holds

lor nou-periodic patterus p. by a witness arguinent.
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We now apply Theorenm 3.1 to derive Theorems 2.1 and 2.2, After substituting «,, =
co 4 Lo 4 Lo we get subadditivity for any given p and deterministic t by Theorem 3.1(iii).
Now. et by rauge over the set of texts of size n, t] and t) range over the sets of texts of size
roand o= Then. the subadditivity holds for the worst case complexity since
max cp, < maxc,, + Mmax ¢,

[ti=r {t|=r [tj=n—+

and for the average complexity as well:

1;(-"1,1:. < E(/’l,r + E("'r,n ’

and this completes the proof. B

4 CONCLUDING REMARKS

Weoe consider iere sequential algorithims that ave variants of classical Morris-Pratt algorithms.
beorder to speed ap the search, Boyer and Moore introduced in [5] a quite different algorithin.
Given an alignment position AP, matching against p are checked from right to left; i.e. &
in decreasing, Several vindants have been proposed that differ by the amount of information
saved to compute the next alignient position.

We point out hiere that Bover-Moore like algorithing do not satisfy unavoidability property.
We provide an example for the Horspool vartant: given an alignment position AP, the next

aligiment position is computed by aligning the text character t{AP + ] with t[AP + j] where
m o= j = min{wax{k: p[k] = t{AP + m]}, m}

Lot us now consider as an example p = wlaa?baa, © # a,b. When t[AP + m] is «a
(resp. b or ) the next alignment position is chosen to be AP 4+ 6 (resp. AP +3 or AP + 1).
When t[ A1 4+ w] ¢ {a.bor}, one shifts the aligmment position by m. Assume now that
t = " bazbo?) with gy # 0 and natural n. If the Boyer-Moore-Horspool nlgbritl‘u‘n starts
with 2 = | o misiateh occurs on the second comparison between t[10] and p[10] with AP

.
shifted by G The same event oceurs then and we eventnally get the sequence AP, = 1 + 61.
Assue now that we split the text at = 6. As t[16] is b, one shifts by 3 and b is found again.
Pivallve one gers sequence AP = 64 340 As ged(6,3) does not divide 5, these two sequences
are disjornt nd thiere is no unavoidable position,

lu summary. we conclude that subadditivity and unavoidability cannot be used to prove lin-
carity ol Boyer-NMaoore algorithims. Nevertheless, another tool from stochastic analysis, namely

repewal theorys should provide assolation. We plan to investigate it in a future paper.
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