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Abstract: We describe a Newton method applied to the evaluation of a critical point of
a total energy associated to a shape optimization problem. The key point of this methods
is the Hessian of the shape functional. We give an expression of the Hessian as well as
the relation with the second-order Eulerian semi-derivative. An application to the electro-
magnetic shaping of liquid metals process is studied. The unknown surface i represented
by piecewise linear closed Jordan curves. Fach step of the algorithm requires solving two
exterior elliptic boundary values problems. This is done by using an integral repreentation
of solutions on this surfaces. A comparison with a Quasi-Newton algorithm is worked out.
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Dérivée de second ordre, méthode de Newton,
application a 'optimisation de formes.

Résumeé : On décrit une méthode de Newton appliquée a I’évaluation d’un point critique
d’une énergie associée & un probléme d’optimisation des formes. On donne une expression
de I"Hessien ainsi qu’une relation avec les semi-dérivées euleriene de deuxiéme ordre.
On développe une application au formage électromagnétique des métaux liquides. La
surface inconnue est représentée par une courbe linéaire par morceaux. A chaque itération
on résoud deux problémes extérieurs de type elliptique. Ceci est fait en utilisant une
représentation intégrale de la solution sur la frontiére. Des résultats des calculs et de la
comparaison avec une méthode de Quasi-Newton est présentée.

Mots-clé : frontiére libre, formage électromagnétique, optimisation des formes, Newton
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0. Introduction.

Our purpose is to analyze in detail the realisation of a Newton method in shape
optimization problems and to apply it to a particular problem. We compare cost
and efficiency of Newton methods with Quasi-Newton methods applied to the same
problem. This problem concerns electromagnetic shaping and levitation of molten
metals.

A lot of litterature about models of this phenomenon appeared in the last years;
we refer for example, to [Shercliff 1981], [Mestel 1982], [Brancher & Sero Guillaume,
1983], [Besson, Bourgeois, Chevallier, Rappaz & Touzani, 1991], [Henrot & Pierre,
1989].

Under suitable assumptions, the equilibrium liquid metal configurations are
described by a set of equations containing an equilibrium relation at the boundary
between electromagnetic and superficial tension forces ( and gravity in three dimen-
sional models ). It involves the curvature of the boundary and an elliptic exterior
boundary value problem. This equilibrium shape is shown to be the stationary
state of the total energy under the constraint that the surface (the volume in 3-d)
is prescribed.

Optimization techniques to compute a critical point of the energy need eva-
luation of the first shape derivative, in the case of the Quasi-Newton method, and of
the second order shape derivative in the Newton method case. Section 1 is devoted
to the study of different approaches of shape derivatives, see [Murat&Simon,1976],
[Murat,1988], [Zolesio,1986], [Zolesio & Delfour,1991], [Sokolowski & Zolesio,1992]
and [Goto & Fujii, 1990]. We give a precise description of the second shape deriva-
tive used in our Newton method, in particular we relate them to the second order
Eulerian shape semi-derivatives as described in [Zolesio & Delfour,1991].

Using our approach we compute the first and second order derivatives of the
total energy of the electromagnetic shaping problem mentioned above ( we remark
that the second order derivative is a bilinear and symmetric integral operator on
the boundary of the domain).

To carry out Newton and Quasi-Newton methods we consider domains w with
a piecewise boundary dw as in [Pierre & Roche,91,93]. As a consequence we compute
at each iteration a discrete approximation of the continuous derivative. Therefore,
we do not have a genuine Newton or Quasi-Newton method and we lose in particular
the quadratic rate of convergence of the continuos algorithm. However we obtain a
superlinear rate of convergence without too much increasing the cost of each itera-
tion. Indeed, in the Newton method case we have to solve n extra exterior elliptic
problems to compute the Hessian. But since these problems have the same matrix
of discretization as the initial state problem we need only one LDL! decomposition
at each iteration. Then each iteration of the Newton method has a computational
cost between 1.2 and 3 times more expensive than a Quasi-Newton method.

1- Shape derivatives.

1.1- Shape derivatives of a cost function.

Here we want to make precise the notion of second derivative with respect to
shape, having in mind to apply it to a Newton algorithm. For this we compare
below two classical points of vue.

Assume E is a real valued function defined on the set:

(1.1) O = {w C R¥;w a bounded and open subset of class C*}

and let ©Q denote the exterior of w. Following [Delfour & Zolesio, 1991], let V :
[0,7] x RN — R¥ be a given velocity field for some fixed 7 > 0.



Assume that:

Vo € RY; V(-,z) € CO([0, 7]; RY),
(1.2)

de > O,Vx,y € RJV; ||‘/(7y) - ‘/('7‘1‘)”00([0,7];]&1\7) < C|y - .’El

where V(-,z) denotes the function ¢ — V(¢,z). Associate to (1.2) the solution
z(t; X') of the ordinary differential equation

dz

(1.3) =

(1) =V(t,z(t));t €[0,7]; 2(0) = X e RN
and introduce the family of homeomorphisms

(1.4) X -TV(X):=2(1,X): RY = RV,

Definition 1.1. [Delfour & Zolesio, 1991] Let V satisfying the property (1.2). If
the following limit exists :

(1.5) lim

we say that I has an Eulerian semiderivative and we denote it by dE(w;V).

The shape functional F is said to be shape differentiable at w if the Eulerian
semiderivative exists for all V' and the map: V — dFE(w; V) is linear and continuous

in Vm’k, see [Delfour & Zolesio, 1991].
Definition 1.2. [Delfour & Zolesio, 1991] Let V,W satisfy the property (1.2).
Assume that for all t € [0,7], dE(T}Y(w),V(t)) exists. The functional E is said

to have a second-order Eulerian semiderivative at w in the directions (V, W) if the
following limit exists :

w6 LBV (), V(D) ~ dE(e, V(0)
) +\0 t

Whenever it exists, it is denoted by d* E(w;V, W) .

Now we present another point of view; let ¢ = {0 :RY = RV ;0isa
diffeomorphism of class C*}. Then we can define:

w:C" — P(RY)
(1.7) {wzgﬁw(g):{e(;p):wao}E(’)

where P(RY) is the set of all subsets of RY and wy € O is fixed. Now instead of
the functional E we consider the cost function ' defined in the following way :
—2
G(0) = E(w(0))

We remark that finding the critical points of F is essentially equivalent to finding
the critical points of G.
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Now we are going to consider the Frechet derivatives G’ and G" and relate
them to the classical shape derivatives, (see [Murat & Simon,1976], [Simon,1988]).

If for all ¢ in C the following limit exists:

) t\,0 t

we denote it by G'(6)(£). We assume that it defines an operator G’ : c’ = E(?2,R)
linear and continuous.
In the same way we define G" the Frechet derivative of G’ and then the value

of G"(0) in (&, n) is given by:

. G+ (&) = G(O)E)
(1.10) G"(6)(€,m) = lim : .

First we are going to give an expression of G'(#)(£) and G"(0)({,n) in terms of
dE(w(8),V) and d*E(w(8);V,W) where V and W are velocities corresponding to

some perturbations of the identity, given by :

(1.11) V(t,z)= €00 () (z)) where T) (z) = (I +¢ £0071)(z)
and

(1.12) W(t,z)=no067" ((TtW)_l(as)) where T)V(z) = (I 4+t no67')(z)

where I denotes the identity transformation and o the composition operation.
We remark that:

thV(x) v v
() = Vi TY (2).

(1.13)

Clearly, the velocity W satisfies a similar equation.

Lemma 1.1. If G'(6)(£) exists and V is given by (1.11) then

(1.14) G'(0)(€) = dE(w(6): V).

Proof.

Remark 1. By the Theorem 2.3 from [Delfour & Zolesio, 1991] under the assump-
tion that dE(w(#);V) exists and is continuous in V for all V € V™" we have

(1.15) G'(0)(€) = dE(w(8):V) = dE(w(8);V(0)).
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Lemma 1.2. Let 6,£,n € ¢ and V,W defined by (1.11) and (1.12) . Assume the
application V. — dE(w(#),V) is continuous in a neighborhood of V' with respect to

the topology on V™" Then if G"(0)(&,n) exists, we have;

(1.16)
G"(0)(&,n) = A2E(w(0);V, W) — dE(w(8),V(0)) — dE(w(8), [DV(0)]W(0)),

where
VO)(x) = lim [V(12) = V(0.2)] /1.
and [DV(0)] is the Jacobian matrix of V(0).
Proof.
(1.17) G"(6)(€.m) = lin 7 (G'(6 + L m)(©) - G'(6)(©)

From the lemma 1.1 and the previous remark 1 we have:
(1.18) G'(0+ 1t n)(€) = dE(T}Y (w(0)), U(0))
where

TH(z)= T+t Eo(@+1n) ") (2)
Ut e)=Eo 8+t )~ (TV (), U(0,2) = Eo (8 +1n) Y (z).

and G'(0)(¢) = dE(w(8),V(0)). Clearly, U(0,2) is a function of t. Let Z be the
velocity field:

(1.19) Z(t)=U(0) (=€o(8+1tn)7")

We have :

(1.20) Z(0) = £o 67" = V(0).

and

(1.21) 2(0) = ~[D(€0 67 ) oo 87 = —[DV(0)]W(0)

where [D(£ 0 671)] is the Jacobian matrix of £ 0 671,
Then by theorem 2.5 in [Delfour & Zolesio, 1991] we obtain :

G"(6)(&, n) = limy L(AB(TY ((0): U(0)) — dE(w(6).V(0))

= lim — (( dE(TW( (0); Z(1)) — dE(w(0), Z(O)))

t\O
(1.22) - \t o (AE(TY (w(6); 2(1))
= & E(w(9); Z, )
= &2 E(w(8); Z(0), W(0)) + dE(w(8); 2(0)
= &2 E(w(8): V(0), W(0)) + dE(w(8); Z(0)).
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Also by the theorem 2.5 in [Delfour & Zolesio, 1991]:

(1.23) d*E(w(8); V,W) = d*E(w(8); V(0), W(0)) + dE(w(8); V(0))-
By (1.21) we have:
(1.24) dE(w(8); 2(0)) = — dE(w(8); [DV(0)]W(0))

Then by (1.22), (1.23), (1.24) we obtain:
(1.25)

G"(0)(&,m) = PP E(w(0);V,W) - dE(w(e),x}(o)) — dE(w(8),[DV(0)]W(0)).

The following theorem gives a relation between the first and second-order eu-
lerian semi-derivatives E (method of velocity) and the Frechet derivatives of G for
arbitrary velocities.

Theorem 1.3. Let V and W be two vector fields regular enough. Let 0 € " and
(1.26)

Then

(127) G"(8)(€,m) = d* E(w(8); V, W) — dE (w(8); V(0)) — dE ((8), [DV(0)]W(0)).

Proof. By [Delfour & Zolesio, 1991] remark 2.4:

(1.28) d2E (w(0), V, W) = d2E (w(0), V(0), W(0)) + dE (w (), V(0))
where
V(0) = lim w

Let us introduce:

(1.29) V(z,t) = V(0)(I+t V(0)) " (z)

(1.30) W(z,t) = W(0)(I + ¢ W(0))™'(2)

Then :

(1.31) T/ (z) = (I +t V(0))(z) and T}V (z) = (I +t W(0))(2).

By [Delfour & Zolesio, 1991] remark 2.4;

(1.32) A2E(w(0); V, W) = d*E(w(0); V(0), W(0)) + dE (w(8); V(0)).
But

V(0) = V(0) and W(0) = W(0)
(133)  y(o0)

—[DV(0)]V(0) by [Delfour & Zolesio, 1991] remark 2.2
= —[DV(0)]V(0)



Then

(130) BV, V) = EE((6); V(0),W(0)) — dE(w(8) [DV(0)V(0))
By substitution in (1.28):

(1.35) A2E(w(8),V, W) = d2E(w(8),V, W)+ dE(w(8), V(0) + [DV(0)]V(0)).
Let V and W be given by (1.11) and (1.12).

Then by Lemma 1.2:
(1.36)

G"(8)(E,m) = d*E(w(6),V, W) = dE(w(6),V(0)) - dE(w(6), [DV(0)]¥(0))
But
(1.37) V(z,0) = €007 (T +1 E007") 7 () = V(O)((1 +1 V(0)) ! (2)) = V(a, 1)

and in the same way:

(1.38) Wiz, t) = W(a,t)
then
(1.39) 5(0) = V(0) = —[DV(0)]V(0)

by [Delfour & Zolesio, 1991] remark 9 and the definition of V.
Thus:

(140) G"(0)(€,7) = d*B(w(6), V, W)~ dE (w(6), V(0)) - dE (w(8), [DV(0)]W(0)).

1.2-Shape derivatives of the solution to a Dirichlet problem.

Now we are going to introduce the derivatives with respect to the shape of the
solution ¢ of the exterior Dirichlet problem :

(1.41) —Ap = pgjo in
(1.42) =0 on 0Q
(1.43) e(z) = 0(1) as |z| — oo.

when 7o has compact support and is regular enough.

Let 0.¢ € Ez; we denote by ¢(6 + t £) a solution of the exterior Dirichlet
problem:

—Ap(0+1 &) = pojo on Q0+ 1 £)
(1.44) p(@+1£)=0in INO+1E)
e(@+1&) =0(1) on |z| — oo.
If jo is a square integrable function with compact support in the interior of

Q6 + t€) for all |t| < e then there exists (6 + t€) solution of the exterior Dirichlet
problem (1.44) for all || < e, see [Kress, 1989].
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Following [Murat & Simon, 1975], [Goto & Fujii, 1990], [Simon, 1988], [Sokolo-

wski & Zolesio, 1992] we consider the first derivative of ¢ at 8 from C’ to L*>(R?).
If it exists we have:

, o p0+tE) - p(8)
(1.45) ©'(0)(&) = lim, ; :

If the application ¢’ : c’ — £(62,L°°(R2)) has a derivative at 6 then we denote it
by ¢"(0) and ¢"(0) € L3(C2, L>=(R?)). If ¢"(#) exists then it is given by :

(1.46) #'(0)(E ) = lim o6 +1 "7)(5) —¢'(0)(&)

The authors mentioned before characterized the first and the second derivatives
of the solution .

Lemma 1.4. Let be ,£,n € C°. Assume that ©'(8) and ¢"(0) exist. Then :

~A(8)(€) = 0 on Q(6)
(1.47) 2 (0)(€) = ~V(0)Vep in 00(6)
#(6)(€) = O(1) if |2] — oo

and

A" (0)(€,m) = 0 in Q(6)
@"(0)(& ) = = (V(0)V* W (0) + V(0)V'()(n) + W(0)VL'(0)(8))
on 09Q(0)
¢"(0)(&n) =0(1) if |x| — o0

(1.48)

where V, W are given by (1.11) and (1.12), that is V(0) = £08~1 and W(0) = no6~L.

In the next sections we are going to compute the Hessian of a cost function
with respect to shapes, and we will see the way to implement a Newton method
applied to the Kuhn and Tucker first-order necessary conditions.

2.-Variational Formulation.

The simplified model of the electromagnetic shaping problem studied here
concerns the case of a vertical column of liquid metal falling down into an elec-
tromagnetic field induced by vertical conductors. We assume the frequency of the
imposed current is very high so that the magnetic field does not penetrate into the
metal. In other words we neglect the skin effect. The electromagnetic forces are
reduced to the magnetic pressure acting on the interface.

Under suitable assumptions, [Henrot&Pierre,89], [Pierre&Roche,91,93], the
equilibrium configurations are given by a local critical point of the following to-
tal energy:

1

(2.1) Bt =5 f

[Vel® + o P(w(6))
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where P(w(#)) is the perimeter of w(#), i.e. the length of dw(#) when dw() is
regular enough (for instance of class C'!)

(2.2) P(w(0)) = / dv, dy = length measure on dw(#).
Bw(8)

In (2.1), o is the surface tension of the liquid and ¢ is solution of:

(2.3) —Ap = pojo in Q)
. =0 on 092(0)
(2.5) e(z) =0(1) as |z| — o0

where jo = (0,0, jo) denotes the density current vector and pg is the vacuum per-
meability.

The variational formulation of (2.1)-(2.5) consists in considering the equilibri-
um domain w(#) as a stationary point for the total energy (2.1), under the constraint
that measure of w(#) is given by Sp.

We will show that the equilibrium relation is given on the boundary of dw(#)

by:
1 ) _
(2.6) —|Ve|"+0C=A on dw(h)
240

where C the curvature of dw(f) (seen from the metal), o the surface tension of the
liquid and |.| denotes the euclidean norm. The constant A is an unknown of the
problem as well as the boundary dw(8).

This problem or very similar ones have been considered by several authors. We
refer the reader to the following papers and to references in them for the physical
analysis of the simplifying assumptions that the above model requires: see [Sher-
cliff, 1981], [Sero-Guillaume, 1983], [Brancher & Sero-Guillaume, 1983], [Sneyd &
Moffatt, 1982] , [Brancher & al. , 1983], [Gagnoud & al. , 1986], [Mestel, 1982],
[Etay & al., 1988], [Coulaud&Henrot,94].

To establish the equilibrium relation (2.6) and to compute the second deriva-
tives we introduce the Lagrangian:

(2.7)

{ L:OxR —R
(w,A) = L(w,A) = E(w) + A(m(w) — So)

We will consider the functional :

—2
28) {L.C xR — R

(6,A) — L(6,A) = E(w(8)) + A(m(w(8)) — So)

where in order to simplify the notations, we have used letter L as in (2.7), but it
will be clear from the context whether L is a function of (w,A) or (6,A).

Using the formal framework introduced in section 1 we are going to compute
the first and second derivatives of L.

Lemma 2.1. If 0,6 € Cy and L is defined by (2.8) then

1

(2.9)  L'(8,A)(€) = dL((w(8),A);V) = 2u0 /5 9)

(IVe|* + aC+ A)(V -7) dy



where V' is given by (1.11).

Moreover, traces of ¢ and Vg on dw(f) exist and are (at least) square inte-
grable on dw(#).

Very similar results can be found for instance in [Zolesio, 1984], [Sero Gui-
llaume, 1989], [Descloux, 1990].

A complete proof under precise regularity assumptions is given in [Pierre &
Roche, 1990].

According to (2.9) the variational formulation for the continuous problem (2.1)-
(2.5) consists in finding (6, A) such that

(2.10) L'(8,A)(€) =

for every £ € .

The fact that L'(#,A) is an integral equation over dw(#) makes the numerical
approach possible. To implement Newton method we are going to compute the
second derivative L"(0)(&,n). First let us state two technical lemmas.

Lemma 2.2. Let w be a compact subset of R? without empty interior and of
class C*. Let be V € C*(R*R?) with compact support. If s and s; denote a
parametrization by arc length of the boundary of w and wy = (I + tV')(w), then if

= +tV)(z):

(2.11) Sy = (141G 20+ ol1)) ()

where 3 is the tangent to Ow.

Proof.
Let és be the distance between two points on dw then

(2.12)  (65)* = (e +e5+o0(e) —2)’ = (654 o)) + 255+ o(c?) = €% + o(?)
Let é6s; be the distance between two points on Jw; then
(6s1) = [z +e540(e)+t V(z +e5 4 0(e)) —z — t V(x)]?
=kﬂ%d‘Ume+dﬂ2

(2.13) =2 42t 43 [DV(2)]) -5+ 235 - [DV(2)]) + o(e?)
: . oV 24
_ 2 C‘Z 3 2 2 €
=& 4215 o) + 17N (S 0)" + ole?)
Then :
sty 850 _ [1+2(5 - Wy vy I
(2.14) doomb s > "
=141 (3 )+ o(t)

Lemma 2.3. With the same hypotheses as in Lemma 2.2, if we denote by m, 3, i
and S; the normal and tangential unitary vectors to the boundary of w and wy,

= (I 4+ tV)(z) then we have:
(2.15) Si(zy) =35+t (m- a—s)ﬁ—l— o(t)

(2.16) T(z) =T — 1t (7 as) +o(t)



Moreover if C and C; are the curvature of w and w; respectively then :

ov 0 ov

(247) e =€~ 1[5+ S + (w50 4 ol0).
Proof.
It is easy to verify that :
__Oxy (x4 tV(x)) _ 0V ds
(2.18) e sy 05y =+t Js i ds;
then as
ds _ oV
e R SR
( /
Si=5+1 QV —-1t53 (g-a_i)Jro(t)
=t () 5 ) s (5 50 8 ol
B 0 To9s T 9s
=5+ tn- %) -+ o(t)
We have also that
(2.20) m—n=[(5-3) 0|5+ [(5—3) 5|0
But
_ . — _ oV
(2.21) (5.—3)-5s=o(t) and (5, —35)-m=t (- 0_) + o(1).
s
Then oy
n=n—1(m- 8_5) 54 o(t)
Equality (2.17) can be achieved if we note that if z; € Jw; then :
_ gﬁt = ant
Ct N ytl_’r%’t 68«5 N (St Jds ) dSt

Yyt E0wy

and by substitution we obtain the result.
These technical lemmas allow us to compute the second derivative of the total
energy with respect to the shape.

Theorem 2.4. Let 6,&,n € C’. Assume that the derivatives ¢'(0) and ¢"(0) exist.
Assume that the current density j is bounded in R? with support in Q(6). Then :

1 9¢(6)
L" (07 A) (57 ) 2#0 8 (9) an

(2.22) +V -V (0)(n) + W - V¢'(0)(€))

ov ow oWt
aww)( ds 3 ds ) 8w(6) 0s

(V- V2p(0) - W

where Wt = (W, —Wy).



Proof.

We set:
-1

20 Jags)

Ly(0) = O'/ dy
Bw(8)
L3(0) = meas (w) = / dz = m(w(9)).
w(8)
Let V and W be such that :

Ve, 1) = €007 (1Y) (2))
Wz, t)=no 6™ (1) (2)).

L1(6) V(8] de

As:
Ve(8)? dz = ©(0)-j dz = #) -7 dx
JIver e = po [ o0) g ar=yo [ o0)
and
o(f —w(h
[ @oe- 2=
spt(J)
0 — (0 t
< Isptli)l |¢0)(E) - LOHE =20 e
we get: .
KOO =5 [ s 00 b
By the same techniques we have
HOEn =5 [ S ONEn@)- i) de.
2 Jspt(j)
Moreover by Lemma 1.4 :
LO© =5 [ SO0 =5 [ JO©r6) dr
2 Jaee 210 Ja(e
R T () WS U A () RO
—% S @(0)(€)d/—2uo ™ )V -m)dy

because the normal vector is oriented towards ©(#), and in the same way we get:

woen =5 [ CA v+ veS@m + WYL o)) &
210 Jau(6) on
To compute L{(8)(&,n) and LY(6)(£,n), at first we find the expressions of
d?*Ly(w(0); V,W) and d*Ly(w(8); V,W) and using Theorem 1.3 we find the form of
second derivatives LY and LY where V and W are given by (1.11) and (1.12).
Using the technical Lemmas 2.2, 2.3 and the definition 1.2 we can compute

Ly(0)(§;n) and L3(8)(&, 7).

dLy (w(8);V) = dLy(w(8);V) =0 [ C(V -m)dy

ALy (w(B + tn); V(1)) = dLs (T)V (w(0)); V(1)) = o /8 o) Cow (V(1)-7) dv



and Cyw is the curvature of 97}V (w(6)). Then:

dL (w(g +1 n),V(t)) = U/ [C -1 (C(E- GI/Ia/EO)) + %(ﬁ 0”57(50))]

%%

o5}

[V(0) + ¢ [DV(0)]- W(0) + ¢ V(0)]

7t @O (1415 20 a4 o

Then by definition 1.2 and Theorem 1.3 we have :
oV ow
" , _ A VA
(229 L) Em =0 [ (G mG m

In the same way we have

dLs(w(8);V) = dLs(w();V) = /@ (9)(V-ﬁ) dy

and
dLs(w(B +tn); V(1)) = dLs (T} (w(8)); V) = /Mtw(ww)) (V(t)-7) dy
= /8 o) [V(0) + ((DV(0)] - W(0) + tV(0)] - [m—t(m- %EO)M
1416 22045 1 o)
Then
ELafwlo)p VW) = [ (VO] wo)+ V) e+ (- 25 e

- v 4

S

By Theorem 1.3 we get :

L5(0)(&,n) = /8 ((E aa—ms/)ﬁ— (7 - a—vr)g) Vdy

oW+ ov+
= V. dy = w. dvy
/aw( 9s /aw( TR
We obtain the final result by addition :

L0, A)(&,m) = LY(6)(&,m) + L3 (B)(&,m) + A L3(6)(&,m)

S L 2 e w v S0+ W V0O
Ho Jow(s) on

2% ow oWt
—|—O'/ —ﬁ —ﬁ d"‘—|—A/ ‘/' p d"’.
8w(9)( Jds )( Jds ) ' dw(8) ds !

3. Numerical Method



3.1 Introduction: the continuous Newton algorithm

Any minimun point §* of energy functional E(w(f)) over C” under constraint
on the surface m(w(6™)) of w(#*) satisfies the Kuhn and Tucker continuous equation,
see [Fiacco & McCormick, 1968]. Thus, we consider the Lagrangian:

(3.1) L(8,A) = E(8) + A (m(w(8)) — So)

where & € C° and A € R. A critical point of the energy E(w(f)) with the
constraint m(w(f)) — So = 0 is the first argument of the couple (8*, A*) solution of
the following first order necessary conditions:

) Do) (E'(w r,fBi (Z szggu(o))) - 0.

Clearly the solutions of D(f#,A) = 0 are not necessarily points which achieve a
minimun; in general they are saddle points. To find a solution of the equation (3.2)
we are going to apply a Newton method. The Newton method consists in computing
a sequence of solutions (6%, A¥) of linearized form of (3.2). With the notations of
section 1 this leads to the following algorithm:

(6°,A°) given

(3.3)  { (8571, AMFY) = (05, AF) & (", 8A%), (n*,6A%) € C° xR defined by :
D(6%,A%) + D'(8% AF)(n¥,6A%) = 0 in L£(C",R)x R

where D'(6%, A¥) is given by:

(3.4)

D8t AR o = (PN AN oA ((04)

m!(w(0%))(n") 0

In the next subsection we apply this algorithm to the magneto-shaping problem
in a discrete case.

3.2 - Discretization.

Numerically, we have to find a zero of an approximation of (3.1). For this we
consider a discretized form of (3.3). We construct a sequence of domains w(6%),
more precisely, we consider a sequence of domains determinated by its boundaries

dw(6%).
In practice by dw(6%) = T'* we mean the piecewise closed Jordan curve with n
edges [zF,2F ], i=1,---,nand 2k | =2}

At each iteration the sequence of boundaries dw(#*) is obtained by a local
perturbation. To each vertex z¥ of T* is associated a direction Z¥ € R2 We
construct a continuous piecewise linear function Z¥ : I'* — R? such that:

(3.5) ZFak)y = ZF6i 5 =1, .,

k3

é;; being the Kronecker symbol. The support of ZF is equal to [¢¥_,, 2¥]U[2F, 2%, ,].

Then at each iteration we compute a field Z*(z) = (I+ Y7, u;ZF)(z) and the new
surface ['**1 is constructed from I'* by:

(3.6) T =X =2+ wzf(2)=(I+Y wz)(a)u € R,z e I*}
i=1

i=1



where @ = (uy,...u,,) are the unknowns which determine the evolution of the surface
I'*. This procedure gives a family of domains w**1, with a piecewise linear boundary
I'*+1 corresponding to (uy,...u,) € R™

To better understand our algorithm we first consider an academic problem :
minimizing the perimeter for a given area.

minJ(w) := / dy
(3.7) it
m(w) = / dz = Sy given, w regular enough.

The solution is the circle with the prescribed area. As J(w) = (L)Ly(w) , the
first and second order derivatives of the cost function and the constraint S(w) =
m(w) — Sy where calculated in section 2 Lemma 2.1, Theorem 2.4. Then the first
order necessary conditions are given by:

C(V-m)dy+A / (V-m)dy=0
Ow

/dw—SOIO

where C is the curvature of dw(f) and V(z,?) is given by (1.11). The continuous
second derivative (the Hessian) is the following:

(3.9) o

. — 1 .
(B )84 A (VDN ) (V)0

f@w(é) (W . ﬁ) d"‘/ 0

(3.10)

If we consider the discretization introduced in (3.4),(3.5) and implement the algo-
rithm (3.3), at each iteration we have to solve the following equation:

(Mg ) () (2)

where:
ozk ozk o7k L
3.12 C(ukuE AR = Nt B K 945
(312) Ay ubnah A9 = [ (GG A [ (2
(3.13) Si(uf,....,uﬁ):/ (ZF . m)dy
Fk

(xf—xf 1) (3554-1_95?) Sk / ko
(3.14) = Qe by =) A
and



Once the linear (3.11) system is solved we update the boundary by:
(3.16) ettt = ok o Zk.

In the next section we are going to give numerical results for this particular example.
The same algorithm is applied to the electromagnetic shaping problem de-
scribed in section 2. Consider the following problem:

(3.17)

The Lagrangian of this problem has the following form:

1 . :
(3.18) L(w,A)= —— / |Vip|* da + O'/ dy + A(/ dz — Sp).
QNO Q Bw w

As it was proved in Lemma 2.1 we obtain the following first order necessary condi-
tion:

1

—/ IVol* (V- 7) dy—l—a/C(V-ﬁ)dﬁ/—l—A/(V-ﬁ)dﬁ;/:0
20 Jre r r

(3.19) i=1,.n

/dCE—SOIO

The second order derivatives of the Lagrangian computed in Theorem 2.4 leads to
the following Hessian:

(A=t SV
(3.20) H= ( S 0

where:

Mi= [ SISV WV VO + W T 0))

w 2Ho On
oV oW oW+
.\ — .7 /.
[ (G G AV S
(3.21) SV:/ V-mdy
Sw
and
Sw = W-ﬁd"‘/.

Ow

In practice we consider an approximation (not a discretization, because we
need the solution of two exterior Dirichlet problems) of the Newton algorithm (3.3)
which consists in constructing the sequence (I'*, A¥) :

(3.22) (TFFLARTLY = (TF AF) 4+ (ZF(TF), §AF)



where ZF(z) = 31 w; ZF(z) and (u},....,uk) is defined by the following system of
equations :

(3 23) Aij(uﬁ 7“27Ak) Sz(uﬁ 7“2) (u17 - '7uﬂ)t _ D;
' Si(uf, ooy ul) 0 oA \m

where:
(3.24)
1 0 .
A”'(uf’""’uﬁ’Ak):/8 2 £<Z5'VZ@'Zf+Zf-V¢%; + 75 - Vi) dy+
o7k 8Z]’?
L -1 d~
+/pk( s Rl s ) dy
VAR
R
(3.25) Si(uf,....,ug):/ (ZE Ty, i =1,
Tk
i 2ug Jrx i ! chk_wk_ I ka —x’?H i
(326) T i—1 i+1 7
A/ (Zi-m)dy, i=1,..n
Fk
and
(327) m = / dx — SO
wk
Then
(3.28)

:{x:x:XJrZ’“(X);Xerk}'

3.3 - Quasi-Newton method.

In [Pierre&Roche,91,93] was implemented a numerical method to simulate the
electromagnetic casting phenomenium without any evaluation of the second deriva-
tives.

The algorithm consists to consider a penalized energy:

r

(3.29) E(w)=Ew)+ 5( meas (w) — 30)2
where r is a real positive number going to infinity, in practice large enough.

For each r we solve by a Quasi-Newton method the unconstraint minimization
problem :

(3.30) {min Er(w)

weO



The discrete version of the algorithm is similar to the Newton method. We construct
a sequence I'¥ defined by:

PEF = (14 201
{o:0=x+2x); x eT}}

(3.31)
= {x r= X+ ZuZZZk(X)}
i=1
with uy,...,u, given by:
(3.32) u; = —pp( H*DEF(w));.

Here H* is an approximation of the inverse of the Hessian E” computed by the
B.F.G.S (Broyden, Fletcher, Goldfarb and Shanno) method [Minoux, 1993], see
also [Pierre & Roche, 1990] for more details about the application of Quasi-Newton
method to electromagnetic casting. The computation of H* requires only the gra-
dient of the penalized cost function.

In fact at each iteration we compute an approximation of the continuous gra-
dient E'(w), we denote it DE¥*(w) and it is given by:

1 .
(DEF(w)); = (Vo -7)X(ZF -m)dvy+0o | C(Z;-7)dy
(3.34) 2Ho /8 P

+ r(meas(w) — Sg)/ (Z;-m)dy

Ouw

where ©* is an approximation of ¢ and the integral of the term comming from the
magnetic energy is computed by a numerical quadrature method.

The parameter p; €]0,1] is given by a semi-arbitrary choice as we cannot
evaluate the energy F,.(w) at each iteration and so we can not implement any
classical line search method , see [Hestenes, 1980].

3.4 Numerical solution of the exterior Dirichlet Problem.

We recall here that at each iteration it is necessary to solve the exterior problem
(1.41),(1.42),(1.43) and (1.47).

In fact, we actually only need to know Vi at the boundary. Therefore, it is
natural to choose a boundary integral representation for ¢.

First of all we introduce the function :

(335)  u(e)= 222 [ tule = slin(s) dy+ S2inlel [ oGy
™ R2 2T R2

Since :

(3.36) —Au = pgjo in R?

(3.37) lu| = 0(]2z| ™) as |z — o

the problem (1.41),(1.42),(1.43) is equivalent to :

(3.38) p=u+v



where

(3.39) —Av(z)=0in Q
(3.40) v(z) = —u(z)on T
(3.41) |o(z)| = O(1) or |z] — oo.

Next we introduce the integral single layer representation of the solution of the
problem (3.39),(3.40) and (3.41) [G.C.Hsiao and W.L. Wendland, 1977], [Nedelec,
1977]

-1
C2r

(3.42) () /F q(y)in|e — yldy(y) + ¢

where by I' we have noted for simplicity the piecewise linear curve at step k, and the
unknown function ¢ is defined implicitly by the system (3.40),(3.42). The constant
¢ must be chosen such that :

(3.43) /Fq(as) dy(z)=0.

The system has been discretized using a finite element representation ¢" of g. We
introduce the basis {e;};=1,..., where e;(z) is piecewise constant on I' and defined

by :

lifz € [z, 241]
(3.44) ej(z) = {

0 otherwise.

Then, ¢"(z) is obtained as ¢"(z) = > i—1mjej(z) where {5;} € R" is the solution
of a discretized version of (3.40);(3.42), namely :
1 h
ei@){ = [ " @)inle —yldy(y) } dy(2) + e [ ei(z) dy(a)
r 2r Jr r

(3.45)
= [a@e@ e, =t

r

This is a n X n linear system with matrix A = [A;;]; j=1,....,n Where :

(3.46) a;; = % o ei(z)ej(y)ln|z — y|dy(z)dy(y)
and

(3.47) A{ni} = {bi} — c{ci}

with

(3.48) b; = /Fei(x)v(sv) dv(z)
(3.49) ci:/F ei(z)dy(z).

:

In fact we set {n;} = {n!} + ¢{n?} and we solve simultaneously

(3.50) A{n;} = {b:i} and A{n}} = {c:}.



Once {n}} and {n?} are computed we evaluate ¢ such that we have (3.43). Then

(3.51) o= (3 [t o) /(L [ vt a).

Once c is evaluated we can compute S—Z at every point in I', and in particular at

quadrature nodes. For every z € I' we have [Kress,1989] that :

(352) ) o [ ergnnle = s + 5 @)

and finally:

dp Ou  0Ov
3.53 — = —+ —.

(3:53) dn  On * on

In the Newton method the computation of G" needs ¢'(68)(n), (we note it ¢') which

in the discrete case is given by :

(3.54) —-A¢' =0in Q
(3.55) o'=-ZVpoonT
(3.56) |#'(2)] = O(1) as |2 — o0

where instead of W we have an approximation Z in the form Z(z) = > 7", u; Zi(z).
Then we can compute an approximation of ¢’ = > 1, u;¢; where ¢! are the solu-
tions of :

(3.57) —-Ap =0inw
(3.58) 0, =—-Z;VoonT
(3.59) |pi(x)] = O(1) as |z] — oc.

That means that we have to solve n exterior Dirichlet problems. In fact if we use
the same numerical technique as in problem (3.39),(3.40) and (3.41), we obtain a
linear system with the same matrix. As the LDL! decomposition of this matrix
is done, solving problem (3.57)(3.58) and (3.59) needs only n more solutions of a
triangular system.

5. - Numerical Examples.
5.1 - Previous remarks, complexity.

Before making a numerical comparison between the two algorithms developed
in the previous section we make some remarks.

In the case of the minimal perimeter problem we compute the second derivative
of the discrete problem and then we consider two cases. In the first one when
the directions of displacement are fixed we have an actual Newton method in a n-
dimensional space and we reach a quadratic rate of convergence. In the second case,
when changing the displacement directions we can have a better approximation of
the continuous solution but we loose the quadratic rate of convergence.

When we apply Newton algorithm to the electromagnetic shaping problem we
do not compute the second derivative of the Lagrangian but an approximation of
it. Then we cannot have a quadratic rate of convergence. In the electromagnetic



shaping problem we need to change the directions of local perturbations Z¥ to reach
a suitable approximation of the continuous solution.

To justify the use of a Newton method instead af a Quasi-Newton technique
we give here an evaluation of the number of floating point operations(flops) needed
for each iterations of both algorithms. In fact solving the state equations (3.39),
(3.40) and (3.41) is the most important part of the computations. Computing the
coefficients of the matrix A needs about 79n* operations and O(n?) evaluations of
the logarithmic function. The evaluation of the right hand side of the equation
needs O(n) flops.

The resolution of the linear system is done by a LDL! decomposition, that
means O(%—a) flops, and the resolution of the triangular system takes O(”Z—Q) (flops),
see [Golub,G.&Van Loan,Ch.F.,1983].

Once the solution of the state equation is known, the Quasi-Newton methods
need O(n?) operations to compute an approximation of the Hessian matrix. Then
the total number of operations is dominated by the numerical resolution of the state
equation, more precily, if n is small, n < 1000, by the evaluation of the matrix of
coefficients (3.46).

In the Newton method case we have to compute the Hessian matrix, that
means n’? evaluation of the second derivatives of £. The computation of coefficients
Ai’j(uf, vy uk A¥) of the Hessian imply the resolution of the state equation, as
in the Quasi-Newton method, and the n extra exterior Dirichlet problems (3.57),
(3.58) and (3.59).

In fact we use the same numerical technique as in state equation problem.
Then the discretisation matrix A is the same, and also it’s LDL! decomposition.
Then solving problem (3.57), (3.58) and (3.59) needs only n more solutions of a
triangular system, that means ”2—3 + O(n?) flops. The resolution of the Newton

system (3.23) need O(?) flops. Then even in the Newton method case the number
of operations is dominated by the evaluation of the coefficients of the matrix A if n
is small. This is the key point that justifies the use of the Newton algorithm in our
optimal shaping problem.

In conclusion each Newton iteration needs between 1.2 and 3. times more flops
than a Quasi-Newton method iteration, 3 being the asymtotic limit when n tends
to oco. Obviously, the number of iterations needed is quite less.

5.2 - Numerical results.

First we study the case of the problem (3.7) and apply the Newton method
described in the previous section. We consider the case of the unit circle of perimeter
27. The initial point will be given by a piecewise perturbation of a circle of radius
14 6. In Table 1 we present the results considering the domains with 128 nodes and
using fixed displacement directions. We follow the evolution of ||G"||; - the euclidean
norm of the gradient, ||6% — || - the distance between the approximation #* and
the exact solution #* (which is a circle), [|#¥ — 8%|| - the distance between the 6%
and 6% (the solution in the set of polygons with 128 nodes) the area and difference
of perimeters.

The error ||0% — 6*|| and |27 — [, | are almost-constant at the last iterations.
This can be explained by the fact that #* converges to a polygon of 128 vertices and
surface 7 and not to the unit circle. In this exemple we observe a quadratic rate of
convergence of ||G'||2 to zero.



k| 2m — [o | Surface G2 | 1165 = 6%[|o |1]6F — 67|]0o
1 [0.1309E+00 |2.998795359 |0.2501E+00 | 0.50540E-01 | 0.5074E-01
2 | 0.2506E-02 |3.143452027 | 0.7138E-02 [0.10612E-02 | 0.8607E-03
3 | 0.6396E-03 |3.141593681 | 0.7410E-05 |0.21037E-03 | 0.4475E-06
4 | 0.6385E-03 |3.141592653 | 0.5656E-11 |0.21024E-03 | 0.4479E-12

Table 1: Newton method for minimization of the perimeter.

In Table 2 we consider the same problem but with evolutive displacement
directions. In that case we observe a superlinear rate of convergence.

k |2m — frk | Surface [|G']|2 16% — 6%|| | ||0F — (‘}*||Oo
1 {0.13092E+00 |2.9987953594 | 0.25012E+00 | 0.5054015E-01 | 0.50750E-01
2 | 0.25066E-02 |3.1434520276 | 0.71597E-02 |0.1061238E-02 | 0.86074E-03
3 | 0.63948E-03 |3.1415935617 | 0.36902E-05 | 0.2105689E-03 | 0.39173E-06
4 | 0.63857E-03 |3.1415926535 | 0.10649E-09 | 0.2105396E-03 | 0.31053E-10
5 | 0.63857E-03 |3.1415926535 | 0.18185E-13 |0.2105396E-03 | 0.65973E-13

Table 2: Newton method for minimization of the perimeter
with variable displacement directions.

Now we apply both algorithms to the electromagnetic casting problem. In
each case the surface tension o and the surface of the liquid Sy are given as well as
the distribution of the current jo which is of the form:

(5.1) Jo = (Zapéxp)l

where Lis a given intensity, (6,,)p=1..., are the Dirac masses at the points (z,)p=1...m
in the plane and (ap)p=1..,n are coefficients which are indicated on the figures.
Computations are made with the normalized cost functional:

(5.2) / VB +3P(R) + Am(e) - 50)

for Newton method and :

(5.2 / VB +BP() + r(m(w) = So)



for Quasi-Newton method, where G = 20 /ugl? and @ = ¢/uol.

We are going to present two cases of shaping examples. For the first example
the number of nodes is 128, the number of masses is 4 and the prescribed surface Sy
is equal to 7 (see figure 1). The Table 3 allows to follow the evolution of the gradient
of the cost function of intermediate domains computed with Newton algorithm and
evolutive field displacement.

116% — 6] [|G'||2 Surface

0.2492771331769E4-00 | 0.1419587660467E-02 | 3.14159265358979
0.5230303034182E-01 | 0.4395608328578E-01 | 3.18526797866267
0.5560099242130E-02 | 0.3375751466907E-02 | 3.14493039668217
0.1587645632387E-03 | 0.1772365599787E-04 | 3.14160885828425
0.2064952042143E-05 | 0.5100510205590E-07 | 3.14159266262547
0.8080172936524E-07 | 0.1343098030108E-08 | 3.14159265359339
0.2748245014916E-08 |0.4468236354564E-10 | 3.14159265358981
0.9057617071558E-10 | 0.1548500725202E-11 | 3.14159265358979
0.2993352846718E-11 | 0.5740707232603E-13 | 3.14159265358979
0.1001025103677E-12 | 0.2573586822187E-14 | 3.14159265358979

O WO~ U WN =R

—_

Table 3

Figure 1.

In Table 4 we compare results computed with Newton and Quasi-Newton
method for different values of 6.

In the second exemple the number of nodes is 128, the number of masses is 12
and the prescribed surface Sy is 4. The Table 5 gives the number of iterations of
Newton and Quasi-Newton methods for different values of .



6 | Newton error | Newton iterations Surface | Q-Newton iterations
0.0003 |6.2455802D-10 4 3.14159255 153
0.0002 |7.9976834D-08 7 3.14159263 167
0.0001 |1.1212912D-11 14 3.14159256 201

Table 4

6 | Newton error | Newton iterations Surface | Q-Newton iterations

0.05 |0.134877E-06 5 4.0000001342 56
0.03 | 0.644887E-05 7 4.0000064433 73
0.01 |0.713674E-08 10 4.0000000061 102
0.0075 | 0.740979E-07 12 4.0000000693 132
0.005 |0.547113E-11 16 4.0000000000 148
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Figdfe 2.

Both electromagnetic shaping examples show the efficiency of the Newton
method. As the cost of each Newton iteration is only between 1.2 and 3 times
Quasi-Newton iteration cost, the use of Newton method is then clearly justified in
electromagnetic casting problems.

Applications of the same technique in three dimensional electromagnetic cast-
ing problem is in progress. The difficultys in the 3-d case is that the state problem is
now a Neumann exterior problem. The computation of the second order derivatives
of the solution of the state equation solution need in that case the computation of
singular integrals.

Acknowledgement. The authors are grateful to Prof. M. Pierre for helpful
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