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Le lambda-calcul, les combinateurs
et le schéma de compréhension

Résumé : Les présentations de la théorie des types basées sur un schéma de compréhension et sur le A-calcul
sont équivalentes, & la fois dans le sens que 'une est une extension conservative de 'autre et qu’elle peut s’y
coder en préservant la propriété de prouvabilité. La théorie des ensembles vérifie une propriété similaire. Une
version courte de cet article est parue dans les actes de la conférence Typed Lambda-calculi and Applications
(1995).

Mots-clé : lambda-calcul, combinateurs, schéma de compréhension, théorie des types, théorie des ensembles
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Introduction

In the presentation of a theory we can either choose to give notations for objects and axioms expressing
the properties of these objects, or to give axioms expressing the existence of objects verifying the desired
properties. For instance, relations with a maximal element can either be defined by the language <, M and
the axiom

Vz (z < M)

or by the language < and the axiom
Jy Vz (z < y)

From an existential formulation we can produce an explicit one by skolemizing the axioms [13, 2]. The
skolemized theory is a conservative extension of the non skolemized one. When we have existence and also
unicity axioms, we can translate the skolemized language into the non skolemized one preserving provability
and thus the two theories are equivalent in a stronger way.

Church’s type theory (also called higher order logic) [3, 2] can be presented in several ways. A first
presentation uses an explicit notation for functions, i.e. a notation Az a (A-calculus) and an axiom scheme
(conversion)

Vz ((Az a) z) = a

Another merely states an axiom scheme expressing the existence of functions (comprehension)
Af Vo ... Vz,, ((f 21 ... z,) = a)

For instance, in the first formulation, we have an explicit notation (Az z) for the identity function and an
axiom Vz ((Az z) ) = z. In the second formulation, we only have an axiom 3f Vz (f ) = 2. The equivalence
of the two formulations is informally stated in [2]. In this paper we prove this statement.

When we skolemize the comprehension scheme, we get an explicit presentation of type theory. The
language obtained this way is not A-calculus, but rather a language based on combinators (in the sense of
Curry [4]). Indeed, when we skolemize this scheme we introduce for each term a and for each sequence of
variables z1, ..., 2, a primitive symbol ¢z, ... 2, q, also written z1,...,z, — a and the comprehension scheme
becomes

Vzy ... Vo, (21, Ty — a) 21 ... ) = a)

which is roughly the conversion scheme [2]. There are however two essential differences between this language
and A-calculus. First, when we skolemize the comprehension scheme, we get symbols z1, ..., z, + a only for
terms a that do not contain further abstractions. Then, as abstractions are primitive symbols in the language
of the skolemized comprehension scheme, there is nothing like the rule of A-calculus that permits to substitute
under abstractions with renaming.

Thus, we have in fact three presentations of type theory: the presentation with the comprehension scheme,
the one with the skolemized comprehension scheme and the one with A-calculus. We show that these three
presentations are equivalent. A weak equivalence result is that each presentation is a conservative extension
of the previous. In this case, we have also a stronger result, each presentation can be translated into the
previous one preserving provability.

A similar equivalence result for second order logic is proved in [8]. There is however a difference between
the second order case and the higher order one, as in the latter extensionality seems to play a central role.

There are a few choices in the formulation of the comprehension scheme. First, we may take the n-ary
comprehension scheme

Af Vz1 ... Vo, ((f 21 ... ) = a)
or only the unary one
3f Vi ((f ) = a)
In A-calculus functions are unary and m-ary functions are coded as unary ones by currification. But, we

show that this cannot be done with the comprehension scheme: the n-ary comprehension scheme cannot be
derived from the unary one.
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4 Gilles Dowek

Another choice concerns the free variables of a. In the proposition
Af Vo ... Vz,, ((f 21 ... o) = a)

we may decide that all the free variables of a have to be among zq,...,x,. We get this way the closed
comprehension scheme. We may also decide that some free variables of a may be omitted as arguments of
f, in this case, we quantify universally these variables at the head of the axiom to get a closed axiom. We
get this way the open comprehension scheme

YY1 ... Yy, 3f Vo1 oo V2, ((f 21 .. 20) = a)

These two formulations of type theory are equivalent, but they lead to different languages when we skolemize
them.

The last point concerns set theory. Like type theory, set theory can be presented either with existence
axioms (Zermelo’s axioms, or refinements) or with a language for objects including symbols P, |J and {,}
where P(A) is the power set of A, [ J(A4) is the union of the elements of A (also written |J ., =) and {, }(4, B)
is the pair containing A and B (also written {4, B}) and a notation {z € A | P} for the subset of A of the
elements verifying P. This notation is quite similar to A-calculus, as it binds the variable z in the proposition
P. When we skolemize the existence axioms, we do not get the language with the binder, but again these
languages are equivalent.

Presentations of type theory and set theory with existence axioms, skolemized existence axioms or with
binders are useful in different situations. The presentation with existence axioms or skolemized existence
axioms are better suited to express these theories in a first order setting (set theory is a first order theory
and type theory can be coded as a first order theory, see, for instance, [5]). But theories with an explicit
notation (i.e. with skolemized existence axioms or binders) are better suited when we want to use these
theories in practice, as a language for mathematics. It seems that the presentations with binders are easier
to use than the ones with skolemized axioms, but this statement still needs to be justified.

1 Type theory

1.1 Type theory based on A-calculus

Types are constructed from two base types: ¢ for the individuals and o for the propositions with a type
constructor — for functions.

Definition 1.1 (Types)
Types are inductively defined by

e . and o are types,
e if T and U are types then T' — U is a type.

There is an infinite number of variables of each type. There is an infinite number of primitive symbols
=r of type T — T — o.

Definition 1.2 (Terms and propositions)
Terms of type T are inductively defined by

e variables of type T are terms of type T,
e primitive symbols of type T are terms of type T,
e if a is a term of type T'— U and b is a term of type T then (a b) is a term of type U,

e if a is a term of type U and x is a variable of type T then Az a is a term of type T — U,

Inria



Lambda-calculus, combinators and the comprehension scheme 5

e T and L are terms of type o (resp. truth and falsehood),
e if A is a term of type o then —A is a term of type o,
e if A and B are terms of type o then AAB, AV B, A= B, A < B are terms of type o,

e if A is a term of type o and x a variable of type T then Vz A and dx A are terms of type o.

Propositions are terms of type o.
The terms of the form Az a are called abstractions.

Definition 1.3 (Substitution)
o [z — b =1,
o ylz — bl =y,
o c[z « b] = ¢, if ¢ is a primitive symbol,
o (cd)fe — 8] = (clz — ] dfs — b)),

o (Ay ¢)[xz « b] = Az (c[y « z|[z « b]) where z is a fresh variable, i.e. a variable not occurring in Ay ¢
or b,

o Tz —b]=T, Lz < b =1,
o (4)fz b = ~(A[z — b)),
o (AxB)[z « bl = (A[z « b]) x (B[z « b]) for x € {A,V,=, &},

e (Qy A)[z «— b] = Qz (AJy « z][z « b]) where z is a fresh variable, i.e. a variable not occurring in

Qz Aorb, for Q € {V,3}.

Because several choices are possible for the variable z, substitution is not defined on terms, but rather
on classes of terms equivalent modulo bound variables renaming.

Definition 1.4 (Axioms)

Conversion:
Yy1 ... Vyp Vo ((Az @) z) = a) (B)
Extensionality:
Vi vy (Vo ((f 2) = (9 2))) = (f = 9))
VPVYQ (P& Q)= (P=Q))
Equality:

Vz (z = x)
Vw; ... Yw, Yz Vy ((z = y) = (P[z « z] = Plz « y]))
Remark. In the axiom schemes, the free variables of a (resp. P) different from z (resp. z) are quantified
universally at the head of the proposition. This way all axioms are closed.

Remark. In the conversion scheme

Yyi ... Yy, Yz (Az a) ) = a

the variable z is bound twice (once by the quantifier and once by the A). If we want to avoid this, we can
reformulate the axiom, for instance, as

Vy1 ... Yy, Yz ((Az @) 2) = alz « 2]

Deduction rules are the usual ones. We can take presentations based on natural deduction, sequent
calculus or Frege-Hilbert systems. In this paper we use a natural deduction presentation (see, for instance,

[6])-
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1.2

Hyper-combinators

Definition 1.5 (Hyper-combinators)
The set of hyper-combinators is the smallest set of A-terms such that

variables are hyper-combinators,
primitive symbols are hyper-combinators,
if a and b are hyper-combinators then (a b) is a hyper-combinator,

if a is a hyper-combinator, all the free variables of a are among x1,...,x, and no subterm of a is an
abstraction, then Axy ... Az, a is a hyper-combinator,

T and L are hyper-combinators,
if A is a hyper-combinator then —A is a hyper-combinator,
if A and B are hyper-combinators then AA B, AV B, A= B, A & B are hyper-combinators,

if A is a hyper-combinator and z a variable then Vx A and 9z A are hyper-combinators.

Remark. When we relax the rules above to allow abstractions to occur in the body of abstractions, we
get super-combinators [9]. Thus, hyper-combinators are super-combinators, but Af Az (f ((Ay y) z)) is a
super-combinator which is not a hyper-combinator.

Proposition 1.1 If a is a hyper-combinator and an abstraction then a[z « b] = a.

Proof. A hyper-combinator which is an abstraction is a closed term.

Proposition 1.2 If a and b are hyper-combinators, then ax < b] is a hyper-combinator.

Proof. By induction over the structure of a.

Definition 1.6 ()\-lifting)
Let a be a A-term, we define a hyper-combinator a’ as follows

z' = z, if z is a variable,
c =c, if ¢ is a primitive symbol,
(be) = (¥ ),

if a = (Azy ... Az, b) (b not an abstraction) then let yq,...,y, be the free variables of a, let b’ be the
translation of b, let c¢1,...,¢; be the maximal subterms of b’ which are abstractions (these terms are
closed hyper-combinators), let b’ be the term obtained by replacing every ¢; by a fresh variable z;, we
let @' = ((Ayr o AYp Azt oo Azg AZ1 oo Az b)) Y1 o Yp €1 .. €g),

T =T,1 =1,

(=4)" = (=47,

(AANB) =(A'AB"),(AvB) =(A'VB"),(A=B)=(A=>PB),(AeB)=(A&B),
(Vz A) =Vz A, (Jz A) =3z A'.

Proposition 1.3 For every A-term a, a = a’ is a theorem of type theory.

Inria
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Proof. By induction on the structure of a. The second extensionality axiom is used to deduce Vz A = Vz A’
and 3z A =3z A’ from A = A'.

Corollary 1.4 A proposition P is provable in type theory if and only if P' is provable in type theory.

Remark. Now, we want to restrict type theory in such a way that all the intermediate propositions appearing
in proofs are hyper-combinators. It is not obvious that if P is provable in the A-calculus based type theory
then P’ is provable in this restriction. For instance, the proposition

(Af Az (f z)) fz)=(f )

is provable in the A-calculus based theory: using twice the scheme 3 we prove that (Af Az (f z)) f z) is equal
to ((Az (f z)) =) and then to (f z). Since this proposition is a hyper-combinator, it is its own translation,
but the proof above does not go through in the restriction, as the intermediate term ((Az (f z)) z) is not a
hyper-combinator. Thus, we replace the scheme 8 by the scheme §x

Yyi ... Yy, Va1 ... V2, ((Az1 ... Azp @) 21 ... 2,) = a (a not an abstraction) (8x)

In type theory based on A-calculus, the theory obtained by replacing 8 by 8% is obviously equivalent to the
initial one, but it seems to be more powerful when the theory is restricted to hyper-combinators, as using
this scheme we can prove the proposition

(Af Az (f 2)) fz)=(f =)

Definition 1.7 The hyper-combinators based type theory is the restriction of the A-calculus based type theory
such that all the intermediate propositions appearing in proofs are hyper-combinators and the scheme 3 is
replaced by the scheme [3x.

Remark. Even with the scheme (%, it is still not obvious that every proof in the A-calculus based type theory
can be translated as a proof of P’ in the hyper-combinators based type theory. Consider for instance the
terms

a=(Az Ay Az z) w w) b= ((Az Ay Az y) w w)

The proposition a = b is a theorem in the A-calculus based type theory, as both a and b are provably equal
to Az w. But this proof does not go through in the hyper-combinators based type theory. In this theory, we
need to use the extensionality axiom, then we are reduced to prove that for every u, (a u) = (b u), i.e.

(A dydzz) wwu)=(Az Ay Az y) w w u)

and these terms are both provably equal to the term w.

Proposition 1.5 If A is an aziom of the A-calculus based type theory then A’ is provable in the hyper-
combinators based type theory.

Proof.

e If A is an instance of the conversion scheme (3
Vz1 ... Vz, Vz (Az a) z) = a

then we have to prove
(Az a) z)=d

RR n“2565



8 Gilles Dowek

Let us write a = Ay; ... Ay, b where b is not an abstraction. We have to prove
((Az Ayy ... Ayn b)) 2) = (Ayr .. Ay, )

By extensionality, we are reduced to prove

(A2 Adyp - Ay B) 91 o yn) = (A1 - Ay D) 91 - yn)
and these terms are both provably equal to b'.

o If A has the form
Vw; ... Yw, Ve Vy (z = y) = (P[z <« z] = Pz < y)])

then A’ is
Vw; ... Yw, Yz Yy (z = y) = (P'[z « 2] = P'[z «— y])

which is an axiom.

o Otherwise the axiom is its own translation.

Proposition 1.6 Let a and b be terms, the proposition (alz «— b)) = a'[z «— V'] is a theorem of the hyper-
combinators based type theory.

Proof. By induction over the structure of a.
e If a is a variable or a primitive symbol then the result is obvious.
e If a = (¢ d) then we apply the induction hypothesis.

e If a = Ay ... A\yn ¢ (c not an abstraction) then if z is not free in a then the result is trivial, otherwise
by extensionality we are reduced to prove

((alz b)) 1 .. Yn) = (a'[z = VT 91 ... Yn)

We first show that the terms (a'[z « V'] y; ... yn) and [z « ] are provably equal. Let z, uy, ..., u, be
the free variables of a. Let ey, ..., e, the maximal abstractions in the term ¢/, vy, ..., v4 be fresh variables
and ¢” the term ¢’ where the terms ey, ..., e, are replaced by the variables vy, ...,v,. We have

a' = ((Az Aug ... dup Avg oo Avg Adyp o Ay ) Tug Lup eq . eg)
(@[z — b y1 e yn) = (Az Aug ... Aup Avg oo dog Ayp oo Ay ) U ug oo up €q o €g Y1 - Yn)
And this term is provably equal to
A"z — b v —e1,.,vg — €] =1 — €1,...,vy — eg][z — V] = [z «— V]

Then, we show that the terms ((a[z < b])' y1 ... yn) and (c[z < b])" are provably equal. Let Az; ... Az, d
(d not an abstraction) be the term c[z < b]. We need to prove

(Ayr oo My Azp oo A2y ) Y1 oo Yn) = (A21 oo Az d)
By extensionality, we are reduced to prove
(AY1 o MY Azp oo Az ) Y1 e Yn 21 oo Zm) = (D21 oo Az d) 21 oo 2)

and these terms are both provably equal to d'.

At last, by induction hypothesis, the terms ¢'[z « b'] and (c[x « b])’ are provably equal. Thus,
(a'|lz < b'] y1 ... yn) and ((a[z < b])’ y1 ... y») are provably equal.

Inria



Lambda-calculus, combinators and the comprehension scheme 9

elfa=T,a=1,a=-A4,a=AANB,a=AVB,a=A= B,a=A<%& B, we apply the induction
hypothesis.

e Ifa=Qy A (Q € {V,3}), by induction hypothesis, we have
Al'lz « b'] = (A[z < b))’
Thus
Allz — b & (Alz « b))
Vy (A'[z < V] & (Alz — b])")
(Qy (A'lz < b)) & (Qy (Alz « b])")
(Qy A)'[z < b]) & ((Qy A)[z — b))’

By the second extensionality axiom, we get

(Qy A)'[z < ¥]) = (Qy Az — b))’

Proposition 1.7 A proposition P is provable in the A-calculus based type theory if and only if P’ is provable
in the hyper-combinators based type theory.

Proof. Assume P is provable in the presentation of type theory based on A-calculus. By induction on the
structure of the proof of P we show that P’ is provable in the hyper-combinators based type theory. Most
cases are trivial, we use the proposition 1.5 for the axiom rule and the proposition 1.6 for the elimination
rule of the universal quantifier and the introduction rule of the existential quantifier.

Conversely, if P’ is provable in the hyper-combinators based type theory, then P’ is provable in the
A-calculus based type theory and as P = P’ is provable in this theory, so is P.

Proposition 1.8 Type theory based on A-calculus is a conservative extension of type theory based on hyper-
combinators.

Proof. If P is a hyper-combinator, then P’ = P. Thus P is provable in type theory based on A-calculus if
and only if it is provable in type theory based on hyper-combinators.

Proposition 1.9 Type theory based on A-calculus and on hyper-combinators are equivalent both in the sense
that the former is a comservative extension of the latter and in the sense that it can be translated into it
preserving provability.

1.3 The comprehension scheme

In type theory with the comprehension scheme, we do not have the notation Az a any more, thus we have
the following definitions.

Definition 1.8 (Type theory with the open comprehension scheme)

Types are defined as in Definition 1.1, terms and propositions are defined as in Definition 1.2 without the
clause 4 and substitution is defined as in Definition 1.3 without the clause 5. Equality and extensionality
axioms are the same, but we drop the conversion scheme and add the comprehension scheme

Yyi ... Yy, 3f V1 ..V, ((f 21 ... 2,) = a)

where f is not free in a and yi,...,y, are the free variables of a that are not among z,...,z,. Deduction
rules are the same as in the A-calculus based presentation.

RR n“ 2565
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Definition 1.9 (Type theory with the closed comprehension scheme)

Type theory with the closed comprehension scheme is the restriction of type theory with the open com-
prehension scheme, where we take only the instances of the scheme such that all the free variables of a are
among i, ..., Zn. In such an instance, p = 0 and the comprehension scheme is rephrased

Af Vz1 ... Vo, ((f 21 ... ) = a)
Proposition 1.10 Type theory with the open or the closed comprehension scheme are equivalent.

Proof. The open scheme trivially implies the closed one. Let us show that conversely the closed scheme
implies the open one. Let a be a term, and z1, ..., z, be variables, let y, ..., y, be the free variables of a that
are not among 1, ..., T,. Let us prove, in type theory with the closed comprehension scheme, the proposition

Yyy ... Yy, 3f V21 oV, ((f 21 ... 20) = @)

We have the axiom
39 Vy1 ... Yyp Vo1 .. V2, (9 Y1 o Yp T1 - Zn) = @)
From the hypothesis
Vyr . Yyp Vo1 . Y2, (9 Y1 o Yp T1 - Zn) = a)
we deduce
Va1 ... V2n ((9 Y1 - Yp 1 ... Tn) = @)
Af Vz1 ... Vo, ((f 21 ... ) = a)
Yyp ... Yy, 3f Vo1 ooV, ((f 21 ... 20) = a)

Using the elimination rule of the existential quantifier we get a proof of

Yyi ... Yy, 3f V1 V2, ((f 21 - ) = a)
with no hypotheses.

1.4 The skolemized comprehension scheme

When we skolemize the closed comprehension scheme, we introduce an infinite number of primitive symbols
Caq,....zn,a (also written 1, ...,2, — a) where all the free variables of a are among 1, ..., 2, and a does not
contain symbols of the form yi, ...,y — b. We get the axiom

Vz1 oo Voo (21,00 Tn — @) 21 ... ) = a)

Remark. When we define the language of this theory, we first define the set of terms without Skolem symbols,
then for each such term a and sequence of variables zy, ...,z, where all the free variables of a are among
Z1,...,Zn We introduce a Skolem symbol z1, ..., z, > a, at last we define the full set of terms.

Proposition 1.11 If a proposition P contains no symbol x4, ..., T, — a, then P is provable in the theory of
the comprehension scheme if and only if it is provable in the theory of the skolemized comprehension scheme.
Thus, the skolemized theory is a conservative extension of the non skolemized one.

Proof. Consider a proof of P in type theory with the skolemized comprehension scheme, we replace every
Skolem symbol x; 1, ..., %;,n, — a; by a variable f; then we eliminate all the hypotheses of the form

V.’Bi,l V-’L'i,ni ((fz Ti,1 --- -'Bi,ni) = ai)

with the elimination rule of the existential quantifier and the comprehension scheme. We get this way a proof
of P in type theory with the comprehension scheme.

Conversely, we can prove the comprehension scheme in type theory with the skolemized comprehension
scheme. Thus, if P has a proof in type theory with the comprehension scheme, it has also a proof in the
theory with the skolemized comprehension scheme.

Inria



Lambda-calculus, combinators and the comprehension scheme 11

Definition 1.10 Let P be a proposition in the language of the skolemized comprehension scheme, we define
the proposition P° in the language of the (non skolemized) comprehension scheme as follows. We replace in
P each symbol z;1,...,2; n, — a; by a variable f;, we get a proposition P; and we take

Po = Elfl Efp ((\Vl.’L'Ll ‘v’a:l,nl (fl Z1,1 .- xl,nl) = al)/\.../\(‘v’xp,l \Vl.’ﬂp’np (fp Tp,1 - .’L'p’np) = ap)/\Pl)

Proposition 1.12 Let P be a proposition in the language of the skolemized theory. The proposition P & P°
1s provable in the skolemized theory.

Proof. Assume P, then P° is provable by taking z; 1, ..., Zin; = a; for f;. Assume conversely P°, then from
the hypothesis

(\V/.’ﬂl’l \V/.’L'Lnl (fl 1,1 .- :vl,nl) = al) JARRIVAN (\V/.’ﬂp’l V.’L'p’np (fp Tp,1 - .’ﬂp’np) = ap) A P1
using the extensionality axiom we can prove

fl = Z1,15--,L1,ny > A1

fp=Tp1yey Tpm, F ap

thus, using the axioms of equality, we can deduce the proposition P. Then using the elimination rule of the
existential quantifier we can prove the proposition P from P°.

Corollary 1.13 The proposition P is provable in the skolemized theory if and only if P° is provable in the
non skolemized theory.

Proposition 1.14 The theory of the comprehension scheme and the skolemized comprehension scheme are
equivalent both in the sense that the latter is a conservative extension of the former and in the sense that it
can be translated into it preserving provability.

Remark. Skolemization must be used with care in type theory: some formulations are always sound while
others are sound only when the axiom of choice is assumed in the theory. Here we use only external skolemi-
zation, i.e. we replace axioms of the form 3z P by the axioms P[z «+ c|. As shown above, this rule is always
sound.

1.5 The skolemized comprehension scheme and hyper-combinators

Now, we can show that there is a simple one-to-one translation from type theory based on hyper-combinators
and on the skolemized closed comprehension scheme. In both cases Azy ... Az, a and x4, ..., 2, — a are closed
terms and a does not contain further abstractions. Thus, the only difference between the hyper-combinators
and the language of the skolemized comprehension scheme is that the former provides a syntactical rule to
construct abstractions, while the latter provides a new primitive symbol for each abstraction.

Definition 1.11 Let a be a term in the hyper-combinators based type theory, the translation at of a is a
term in type theory with the skolemized closed comprehension scheme defined as follows

o (ab)* = (a* b%),

o (\z1 ... \z, )T =x1,...,2, — aT (a not an abstraction),

RR n“ 2565



12 Gilles Dowek

o TH=T, 1t =1,
o (mA)t =-4T,
e (AANB)T =ATABY, (AvB)t=AtvBt (A= B)T = At = Bt (A& B)t = At & BT,
o (Vz A)t =Vz AT, (3z A)t =3z AT
This translation is obviously one to one, we write ~ for its converse.
Proposition 1.15 Let a and b be two hyper-combinators, the proposition
(a[z « b))" = at[z « bT]

is provable in type theory with the skolemized closed comprehension scheme. Conversely, let a and b be two
terms in the language of the skolemized closed comprehension scheme, the proposition

(az — b))™ = [0 — b]
is provable in the hyper-combinators based type theory.

Proof. By induction over the structure of a. The second extensionality axiom is used for the case of quantifiers.

Proposition 1.16 A proposition P is provable in type theory with hyper-combinators if and only if Pt is
provable in type theory with the skolemized comprehension scheme.

Proof. By induction over proof structure.

Theorem 1.1 The three presentations of type theory (based on the comprehension scheme, on the skolemized
comprehension scheme (i.e. hyper-combinators) and on A-calculus) are equivalent, both in the sense that each
one is a conservative extension of the previous and that each one can be encoded into the previous preserving
provability.

Remark. The equivalence result above holds both for classical type theory and intuitionistic type theory.

2 Independence of the binary comprehension scheme

In A-calculus repeated application of the A-rule permits to form n-ary functions. For instance from the term
z we can form the term Ay x and then Az Ay z. In contrast, it is not possible to iterate the use of the unary
comprehension scheme to build n-ary functions. Indeed, we have the following instances of the comprehension
scheme

Ve If Vy (fy)=2 VfdgVz (gz)=f
Although using the hypotheses Vy (f y) = z and Vz (g =) = f we can derive the proposition

Yy (gzy)==z

we cannot quantify over z in this proposition as the introduction rule for the universal quantifier requires
the variable x to have no free occurrence in the hypotheses. We cannot either eliminate the first hypothesis
using the axiom 3f Vy (f y) = z as the elimination rule for the existential quantifier requires the variable
f to have no free occurrence in the side hypotheses, and we cannot eliminate the second hypothesis using
the axiom Vf 3¢ Vz (g ) = f as the elimination rule for the existential quantifier requires the variable g to
have no free occurrence in the conclusion. Thus, it seems that the proposition

dgVzVy (gzy) ==

cannot be derived from the unary comprehension scheme. We show that this is indeed the case.
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Lambda-calculus, combinators and the comprehension scheme 13

Theorem 2.1 The binary comprehension scheme is independent.

Proof. We construct a model M which validates the unary comprehension scheme, but not the n-ary one.
The notion of model used here is a generalization of Henkin’s [7, 2], as the n-ary comprehension scheme is
valid in Henkin’s models.

Let T be a type, we define by induction over the structure of T' the set of tails of T.

e if T=1o0rT = o then Tails(T) = {T},
o if T=U — V then Tails(T) = {T} UTails(V).
We define, by induction over the structure of T', a family Mr
e M, is any set containing at least two elements,
M, ={0,1},
o if L € Tails(U) and U ¢ Tails(T) then Mrp_y is the set of constant functions from Mt to My,
e otherwise, Mp_,y is the set of all functions from My to My.

An assignment is a function mapping every variable of type T" to an element of Mr. If ¢ is an assignment,
we write ¢ + (z,e) the assignment 1 such that ¥(z) = e and ¥(y) = o(y) if y # =.

Let ¢ be an assignment, we define a function ¥, extending ¢, that associates an element of M7 to each
term of type T

* ?(z) = p(2),

e p(=r) = Er where Er is a function of My_7_,, such that if e and €' are elements of M7 then
Er(e)(e') =1if e = €' and 0 otherwise,

o Bla b) = Ba)(@(),
. B(T) =1,

e p(L)=

e p(—A)=1if p(4A) =0 and 0 otherwise,

e p(AANB)=1if p(A) =p(B) =1 and 0 otherwise,

e p(AVB)=1if p(A) =1 or (B) =1 and 0 otherwise,

e 5(A= B)=1ifp(A) =0 or B(B) =1 and 0 otherwise,

e 5(A e B)=1if p(A) = 3(B) and 0 otherwise,

o B(Vz A) =1 if for every e in My, ¢ + (z,e)(A) = 1 and 0 otherwise,

e B(3z A) = 1 if there exists e in Mr, ¢ + (z,e)(A) =1 and 0 otherwise.

By an abuse of notation we write ¢ for @.

A proposition P is valid in M if p(P) =1 for every assignment .

Let T and U be two types such that ¢ € Tails(U) and U ¢ Tails(T). Let x be a variable of type T'. Let
© be an assignment and a an term of type U. We show that the function F' from Mt to My such that for
every e, F(e) = (¢ + (z,€))(a) is a constant function. By induction over the structure of a.

e If a is a variable y, then as and U & Tails(T'), T # U and thus y # z, thus for every e,
F(e)=(p+ (z,€))(y) = p(y) and F is a constant function.

RR n " 2565



14 Gilles Dowek

e If a is a primitive symbol =7, then for every e, F(e) = Er and F is a constant function.

e If a = (b c) then let V be the type of c¢. The term b has the type V' — U. Let G(e) = (p + (z,€))(b) and
H(e) = (¢ + (z,e))(c). As v € Tails(U), v € Tails(V — U) and as U & Tails(T), V - U & Tails(T),
thus G is a constant function.

—If U € Tails(V) then ¢ € Tails(V) and V ¢ Tails(T). Thus, H is a constant function and
F(e) = G(e)(H(e)) is independent of e and thus F' is a constant function.

— I U ¢ Tails(V) then as ¢ € Tails(U), My_y contains only constant functions, thus G is a
constant function from Mt to My _py and moreover the value taken by this function in My _ ¢
is a constant function, thus F(e) = G(e)(H(e)) is independent of e and F' is a constant function.

e As ¢ € Tails(U), the term a does not have the form T, L, AANB, AVB, A= B, A< B,Vz Aor
dz A.

Let T and U be two types, let & be a variable of type T, a be a term of type U, ¢ be an assignment and
f be a variable of type T' — U that has no occurrence in a. We show that the proposition

Af V ((f z) = a)
is valid in M.

Let F be the function from My to My, F(e) = (¢ + (z,e))(a). The function F is an element of Mr_y,
if o € Tails(U) and U ¢ Tails(T) because F is a constant function, otherwise because Mr_,yy contains all
the functions from M7 to My.

As f has no occurrence in a, we have

(p+ (f, F) + (z,€))(f 2) = F(e) = (¢ + (/, F) + (2,¢))(a)
Thus, (¢ + (f, F) + (z,€))((f ) =a) =1 and o(3f Vz ((f ) = a)) = 1.

Thus, the unary comprehension scheme is valid in this model. We check that equality axioms and exten-
sionality axioms are valid in M and we show, by induction on the structure of a proof of P, that if P is a
theorem of type theory with the unary comprehension scheme, then P is valid in M.

Now, the set M,_,(,,,) contains only the constant functions from M, to M,_,,, thus, as the set M,
contains at least two elements, the set M,_,(,_,,) does not contain the function 7 such that for every z and
y, 7(z)(y) = z and the proposition

dgVzVy (gzy)=2

is not valid in M. Thus, it is not a theorem of type theory with the unary comprehension scheme.

Remark. The axiom of descriptions [3, 2] is also valid in the model above. The axiom of infinity [3, 2] is valid
if M, is infinite. Thus, the binary comprehension scheme is still independent if we add these axioms to type
theory.

3 Extensionality

Extensionality is used several times in the proof of the equivalence between the presentations of type theory
based on A-calculus and based on the skolemized comprehension scheme. Thus, we may wonder if these
theories are still equivalent if we drop the extensionality axioms. When we drop these axioms, the proposition

((Az Ay Az z) ww) = ((Az My Az y) w w)

is still a theorem of the A-calculus based type theory, but we show that it is not a theorem of the hyper-
combinators based type theory. Similarly the proposition

(z,y,z > ) ww) = ((z,9,2 — y) ww)

is not a theorem of type theory with the skolemized comprehension scheme and no extensionality axiom.
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Lambda-calculus, combinators and the comprehension scheme 15

Theorem 3.1 The proposition
(29,2~ 2) ww) = ((z,9,2 — y) w w)
is not a theorem of type theory with the skolemized comprehension scheme and no extensionality axiom.

Proof. Again, we construct a model M which does not validate the proposition above. The notion of model
used here is a generalization of Henkin’s [7, 2], as the extensionality axioms and thus the proposition above
are valid in Henkin’s models.

We define, by induction over the structure of T', a family M

e M, is a non empty set, we consider an element o of M,
={0,1},

M, = MM —{ky,} U{K, K'} where k, is the constant function equal to o and K and K' are two
objects not in MM:,

e Mp_y= M{}AT otherwise.

An assignment is a function mapping every variable of type T' to an element of M. If  is an assignment,
we write ¢ + (z,e) the assignment 1 such that ¥(z) = e and ¥(y) = o(y) if y # =.

Let ¢ be an assignment, we define a function ¥, extending ¢, that associates an element of M7 to each
term of type T'.

. B(@) = pla).

e p(=7) = Er where Er is a function of My_,7_,, such that if e and €' are elements of My then
Er(e)(e') =1if e = € and 0 otherwise.

e B(z1,...,z, > a) is the function f such that f(ey)...(en—1) = v where u is defined as follows: let F' be
the function

Flc)=p+ (z1,€e1) + .o. + (n_1,€n—1) + (zn,c)(a)

— if F'is not the constant function equal to a, we take u = F,

— if F'is the constant function equal to « and the term z1,...,z, — ais x,y, z — x, we take u = K,
— if F' is the constant function equal to @ and the term x1,...,2, — a is not z,y, z > x, we take
u=K'.

a b) =p(a)(@(b)) if p(a) € {K,K'} and B(a b) = a otherwise.

°
<l

)=

°
<l

1=

°
<l

-A) =1if p(4) =0 and 0 otherwise.

°
€l

AB)=1if g(A) =p(B) =1 and 0 otherwise.

.
‘Sl

~—  ~—

1 or (B) = 1 and 0 otherwise.

.
<l

A= B)=1ifg(A) =0or B(B) =1 and 0 otherwise.

°
<l

@(
A& B)=1if g(A) = B(B) and 0 otherwise,

°
<l

Vz A) = 1if for every e in M7, ¢ + (z,e)(A) =1 and 0 otherwise.

.
<l

(
(
(
(
(4
(AVB) =1if 3(A) =
(
(
(
?(

dz A) =1 if there exists e in M7, ¢ + (z,e)(A) =1 and 0 otherwise.
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By an abuse of notation we write ¢ for .
A proposition P is valid in M if o(P) =1 for every assignment .
Let us prove that the skolemized comprehension scheme is valid in M. The skolemized comprehension
scheme is
Vzy ... Vo, (1, @n > a) 1 ... 2,) =a

We have to prove that for every assignment ¢,

(21, ey T > @) X1 ... T,) = @(a)

Let f = @p(z1,...,2n — a) and u = ©((21,...,Zn — a) T1 ... Tn—1) = f(©(21))...(p(zn-1)). Let F be the
function such that F(¢) = (¢ + (zn,c))(a). If F is a constant function equal to a then v = K or w = K’ and
in this case
o((Z1, ey T > @) T1 ... ) = @ = (a)
Otherwise
(71, s 2 ) 1 70) = F(p(a0))(9(n)) = Flp(n)) = p(0)

We check that equality axioms are also valid in this model and thus, by induction on the structure of a
proof of P, if P is a theorem of type theory without extensionality, then P is valid in M.
Now, the term ((z,y, 2 — z) w w) denotes K and ((z,y,z — y) w w) denotes K', thus the proposition

(z,y,z > ) ww) = ((z,9,2 — y) ww)

is not valid in M. Thus, it is not a theorem.

Remark. The axiom of descriptions [3, 2] is also valid in the model above. The axiom of infinity [3, 2] is valid
if M, is infinite. Thus, the proposition above is still independent if we add these axioms to type theory.

Remark. The proposition above is formulated in type theory with the skolemized comprehension scheme. The
question of the existence of a proposition in the language of the (non skolemized) comprehension scheme,
i.e. without abstractions that would be provable in the presentation with A-calculus and not provable in the
presentation with the comprehension scheme is left open. The natural candidate given by the translation of
definition 1.10

3f 39 (Va Yy Vz (f oy 2) =) AVaVyVz (g oy 2) =y) AV (f w w) = (g w w))

is unfortunately provable in type theory with the comprehension scheme. (Notice that the proposition 1.12
fails when extensionality is dropped.) Indeed, consider f such that Yz Vy Vz (f = y z) = z, C such that
VuVeVy (Cuzy)=(uyz)and g= (C f). Wehave (fzyz)=z,(gzyz)=(C fazyz)=(fyzz)=y
and (g ww) =(C fww)=(f ww).

Remark. In [8] Henkin presents a proof of the equivalence of a presentation of second order logic based on a
rule of substitution of functional variables and a presentation based on a comprehension scheme. As, in the
second order logic presented in this paper, there seems to be no equality between functions or predicates, the
proof goes through without the extensionality axioms. It seems that the extensionality axioms are required
to translate the full type theory.

4 Skolemizing the open comprehension scheme
Type theory can be presented either with the closed comprehension scheme, or the open one. When we

skolemize the closed comprehension scheme we get hyper-combinators. In this section we characterize the
language obtained by skolemizing the open comprehension scheme.
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Lambda-calculus, combinators and the comprehension scheme 17

When we skolemize an instance of the open comprehension scheme

Vzy ... Vo, 3f Yy .Yy, (fy1 o yp) =a

then we introduce a function symbol f,,, .. and the axiom

T )(Y1,-Yp)ra
Vzy ... Ve, Yy ... Yy, ((f(zl,___’zn),(yl,___,yp),a XL e Tp) Y1 - Yp) =@

Remark. In contrast with the skolemization of the closed comprehension scheme (section 1.4), in this case
the existential quantifier is not external. Thus skolemization must be used with care. If we let the symbol
J(@1,esn),(y1se9p),a D€ @ Primitive symbol, then the skolemization rule is unsound unless the axiom of
choice is assumed in the theory. As remarked by Miller [10, 11], sound skolemization requires the symbol
J(@1yeszn)y(y1sep),a 1O De @ function symbol, i.e. the symbol fiz, . z.)(y1.....y,),a 2lone is not a term, but if

b, .., by are terms then (f(z, .. zn),(y1,eryp),a 01 - bn) is @ term.
Proposition 4.1 Let a be a term containing no Skolem symbol. Let x1,...,xp, ¥1,...,Yp be variables such
that all the free variables of a are among x1,...,Tpn, Y1,..-,Yp- Let by, ..., b, be terms containing no Skolem

symbol. Let yy,...,y, be variables not occurring free in these terms and let x',...,x], be variables such that
the free variables of alyy < yi]...[yp < ypllz1 « bi]...[xn < by] are among x4, ..., 2., 91, ..., y,. We have

(f(@r,eeszn)s(1sesyp)sa D1 o bn) = (f(z'l,...,z;,),(y;,...,yfp),a[ylhy;]...[yphy;][zlhbl],,,[zn(_b"] Ty )

Proof. We have
Vz1 o V20 VY1 o VY (f(zr,zn)(w1rvp)sa T1 oo Tn Y1 o Yp) = @)

thus
Vzi ... Vo, VY| ... Vy; (F(a1yerson) g1y s)sa 1 -on T Yy e y;) =afyr «— Y1, Yp — y;])
(F(@1ems0)y(y1sennsyp)sa D1 e b . y;,) =aly1 «— yi].-.[yp — y;][.z'l — by]...[Tn < by
We have
Vo] VL VYL Y (Falenn ) wh)salvn e )] fup = o1 —bi].[on —ba] T1 - Tpy Y1 - Yp)
=afyr « yi]-.[yp y;][ml — by]...[zn — by]
thus
(f(zl,...,z"),(yl,...,yp),a bl bﬂ yi y;) ’ ' ' '
= ((f(@}nse! )] v ) salys =t Lol v l[e1 —br].cfon—bn] T1 - Ty Y1 --Yp))
\V/yi vy; (f(zl7“'7171)7(?/17---73/1?)7‘1 bl bn yll y;)

= ((fal’ )} e h)salyr—yleelvp —9pller baleefon—bn] T1 -+ Ty Y1 ---Yp))
and by extensionality

(F@1sms@n)(@rseeypdia OL oo bn) = (F(@oia! )0 oot salys =) o[y Nl —biJoo[on mba] T e T

Remark. We consider a restriction of the language above, in such a way that a symbol fz, ... z.),(41,...,4,),a €a1
only be applied to the variables z, ...,x,. We write y1, ..., y, — a for the term (f(zl,_.,z"),(yh___,yp),a Z1 .. Ty
where a is a term containing no Skolem symbol.

Notice that the free variables of y,...,y, — a are zq, ..., T, i.e. the free variables of a but y;,...,y,. As
a corollary of the previous proposition we have

(y17 o Yp a)[m — b] = (yia 7y;) = a[yl — y:ll][yp — y;][(l) — b])

if @ and b are terms containing no Skolem symbol, and ¥}, ...,y, variable not occurring in these terms.
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This language is larger than the language of hyper-combinators since it allows free variables in the body
of abstractions and substitution with renaming, but it is not A-calculus, since it does not allow nested
abstractions.

Remark. If a,by,...,b, are terms without Skolem symbols we have

(f(zl,...,z"),(yl,...,yp),a by ... by) = y'l, ...,y; — aly; « yi]...[yp — y;][ml — bi]...[zn — by

We can extend the notation above and write

Y1 ...,y; — afyr — yi]--[yp — y;][xl — bi]...[zn — by)

for the term (f(a:1,...,zn),(yl,...,yp),a by ... b,) even if the terms by, ..., b, contain Skolem symbols.

This language allows free variables in the body of abstractions, substitution under abstractions with
renaming and nested abstractions, but it is not A-calculus because a variable bound in an abstraction cannot
be bound upper in the term in another abstraction. For instance the term z +— (y +— z) cannot be constructed
in this language.

Remark. If we skolemize this way the unary comprehension scheme, we get a language with unary functions
and no variable binding through abstractions. In this language there is no term for the first projection since
we cannot prove the proposition 3f Vz Vy (f z y) = z. Thus to define this function, we need either variable
binding through abstractions z +— (y +— z) or n-ary functions z,y — z.

5 Set theory

Like type theory, set theory can be presented either with existence axioms (Zermelo’s axioms or refinements),
with an explicit language for objects obtained by skolemizing these axioms or with a language with a binder,
including symbols P, |J and {, } where P(A) is the power set of A, |J(A) is the union of the elements of A
and {, }(4, B) is the pair containing A and B and a notation {z € A | P} for the subset of A of the elements
verifying P. In this section, we show the equivalence of these presentations.

5.1 Set theory with a binder
Definition 5.1 Terms and Propositions are inductively defined by
e variables are terms,
e if ¢ is a term then P(a) is a term,
e if ¢ is a term then |J(a) is a term,
e if @ and b are terms then {, }(a,b) (i.e. {a,b}) is a term,
e if Aisa term and P a proposition then {z € A | P} is a term,
e if ¢ and b are terms then a € b is a proposition,
e if ¢ and b are terms then a = b is a proposition,
e T and L are propositions,
e if A is proposition then —A is a proposition,
e if A and B are propositions, then AA B, AV B, A= B, A & B are propositions,

e if A is proposition and x a variable then Vx A and 3z A are propositions.
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Substitution is defined as in A-calculus with renaming to avoid captures in the terms {z € A | P}.

Definition 5.2 (Axioms)
Conversion (power set, union, pair and subset scheme):

Vz Vy ((y € P(z)) & Vz ((z € y) = (2 € 1))

vz ¥y ((y € U(z)) & 3z ((y € 2) A (2 € 2)))
Ve Vy Vz ((z € {, }(z,9)) & (z =2) V(2 =)))
Vzy .. Vo, Yy Vz ((z € {z €y | P}) & ((2 € y) A P))

Extensionality:

vz ¥y ((Vz (2 € 2) & (2 €9))) = (z =)
Equality:

Vz (z = x)

Yw; ... Yw, Vo Vy ((z = y) = (Plz «+ ] = Plz «+ y]))

Deduction rules are the usual ones.

5.2 Set theory with existence axioms

Definition 5.3 (Zermelo’s set theory)
Comprehension (power set, union, pair and subset scheme):

Vz 3AVy ((y € A) & Vz ((z € y) = (z € 7))

Vz 3AVy ((y € A) & 3z ((y € 2) A (2 € 2)))
Ve Vy JAVz (z€ A) & (z=2)V (2 = 1))
Vzy ... Ve, Vy JAVz ((z € A) © ((z € y) A P))

where A is not free in P and 24, ...,2Z, are the free variables of P different from z.
Extensionality:

Vz Vy (Vz (2 €2) & (2 €9))) = (z =y))
Equality:

Vz (z = x)
Vw; ... Yw, Vo Vy ((z = y) = (P[z «+ 2] = Plz «+ y]))

5.3 Set theory with skolemized axioms

The skolemization of the power set axiom, the union axiom and the pair axiom introduces function symbols
P, U and {,}. When we skolemize the subset axiom, we introduce, for each proposition P that does not
contain Skolem symbols and sequence of symbols 1, ..., ,, z such that all the free variables of P are among
Z1,...,Tn, 2 a function symbol f;, . .. . p and an axiom

Vay ... Voo, Yy Vz (2 € (for,...zm.2,P T1 - Zn Y) < ((2 €Ey) A P))

By Skolem’s theorem, the theory obtained this way is a conservative extension of set theory.

Now, we want to prove a result similar to proposition 1.12 and corollary 1.13, i.e. for every proposition
P, we want to build a Skolem symbol free proposition P° that is provable, if and only if P is provable in
the skolemized theory. In fact, we shall prove such a result for an arbitrary first order theory and then apply
this result to set theory.

We consider a theory with axioms of the form Vz; ... Vz,, 3y P and we skolemize them as
Vzi ... Vo, Ply « (f z1 ... z,)].
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Definition 5.4 Let A be a proposition, we define the proposition A° as follows

o If A is atomic, we replace every subterm of the form (f; ¢;1 ... ti n,) by a variable y; we get a proposition

Al, let
A° =3y ... Fyp

(Pr[z1 = t1,15 000y = ting, ¥ = Y1])° A e A(Pplz1 = tp 1, Ty, ¢ tpny, ¥ Yp])° A Ar)

¢ TO=T,1°=1,(=A4)° = -4° (AAB)°> = A° AB° (AV B)° = A°V B°, (A= B)° = A° = B°,
(A& B)° = A° & B°,

o (Vz A)° =Vz A°, (Jz A)° = Jz A°.
Consider a proposition A4, call n the multiset of the sizes of the subterms of A that whose head is a Skolem
symbol, call p the number of occurrences of connectors and quantifiers in A. This definition is by induction
over < n,p >.
Proposition 5.1 If for every axiom of the form
Vzi ... Vz, dy P
we can prove the following unicity property
V1 ... Y2, Yu Yo ((Ply < u] A Ply < v]) = (v = v))
Then for every proposition A, the proposition A <& A° is provable in the skolemized theory.

Proof. By induction over < n,p >. Take a proposition A, assume the property for every proposition lower
than A for the order above.

e If A is an atomic proposition, assume A, we prove A° by giving the terms (f; ;1 ... tin,) for y;.
Conversely, assume A°, from the hypotheses

(Pilzr < ti1, 00 Tny — ting, Y < y1])°

(Pplz1  tp,1, vy Ty, g, Y Ypl)°

and the induction hypothesis we get

Pl[xl — tl,l; ey Iy tl,nuy — yl]

Pylzy <~ tp1, .0y, < tpn, Y — Yp)

Then with the unicity property we get

yl = (f1 t1’1 tl,nl)

Yp = (fp tp1 - tp,np)

and with the equality axioms and the hypothesis A; we get A. Then using the elimination rule of the
existential quantifier we get a proof of A from A°

e If A is not atomic we apply the induction hypothesis.
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Corollary 5.2 The proposition A is provable in the skolemized theory if and only if A° is provable in the
non skolemized one.

Corollary 5.3 For every proposition A in the language of the skolemized set theory, we can build a propo-
sition A° in the language of the (non skolemized) set theory such that A is provable in the skolemized set
theory if and only if A° is provable in the (non skolemized) set theory.

For instance if A = (y € |J(z)) then

A=z MVMu ((uez)e w((uev)A(vex)))A(y € 2))

5.4 Set theory with a binder and the skolemized axioms

When we interpret the term (fs,,...z,,2,P @1 ... an A) as the term {z € A | Plz1 « a1,...,2, < an]}, the
language of the skolemized set theory can be seen as a sub-language of that of set theory with a binder.

We define a translation of set theory with a binder to the language of the skolemized theory. This
transformation is analogous to A-lifting.

Definition 5.5
e r = _'E,

e {ze A|PY ={zxe€A|P°=(fer,. zn2p° T1 ... Tn, A'), where 21, ..., 2, are the variables free in
P’° and different from z,

e (U(@))" =U(d"), (P(a))’ =P(a'), {a,b} ={a’,b'},

o (a=b) =(a' =V), (a€b) =(d €b),

e T'=T,1 =1,

o (mA) = A,

o (ANB) = (A'AB'),(AVB) =(A'VB'), (A= B) = (4’ = B'), (A& B) = (4 & B'),
o (Vz A) =Vz A', (Jz A =3z A'.

Proposition 5.4 If a is a term, the proposition a = a' is provable set theory with a binder. If a is a
proposition, the proposition a < a’ is provable set theory with a binder.

Proof. By induction on the structure of a.
o If a = {2z € A| P} then by extensionality we are reduced to prove
(z€a) & (z€d)

i.e.

(z€ A)AP)& ((z€ A)AP"?)
This is a consequence of the induction hypotheses A’ = A, P & P’ and the proposition P’ < P'°.

e The other cases are application of the induction hypothesis.

Proposition 5.5 If A is an aziom of set theory with a binder then A’ is provable in the skolemized set
theory.
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Proof.
o If A is an instance of the scheme
Va1 ... V2, Vy Vz ((z € {z €y | P}) & (( €y) AP))
then we have to prove

V21 ... V2, Yy V2 (2 € (for,om,zpre T1 - Tn Y)) & ((2 € y) A P'))

As an axiom of the skolemized theory we have

2 € (far,zn,2,Pro T1 - T Y) < (2 EYy) AP
and we conclude with P’ & P'°.

o If A has the form
Yw; ... Ywp, Yz Vy (2 = y) = (P[z «— 2] = Pz « y])

then A’ is
Vw; ... Vw, Yz Vy (z = y) = (P'[z « z] = P'[z « y])

which is an axiom.

e Otherwise the axiom is its own translation.

Proposition 5.6 If a and b are terms of set theory with a binder then the proposition
(alz b))’ = d'[z « V]

is provable in the skolemized set theory.
If P is a proposition of the set theory with a binder and b is a term of the set theory with a binder then
the proposition (Plx <« a])’ < P'[z « a'] is provable in the skolemized set theory.

Proof. By induction over the structure of a and P.
o If a={z € A| P}, where z is a fresh variable.
— If z is not free in P then let ¥, ..., y, be the free variables of P different from z. We have
a'lz — b = (fyr,syn,z,Pre Y1 - Yo A'[z — b'])

(a[x — b])l = (fyl,...,yn,z,Pm Y1 - Yn (A[.’L‘ — b])/)

By extensionality we are reduced to prove that
(z€d [z V]) & (2 € (a]lz « b))

i.e.

(ze A'lz < V])AP"°) & ((z € (A]lz < b]))") A P")
this follows from the induction hypothesis A'[x « b'] = (A[z « b])".
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— Otherwise let z,¥1, ..., y» be the free variable of P different from z. We have
'l — V] = (fer,pnzpre b Y1 o yn A'lw < 0])

(a[x — b])l = (ful,...,up,yl,...,yn,z,(P[z<—b])’° Uy --- Up Y1 --- Yn (A[:I: — b])l)

By extensionality we are reduced to prove that
(z€d [z V]) & (2 € (a]lz < b))

B (s € A'le — B]) A (P°[z — B])) & (= € (Alz — B)') A (Plz — B))")

this follows from P’ < P'°, (Plx « b))’ & (P[z « b])’° and the induction hypotheses
Alz < V] = (A[z « b)) and P'[z « V'] & (P[z < b]).

e The other cases are application of the induction hypothesis.

Proposition 5.7 The proposition P is provable in set theory with a binder if and only if P' is provable in
the skolemized set theory.

Proof. Assume P is provable in set theory with a binder. By induction on the structure of the proof of P
we show that P’ is provable in the skolemized set theory. Most cases are trivial, we use the the proposition
5.5 for the axiom rule and the proposition 5.6 for the elimination rule of the universal quantifier and the
introduction rule of the existential quantifier.

Conversely, if P’ is provable in the skolemized set theory then P’ is provable in set theory with a binder.
As the proposition P < P’ is provable set theory, then so is P.

Remark. The translation from the theory with a binder to the skolemized theory is simpler in set theory
than in type theory (where it requires the n-ary conversion scheme). This is because P is a proposition in
{z € A | P} while a is a term in Az a. Thus in set theory, we can use the fact that every proposition of the
skolemized language is equivalent to one without Skolem symbols, while no such results holds for terms in
type theory.

Proposition 5.8 Set theory with a binder is a conservative extension of the skolemized set theory.

Proof. If P is a proposition in the language of the skolemized set theory, then P’ = P. Thus P is provable
in set theory with a binder if and only if it is provable in the skolemized theory.

Proposition 5.9 The set theory with a binder and the skolemized set theory are equivalent both in the
sense that the former is a conservative extension of the latter and that it can be translated into it preserving
provability.

Theorem 5.1 The three presentations of set theory (based on existence azioms, on skolemized existence
azioms and with a binder) are equivalent, both in the sense that each one is a conservative extension of the
previous and that each one can be encoded into the previous preserving provability.
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