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Abstract: We consider the nonlinear filtering problem for systems with noise—free state
equation. First, we study a particle approximation of the a posteriori probability distribu-
tion, and we give an estimate of the approximation error. Then we show, and we illustrate
with numerical examples, that this approximation can produce a non consistent estimation
of the state of the system when the measurement noise tends to zero. Hence, we propose
a histogram-like modification of the particle approximation, which is always consistent. Fi-
nally, we present an application to target motion analysis.

Key-words: Nonlinear filtering, particle approximation, cell approximation, target motion
analysis.
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Approximations particulaire et cellulaire
pour le filtrage non linéaire

Résumé : Nous considérons le probleme de filtrage non-linéaire pour les systemes sans
bruit de dynamique. Nous étudions d’abord une approximation particulaire de la loi a poste-
riori, et nous donnons une estimation de ’erreur d’approximation. Nous mettons ensuite en
évidence, et nous illustrons a ’aide d’exemples numériques, le fait que cette approximation
peut donner un estimateur non—consistant de 1’état du systeme, quand le bruit d’observation
tend vers zéro. Nous proposons alors une modification de I'approximation particulaire, de

type histogramme, qui est toujours consistante. Nous présentons enfin une application a la
trajectographie passive.

Mots-clé : Filtrage non-linéaire, approximation particulaire, approximation cellulaire,
trajectographie passive.
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Particle and cell approximations for nonlinear filtering )

1 Introduction

Consider the following nonlinear filtering problem

X, = b(Xy) , Xo unknown, (1)
Rk = h<th) + Vg )
where t) < t; < -+ < t; < --- is a strictly increasing sequence of observation times, and

{v., k > 0} is a Gaussian white noise with non singular covariance matrix R.

In this model, only the initial condition X, is unknown. The problem is to estimate Xy,
at any instant t;, given the past measurements zq, - - -, 2.

We can expect that, for this particular model, the nonlinear filtering problem will reduce
to a parameter estimation problem of the unknown parameter Xy. In this case, o € IR™
will denote the true value of the parameter.

Whether we take a Bayesian approach or not, the goal is to compute :

Bayesian : the conditional probability distribution
po(dr) = P(Xo € dz|Zy) (2)
where .
Zk:O'<Zl,"',Zk) ) (3)

Non Bayesian : the likelihood function Zx(z) corresponding to the estimation of
the unknown parameter Xy € IR™.

In this work, we focus on problems where the a priori available information on the initial
condition Xy is quite poor, for example Xy € K, where K is a compact subset of IR™. In
this case, the two points of view — Bayesian and non Bayesian — are rather close.

We can study the asymptotic behavior (consistency, convergence rate, etc.) when

(i) the number k of observations tends to oo (long time asymptotics),

(i) or when the noise covariance matrix R tend to 0 (small noise asymptotics).

We also want to study the case where the system (1) is not identifiable. In this case
the conditional probability distribution pf(dr) does not concentrate around the true value
xo € IR™, neither in the long time asymptotics, nor in the small noise asymptotics, but it
concentrates around the subset M (x¢) C IR™ of those points which are indistinguishable from
the true value parameter. In this context, the relevant statistics that we should compute from
the conditional probability distribution uf(dz) is not the usual pointwise Bayesian estimator
of the conditional mean type :

Xt 2 [ o ublda) .
We rather use the concept of confidence region :

Definition 1.1 (Confidence region) For any given level 0 < o < 1, a confidence region of
level « is defined by :

Dy € Arg min (D), with Dj 2{DCcR": k(D) >a}, (4)
eDj

where A denote the Lebesque measure on IR™.

RR n°2567



6 Fabien Campillo, Frédéric Cérou, Francois Le Gland, Rivo Rakotozafy

This is an extension of the maximum a posteriori (MAP) estimator which can be seen as the
limit, when the level a | 0 , of the sequence of decreasing confidence regions. Our goal is to
numerically compute the conditional probability distribution & (dx).

In Section 2, we recall some properties of this nonlinear filtering problem, especially the
crucial importance of the flow of diffeomorphisms {£;(-), 0 < s < t} associated with the
differential equation X; = b(X}), i.e.

thfs,t(Xs)a OSSSt,

which allows an explicit formulation of the conditional probability distributions pf(dr) =
P(Xy € dr | Z;) and py(dz) = P(Xy, € dv | Z;). As an example, we first consider the
case where the initial probability distribution pg(dz) = P(X, € dx) is discrete, and the case
where it is absolutely continuous with respect to the Lebesgue measure on IR™.

Then we develop two numerical methods for the approximation of the conditional prob-
ability distribution g (dx).

Section 3 is devoted to a particle-like approximation algorithm
p(de) = i (d) , with ' =" aj 0,
iel

as a convex linear combination of Dirac measures, called particles. This kind of approximation
has been introduced and studied by Raviart [13] for the first order deterministic PDE’s.

In the context of nonlinear filtering, this approximation technique has already been ap-
plied to various real case studies, see Campillo-Le Gland [2], Le Gland—Pardoux [10] and Cérou—
Rakotozafy [5].

The problem is to define, at each time tj, the positions {z%,i € I} and the weights
{at , i € I} of the particles. The more natural choice is to define the approximation u (dx)
as the conditional probability distribution of X;, given Zj, with uf (dr) instead of po(dz) as
an initial probability distribution. With this choice, the algorithm is the following

7= & (i) and af = Wy(ah) ol (5)

for all i+ € I, where, by definition, W (z) is the likelihood function for the estimation, given
the measurement 2, of the parameter X,;, € IR™, that is

A : N
V() = exp{—% |21 — h(x)H?%fl} with ||z]|%-. = 2* R ' (6)

and ¢ is a normalizing factor. The only error is in the approximation pug(dz) ~ ud(dz),

and it is then important to choose appropriately the initial points {z{, i € I} and weights

{a},, i € T}. For this purpose, we use the approximation proposed in Florchinger-Le Gland [6].
The main points of this section are the following :

(i) From the numerical point of view, we obtain an estimate of the error

p(d) — i (dz) |

in terms of the discretization parameter H, see Theorem 3.1 below.

INRIA



Particle and cell approximations for nonlinear filtering 7

(#4) From the point—estimation point of view, the particle algorithm consists in restricting
the parameter set to a set Gy = {z},7 € I} C IR™ of possible initial conditions :
this is a misspecified estimation problem (i.e. the true value z( is not necessarily in
Gpy). In case where the model (1) is not identifiable the setwise Bayesian estimator (4)
based on the particle approximation could be non consistent in both the long time
asymptotics and the small noise asymptotics (for a fixed discretization parameter H).
This phenomenon will be illustrated by simulation results.

Because of this possible non—consistency, we will study in Section 4 another approxima-
tion technique, where at time t, instead of evaluating as in (5) the value of the likelihood
function at the point zi, we evaluate a generalized likelihood function on a neighborhood
Bj of the particle position z¥, see definition (8) below. In this way, we introduce a cell-like
approximation algorithm
Fi

pi(dz) = p() do - with  py(z) = 32 3
k

i€ly,

1B,i (‘CE) 3

where, for all 7 € I, \; is the Lebesgue measure of the cell By, and i, is an approximation
of the conditional probability uj, = P(X;, € Bj | Z). This kind of approximation was
proposed by James—Le Gland [7], for the approximation of nonlinear filters and observers.
Here, the problem is to define, at each time ty, the cells {B:, i € I} and the approximate
conditional probabilities {ji} , i € I,}. Among many possible choices, we will focus on the
following :

Blzc = Stk—lytk (Blzq—l) and ﬁ;c = Ck RZ ﬂ;c—l ) (7)
for all i € Iy, where, by definition, I, = I does not depend on k, Ri is the generalized
likelihood function for the estimation, given the observation zj, of the parameter ¢ € I such
that {X;, € By}, that is :

= max Wi (z) , (8)
zEB],
and ¢;, is a normalization constant.
The main points of this section are the following :

(i) From the numerical point of view, we obtain an estimate of the error

pi(dz) — pr(x) (dx) |
in terms of the discretization parameter H, see Theorem 4.1 below.

(ii) From the point of view of estimating the cell containing the initial condition X, € R™,
we show the consistency of the Bayesian parameter in the small noise asymptotics (for
a fixed discretization parameter H). This example is also illustrated by the problem
already studied at Section 3 for the particle approximation.

The long time asymptotics is more difficult to handle. Actually, in the purely theoret-
ical setup (without approximation) we have recently obtained some results concerning the
convergence of the filter to the true value, when the identifiability hypothesis is fulfilled, see
Cérou [3, 4].

RR n°2567
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Particle and cell approximations for nonlinear filtering 9

2 Problem setting

We consider a particular nonlinear filtering problem where there is no noise input in the state
equation. As a result, the only unknown quantity is the initial state of the system.

We can tackle this problem in two ways. Because the only unknown parameter is the
initial condition X, we can expect that, in this case, the nonlinear filtering problem reduces
to the problem of estimating the parameter X;. We can consider the maximum likelihood
estimator or the Bayesian estimator, and study the consistency properties, the rate of con-
vergence, etc.

On the other hand, we can study the consequences of this particular setting on the
nonlinear filtering equations and their numerical solution.

In the sequel, we study the following model

X, = b(Xy) X unknown,

VAR h(th) +Uk s <9)

where t) < t; < -+ < t; < --- is a strictly increasing sequence of observation times, and
{vg, k > 0} is ai.i.d. sequence of centered Gaussian random variables with covariance matrix
R. Throughout this paper, we assume for simplicity that the sequence of observation times
is uniform, i.e. ;1 —tx = A for all k =0,1,---, and we make the following

Hypothesis 2.1 The covariance matriz R is non singular. In the case where X is a random

variable, we suppose that it is independent of {vy, k > 0}.

2.1 Nonlinear filtering approach
Let Z; denotes the o-algebra generated by the observations up to time ¢
Zk; é U(Zl,“‘,Zk) )
and suppose that X, is a r.v. with probability distribution :
A
po(dz) = P(X, € dx) .

Our goal is to compute the conditional probability distribution py(dx) = P(Xy, € dx | Z)
of X, given Z.

Definition 2.2 (Conditional probability distributions) We introduce the following notation :
(i) pr(dx) = P(Xy, € dx | Zy), is the conditional probability distribution of Xy, given Z.

(i) py(dx) = P(Xy, € dx | Z5_1), is the conditional probability distribution of Xy, given
Zp1.

(iii) Forty <t <tpy1, uf(de) = P(X; € dx | Z,) is the conditional probability distribution
of Xy given Z. We have ,u,’fk = . and ufk+1 = gy

RR n°2567



10 Fabien Campillo, Frédéric Cérou, Francois Le Gland, Rivo Rakotozafy

Proposition 2.3 (Optimal nonlinear filter) The sequence {uy, k > 0} satisfies a recurrence
equation, and the iteration px — pr11 Splits in two steps : prediction, and correction.

Prediction step : From t; to t.1, u¥(dx) satisfies, in a weak sense, the Fokker—
Planck equation

ouk &

——t —L* 10

at /’l’t ’ ( )

where

A, O
L_Z;bﬁwi

is the partial differential operator associated with the state equation in model (9).

Correction step : At time tiy1, the a priori information p,_ (dx), is combined
with the new observation zj.1, according to the Bayes formula

g1 (dz) = cppr Wi (2) prpq (dx) | (11)

where by definition Yy 1(x) is the likelihood function for the estimation of
then parameter Xy, . € IR™ given the observation zj,1

Wi (2) = exp { =121 = h(@)| | (12)

and cgy1 1S a normalization constant.

Proof For t > t;, and for any test function ¢ defined on IR"™, we have

P = ¢(X) + [ Lo(X,)ds
and so .
Blp(X0)|2]) = Elp(X,)| 2] + | E[Le(X,)|2] ds

or
t

<Mf>€0> = (U, ) +/t (uf,Ltp> ds .
k

which proves that {uf, t; <t < tgy1} satisfies the Fokker—Planck equation (10) in a weak
sense.
The correction step is obvious. O

2.2 Parametric estimation approach

We can reformulate the state parameter estimation for the partially observed system (9).
Using the flow of diffeomorphisms &4(-), we get Xy, = &4, (Xo), for all £ > 1, and the
observation z; reads
2k = (&o.t (Xo)) + v - (13)
This is a standard statistical model for the estimation of the unknown parameter X,. Actu-
ally, we have to choose among trajectories

{g(),t(x) ) t Z 0}

for different initial conditions z € IR™ at time 0.

INRIA



Particle and cell approximations for nonlinear filtering 11

Maximum likelihood estimate

The initial condition X (or the state X; at a given time ¢t > 0) is considered as a parameter
of R™, without a priori information. The likelihood function for the estimation of the
unknown parameter X in the statistical model defined in (13) above, given the observations

{z1, -+, 2} is
k
Ek(-T —exp{ %ZHZZ fOt, HR 1} H‘I’l fon ) (14)
=1

where, for all [ =1,-- -k, the function ¥;(-) is defined by (12).
The maximum likelihood estimator X is given by :

X, € Arggggg% k() .

Actually, the estimator is not only )A(O, but also the trajectory which satisfies the state
equation and starts from X, at time 0.

Bayesian estimator

In this section, we have an a priori information on the initial state X, represented as a
probability distribution po(dz) on IR™. This a priori information can be translated, through
the state equation and the associated flow of diffeomorphisms, into an a priori information
on the state X;, at time 2.

We can get an explicit expression for the conditional probability distribution py(dz),
using the flow of diffeomorphisms () associated with the state equation :

Proposition 2.4 For any Borel set A C IR"™, we have

pu ) =i [, Zula) polda)

gO,tk (A)

where the normalization constant ¢y s given by

ek = [ Zr(@) poldz) |

and Zi(x) is defined by (14).
Proof First, we translate — via &, () — the a priori information on the initial condition

Xy into an a priori information on the state X, at time ¢j.
Indeed, X;, = &, (Xo) and for any test function ¢ defined on IR™

E[%O(th)] = [ (§0tk Xo /90 &o tk Mo(dl’) .

This relation defines the probability distribution uf(dr) = P(X;, € dx) of the state X; , in
the following way : for any test function ¢ defined on IR™

(15, @ /w x) g (dz) /w S0, () po(dz) .

RR n°2567



12 Fabien Campillo, Frédéric Cérou, Francois Le Gland, Rivo Rakotozafy

Actually, uf(dz) is the image of the probability distribution pg(dx) under the diffeomorphism
o+, (+). Equivalently, for any Borel set A C IR™, we have

1 (A) = po(&7.(A)) .

From the Bayes rule, the conditional probability distribution py(dx) of the state X;,, given
observations Z, is given — up to a normalization factor — as the product of the a priori
probability distribution f(dz) and the likelihood function Zx (&g, (2)) for the estimation of
the parameter X;, (or the corresponding initial state &, (X3, )), that is

pu(dx) = cp Er(&of, () pg(da) .

Hence, for any test function ¢ defined on R™

) = [ 9@ mlde) = [ ol@) 26l (@) wh(de)
= o [ @l (@) Zula) pold)

and for any Borel set A C IR™, we have the desired formula. O

2.3 A posteriori probability distribution

The computation of the a posteriori (i.e. given the observations) conditional probability
distribution pu(dx) shows off two interesting particular cases, depending on the form of the
probability distribution pg(dz) of the random variable X :

(i) If po(dz) has a density with respect to the Lebesgue measure on IR™, then the condi-
tional probability distribution pu(dz) has also a density.

(71) On the other hand, if uo(dz) is a discrete probability distribution (i.e. a linear and
convex combination of Dirac measures), then the conditional probability distribution
pr(dz) is also discrete.

Definition 2.5 We define the operator Qi which relates the conditional probability distribu-
tion py(dz) with the probability distribution po(dz) of the random variable Xy :

A
Qr o = i

that is
(Qutto, ) = [ @lEosu()) Zn(a) polda) (15)

for any test function ¢ defined on IR™, or equivalently

Qo) =au [ Ela)polde)

for any Borel set A C R™.

INRIA
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Proposition 2.6 (p absolutely continuous) Suppose that the initial probability distribution
po(dx) has a density po(x) with respect to the Lebesgue measure, po(dx) = po(x)dx. Then
pr(dx) has also a density pp(z) : prp(dx) = pr(x) dx, defined by

pr(@) = e [Ju(&op, (2))] 7 Znl&os, () pol&o, ()

where Jy, denotes the Jacobian determinant associated with the diffeomorphism &y, ().

Proof By definition of the operator ), we have :
(i, 9 = (Quttos 9 = a1 [ (€0 (2)) En(@) po() da

Taking ¢ = f o & tlk, where f is any test function defined on R™, we get :

(e @) = en [ F(a)Ei(a) pola) do (16)
On the other hand
(e 0) = [ o) pele)do = [ 1€ (0))pie) di

The change of variable : 2’ = & tlk(:v), gives :

(paes 0 = [ 1) prlon, () Jela) da’ (17)
From (16) and (17) we deduce

Pe(o (%)) Ji(z) = cx Ep(z) po() ,
which gives the probability density function py(x). O

Proposition 2.7 (u, discrete) Suppose that the initial probability distribution po(dx) is a
linear combination of Dirac measures :

Mo = Z a’é) 6z6 )
iel
where {z},,1 € I} and {a}y, i € I} are respectively the positions and the weights of the
particles. Then the conditional probability distribution ug(dz) is also a linear combination of

Dirac measures :
i
He = Z ag 6902 )
icl
with
i i i i =
xy, = &1, (g) and  ay, = ¢ ay Zxlxg) -

Proof By definition of the operator (J; we have :
(s 0) = (Qrpio, 9) = e Y ap oo (w5)) Enl(zp)
iel
for any test function ¢ defined on R™, i.e.

(e, o) =D aj, (p,) -

icl

RR n°2567
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3 Particle approximation

In this section, we consider the case where the probability distribution pg(dz) has a density
po(z) with respect to the Lebesgue measure on IR™.

We introduce pf (dx), an approximation of jg(dz), as a linear and convex combination
of Dirac measures, called particles. The probability distribution uf (dr) = Qy pd (dz) is
an approximation of the probability distribution py(dx) = Qi po(dx), and we study the
associated approximation error. This kind of approximation was proposed by Raviart [13] for
deterministic, first order PDE’s.

Then, we will see that a coarse approximation, with respect to the covariance matrix R
of the observation noise, can produce a non—consistent approximated Bayesian estimator.

3.1 Choice of the approximation

Let pl!(dx) be the approximation of the initial probability distribution py(z) dz. We have :

po() du = po(dx) ~ pg' (dz) , with g = ag 0y

il

where {a}), ¢ € I} are the weights of the particles, and {z, i € I} are the positions of the
particles.
First, we fix € > 0. Then there exist a compact set K’ C IR™ such that

po(K') >1—¢.

We introduce a covering of K’ consisting of bounded and convex Borel sets {B!, i€ I} with
mutually disjoint interiors, e.g. cubes. We set K = U B' D> K'. A fortiori

iel
fo(K) > po(K') 21 —¢. (18)
We define the weights in the following way :
i & i i
ag = po(B*) = /Bi po(x)dz, ay>0. (19)

We can always suppose that a}) > 0, otherwise we replace K by K \ B".
Then, we define the position the following way :
VN
o= — | wpo(z)dr . (20)
al JBi
Because B’ is convex, we have zi, € B'. For all 1 € I, let §; be the diameter of the bounded
subset BY, and let H be the maximum of the diameters {§;,7 € I'}. In particular, for all
1 € 1 we get ‘
sup |z —xy| < H . (21)
zEB!

This approximation of yo(dx) has already been considered in Florchinger-Le Gland [6].

RR n°2567



16 Fabien Campillo, Frédéric Cérou, Francois Le Gland, Rivo Rakotozafy

If we use ul! (dz) as an approximation of the initial probability distribution py(z) dz, then
the conditional probability distribution py(z)dz is approximated by pf! (dz) = Qi pil (dz),
which is a linear combination of Dirac measures, and we get :

pi(7) dz = pp(dw) ~ ,uf(dm) ,  with Mk = Zao ik m0) 6$ )

iel
where xi = &, (7).
Algorithm
We can decompose the particle approximation in two steps
Prediction step : for all i € T ’ .
T = Palzy) - (22)

i.e. xj_ 4 is the image of z}, by the diffeomorphism ®a(-) = &, 1., (+)-
Correction step : for all i €
a;ﬂ-l = Crt1 Vi (1124—1) aj, , (23)

where ¢, is a normalization constant and
A
Ui (x) = exp {—% |2k+1 — h(x)H?%q} , veR®.

3.2 Error estimate

Theorem 3.1 Suppose that b(-) and h(-) are bounded, together with their derivatives up to
order 2. Then :

Cl

|<:uk7f>_<:ukva>| <2€—|—H2(C—|— )

Bl = a1 = | sup
fEW2’°°

where H is the largest of the diameters {9;,1 € I}, and r is the smallest eigenvalue of the
observation noise covariance matrixz R.

First we introduce some notations. We consider the following factorization :

k
=) = o 43 alfe | Muto).
=1
for all x € IR™, which defines Ag(z).
Let P be the probability measure under which {z,, k& > 1} is an i.i.d. sequence of
centered Gaussian random variables with covariance matrix R, independent of X,.
For all z € IR™, we define the probability measure P, equivalent to P, with Radon—
Nikodym derivative :
dP,
dPt|

= A(z) . (24)

INRIA



Particle and cell approximations for nonlinear filtering 17

Under the probability measure P, :

2 = W&o () +0i

for all k£ > 1, where {vf, k > 1} is an i.i.d. sequence of centered Gaussian random variables,
with covariance matrix R, independent of X.
Finally, the probability measure P satisfies

a»
dPft

— [ Au@)olde) = (o, Ax) - (25)

Zy

Then, for any test function f defined on IR™

[ 10 (2)) Zala) polw) de
/Ek(x) po(z) dx
[ 1€on @) Mel@) polw)dz (0 gy

/Ak(x) po(z) dx (ho, Ak)

<:ukvf> = <Qk:u07f>:

with gx(z) = f(&o, (2)) Ag(x) for all z € IR™. Equivalently :

_ _<:U’Hagk>

We finally notice that :

s f) — (il ) = HoaSk) Gt 0n)

(pos Ay (s Aw)
(1o, gr) — {Hg'» r) _ (b, gr) (pos Aw) — (g’ M) (26)
(o, Ar) (u's Ar) (po, Ar)
= &(f) = (ui, f) &(1)

where, for any test function f defined on R™

A (1o, ) — <M6{>gk>
E(f) = (o A :

with gr(z) = f(&o+,(2)) Ax(z) for all z € R™. Hence, it is sufficient to estimate & (f), which
is the purpose of the following Lemmas 3.3 and 3.4. But first, we make an error on the initial
probability distribution, which we have to evaluate :

Lemma 3.2 The following estimate holds :

o — il -a = sup Lt S} =tk J)
P ewns £ 112,00

<e+iH?.
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Proof Let f be a test function defined on IR™. Taylor expansion of f at point z reads :
fl@) = flag) + (z — 2p)" f(xp)
A 1 A .
o —ab) /0 (1—w) f'Tuz + (1 —u)zd] du (z — ) .

Moreover :

(o, f) = [ @) po(@)do+ 3 [ f(@) pola) e

el

NO ) ZG’O

el

and

The difference (uo, f) — (ull, f) satisfies :

(o 1) = (il 1) = [ J@) @) de+ X [ 1) = f(a})] pol) da

= [ f@) pole)da (27)
oY [ty [0 ) e (L= i) du o~ %) pofa)da

since by definition (20)

/L(ﬂﬂ_%) f'(x}h) polx)de =0, iel.

Hence we get :
o, £) =l D < W flloece [ polw) da
1 T e [ o= ol po(a) do

el

Moreover, we have
/KC po(z) dx = po(K°) < e, (28)

and . '
/Bi |z — 2}|* po(x) dov < H? af ,

according to (18), (19) and (21). Hence :

o ) = {ua' s P < € Mfllooce + 5H? [ oo < (e + 5H) || fll2.00 -

Lemma 3.3 The following inequality holds :

E[ sup |5k:(f)|] cl ZsupE [ sup |dk($)|] 52 ab |

rewoe || fll2.00 ietoent Lrewzes [[fl20

with gr(z) = f(&os,(x)) Ax(x) and g (z) = di(x) Ax(z) for all z € R™.
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Particle and cell approximations for nonlinear filtering 19

Proof First, according to (25)
E[ Sup M] _ E[ |<M0,gk>—<ﬁb£[,gk>|]

sup
rewze || fll2.00 rew2e [ fll2o0 (o Ak)

_ H
_ ET[ sup [\ 9k) <Movgk>|]

fewaoe 11|20

Moreover, from (27) we get
(o 90) = (ull ) = [ _gu(a) pol) da

—i—Z/Bi(:U — xé)*/ol(l — ) gplux + (1 —w)zh] du (v — x8) po(x) dx .

i€l

The following inequality comes up :

0+ 91) = (ufl s )| < [ lon(@)] po(a) d

+Z;/B |(:c—x6>/01<1—u) giluz + (1 — w)ag) du (z — xf)| po(w) da
< Wl [ Ac@) pole) da
+Z§f /Bi /01(1 — ) |dp[ux + (1 — w)zp]| Ap[uz + (1 — w)xh] dupo(z) dw |

where §; is the diameter of the subset B*. From this estimate, we deduce

sup ’<,u07 gk> — <:u0H7 gk>‘ < L{C Ak(l‘) po(x) dr

fewzeo £ 12,00
1 1 — 7 )
w8 [ [a-u s diluz (= Woll e (1~ )] dupo(a) de
icl ¢ J0 fEW200 Hf”2,oo
hence
- H
ET[ sup oo, 9) = (po, g < sup ET[Ak(x)]/ po(x) dx
FEW2.00 /12,00 veke e

+13767 sup ET

icl rEB?

Notice that, for all z € R™, ET[Ax(z)] = 1 and
d d
Et [ sup ’ k(x)|Ak([L')] ~F, [ sSup ’ k(x)|] :

rewoe || fll2.00 rewze || fll2,00

sup |dk(m)|A (x)} /Bi po(z) dx .

k
rewze [[fll2.00

according to (24). So, from (19) and (28), we get

|die(@)] | <5 s
<e4 1 supExlsup 05 ag .
220 B | S )

which completes the proof of the lemma, according to (29). O

- H
ET [ sup ‘(:UO7 gk> <:u0 ) gk)’
feW?oo 111200
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Lemma 3.4 If f(-), b(:) and h(-) are bounded, together with their derivatives up to order 2,
then there exist C' > 0 and C" > 0 such that :

Ex[ sup ldk(x)w C+g
rewzso || fll2,00

where gi(z) = f(&or, () Ax(x), and gi(z) = di(x)Ag(z) for allz € R™, and r is the smallest
eigenvalue of the observation noise covariance matrix R.

Proof An explicit computation of the second derivative of gi(z), gives the following ex-
pression for the function d(z) :

di(x) = ["(Eou (@) (o, ()7 + (6o (%)) &, ()
+2f(€o., () §o, (2) (log M) () + f (o, (2)) (log Ak)" ()
+f (6o (2)) [(log Ap)' ()]
where we suppose for simplicity that m = 1.

Since the functions f(-) and b(-) are bounded together with their derivatives up to order
2, there exists C' > 0 such that :

sup 1O < o1y J1og Ay (@)l + (08 Ak ()]
et [l

Moreover

k k
log Ap(z) = > 2 R h(&os () — 3D |R(&os (@)1
=1 =1
k
(log Aw)'(z) = D [z — h(&os (2)] R R (&0, (%)) &y, ()
=1
k
= Z[Rfl/zle]* R™? hl(go,tl(x)) f(/),t, () ,

=1

and

k
(log A)"(x) = > _[a1 = h(Go., (2)]" B [A" (S0, (%) (€1, (7))

=1

(€0, (7)) €04, ()] = D[R (S0, (%)) &6, (@) BTH D (€0, () €, ()

=1

= YRV RV (6o (2)) (€0, ()7 + B (G0 (2) €5y, ()]

=1

B

~

k
= 20 (o (@) §o, ()] BT (G0, () €6 g, ()
=1
So we get :
2 ¢
El(log A (2)]? < =
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and ,

C
El(log A (@) < €+ =

E, [ sup ’dk(@w C+ Q .

fewzes [ fll2.00

which leads to

O
Proof of Theorem 3.1 According to (26), we have
—{(ufl & )
rewe [1f1]2,00 rewe || fll2.00
From estimates proved in Lemmas 3.3 and 3.4, we get
_(yH C’
E sup |<,Uk7f> <:uk 7f>| §2€+H2<C—|—f),
fEWQ,oo T
which proves the theorem. O

3.3 Consistency

The above error estimate shows that it is not sufficient for the discretization step H to be
small. It is also necessary for H? to be small compared with the smallest eigenvalue r of
the observation noise covariance matrix R. The aim of this section is to prove that, if this
is not the case, the particle approximation can produce a coarse, but also non—consistent,
estimator. To get a better view of this situation, we consider the case where R = rI and r
tends to 0. When r > 0, the likelihood function = (z) for the estimation of the initial value
X, satisfies

k
—rlog Zx(z %ZHZI h(&oy, (x ))H

=1

The maximum likelihood estimator X is given by
Xo€A Ep(z) .
0 € Arg max =(z)

When r | 0, we get the following limiting expression (Kullback—Leibler information) :
k
—rlogZx(z) — K(z,20) = 5 > [0 (0)) — 7o, ()1,
=1

where g € IR™ denotes the true value of the initial condition.
We introduce the set

M(zy) = ArgmrinRr}n K(x,x0)
= {zeR™ : h(&y,(2)) = h(Eos(x0)) , foralll=1,--- k}
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M (z) is the set of initial values which, in the limiting deterministic system, cannot be
distinguished from the true value xy. Obviously, zo € M (xg), but the system may be not
identifiable, so that M(xg) # {zo}. An example of such a system is presented in Lévine-
Marino [11], where a target with constant speed is tracked with angle measurements only. In
this example, the set M(zg) is a one dimensional submanifold.

We have the following consistency result for the maximum likelihood estimator :

d(j(\o , M(z9)) = 0, with probability one, as r | 0 .

The particle approximation described above consists in restricting the parameter set to
a finite set Gy = {z}, 1 € I} C IR™ of possible initial values, and nothing can insure that
the true value xy belongs to Gy : this is a mis—specified statistical model, see for example
McKeague [12]. The maximum likelihood estimator X is given by

Xl e Arggrelgi k() .

We define :
Mp(xo) = Arg min K(z,x) .

ze€Gy

and we get the following consistency result for the maximum likelihood estimator :
d(j(\é{, Mpy(zo)) — 0, with probability one, as r | 0 .

Usually 29 € My (xo) except if 29 € Gg. It can happen that d(zo, My (z0)) is large, in
particular when the system is not identifiable. This phenomenon is illustrated in Figure 1,
where the set My () reduce to the single point X’ # z,, while the set M (z,) corresponds
to the continuous curve crossing the true value xg.
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Figure 1: Example of non—consistency of the Bayesian estimator given by the particle ap-
proximation.
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4 Cell approximation

For the particle method presented above, we approximate the initial probability distribution
o(dz) by a linear and convex combination of Dirac measures, located at points {z¢ , i € I},
and we choose among a finite number of possible trajectories starting from these initial
conditions.

For the cell approximation, which was first introduced in James—Le Gland [7], at each time
tx, we consider a family of bounded Borel sets { B}, , i € I;,} called cells, with mutually disjoint
interiors, and we choose between a finite number of composite hypotheses {H; , ¢ € I}, where
for all 7 € I, the composite hypothesis H; is {X;, € Bj}.

Throughout this section, we assume that the flow of diffeomorphism {&+(-), 0 < s <t}
associated with (9) is explicitly known. In particular, the diffeomorphism

(I)A<> é gtk,tk+l ()

is explicitly known.

This assumption may appear quite restrictive : however, there exist interesting problems
where this assumption if satisfied. This is the case in the target motion analysis problem
[11] already mentioned. Numerical results for this problem are presented in Section 6.2.

4.1 Choice of the approximation

We introduce the following notation : for all ¢ € I,

i JAY i
He—1p = P(Xiy, € BilZ4-1)
AN i

W, £ P(X,, € BilZ,).

First, we suppose that the partitions are given at each time, and we present an approximation
fir = {ji, , i € I} of the discrete probability distribution uy = {u , ¢ € I,}. We shall later
consider the problem of the choice of the partitions.

The computation is done in two steps : prediction and correction.

Prediction

From the discrete probability distribution i, = {ji,i € I} we consider py(z)dz, the
approximation of py(dx), given by

pelr) =S B 1, (), (29)

where i is the Lebesgue measure of the set B.
Because ®a(+) is a diffeomorphism, we get :

{th+1 € Bli—i—l} = {th S (I)ZI(BIZH-I)} )
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4
k+1
D
A

!

k

-1
(I)A(Bk+l )
Figure 2: Cell approximation.
see Figure 2, hence :
M2+1/2 = P(Xi,, € Bij1l2k)
— P(Xy, € 03 (Bi)lZ) = [, julda)
A (Bgy)

Using the approximation py(z) dz defined by (29), we have

9

i il / _j )‘[Bi N q’ZI(BiiH)]
i ~ —= - 1,(z)dr = i .
k+1/2 ];C A"IZ; ¢g1(B;;+1) Bk J;C k A[Bi]

and we define the discrete probability distribution fij41/2 = {,1]}C +1/2> i € Iy} as follows :

i = 3 il A[BL N L' (Biy)]
+1/2 — .

\B]) (30)

Correction

From the discrete probability distribution fig1/2 = {fi}4 jo» @ € Ipy1} defined by (30), an
approximation of fix11/2(dx) = ju, 1 (dw) is given by pry1/2(v) dz, with

_ Hi1/2
Drr12(z) = > j/ 1p:

k+1
i€l Tkt1

() , (31)

where \j_, is the Lebesgue measure of the cell B} _ ;.
The Bayes formula leads to :

fisr = P(Xy,, € Bl Zri) = G /Bl. W1 (2) 172 (d)
k+1

INRIA



Particle and cell approximations for nonlinear filtering 27

where ¢, is a normalization constant.
Using the approximation py1/2(2) do defined by (31), we have
i ~ A =1 1 ~ 1t %
Forep1 = Cpyq Hgg1/2 m . Vi1 (z) dr ~ ¢,y Prtty2 By
k41

where Rj ., is the generalized likelihood ratio corresponding to the composite hypothesis
{Xi,,, € Bj,,}, that is : '
R = max Wpy(z) .
k+1

Then, we define the discrete probability distribution fig+1 = {fi} 1, ¢ € Igs1} by :
ﬁ2+1 = Ck+1 Ri;+1 /12+1/2 ) (32)
where ¢, 1 is a normalization constant.
Let us suppose that the generalized likelihood ratio R}, is explicitly given. This is the
case for the target motion analysis problem presented in Section 6.2.

Choice of the partitions

Now we consider the problem of the choice of the partitions By, = {B},i € I} for all
k=0,1,---. As we did above, we fix ¢ > 0. There exists a compact set K’ C IR™ such that

,LL()(K/> 21—5 .

We introduce a covering of K’ consisting of bounded and convex Borel sets {B}, i € Iy}

with mutually disjoint interiors. We set K = U Bl D K'. A fortiori
i€ly

po(K) > po(K') > 1 —¢ .

We choose I, = Iy =1 for all k = 0,1, -, and for all i € I we set B} ; = ®a(B},). This
choice leads to :
O if j#i

i N d-1(R ) — '
Bkﬂ(PA (Bk+1)_{ Bllc if j:Z,
so that fij ), = fij, for all i € I.
Algorithm
The cell approximation consists in computing, for all i €
[k = Cerr Ry i,
with

;’Hl = exp {—% xé%iin | 2641 — h@)”?%—l} )

where the cell By, = ®A(B}) is the image of the cell By by the diffeomorphism ®A(-), and
Cr+1 1S a normalization constant.
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4.2 FError estimate

Under smoothness assumptions for the coefficients of system (9) we have the following error
estimate.

Theorem 4.1 Suppose that b(-) and h(-) are bounded, together with there derivatives up to
order 1. Then we get :

Bl — prlly < A,
where, for all p > 1, the sequence { Ay, k > 0} satisfies the following estimate

Appr2 < Ap+C Hy (33)

Appr < Cp Appapp +C Hk+1 ; (34)

\/_

with Ag < C' Hy. The constant § < 1—d/p could be chosen arbitrarily, Hy, is the larger of the
diameters {0}, 1 € I}, and r is the smallest eigenvalue of the observation noise covariance
matriz .

Proof To prove this result, our goal is to establish, by induction over the index k, the
following estimate :

|<ﬂk7f> pk> ’<Zsup ’f |Oéi3, (35)

icl TEB,

for any test function f defined on IR™.
Suppose that the estimate (35) is true : then, for any bounded test function f, we get :

s £) = By DS Flloo Do

i€l

SO

Bl pill = £ s losw: 1) = e D < 5~ pragy = ay
AV TN

which proves the desired error estimate.

First, we prove (35) for the initial condition (k = 0). To establish the induction hypoth-
esis, we will study successively the prediction step (from & to k& + 1/2), and the correction
step (from k +1/2 to k+1).

Initial condition Suppose that the probability distribution po(dz) is absolutely continuous,
i.e. po(dz) = po(x) dx, and has a compact support K C U;c; Bp.
By definition

Z /JI’O ]-BZ

16[

with i = po(Bp) for all i € I, so that

p07 Z dx .

1€I
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Hence :

(o, f)— (o, f Z/ f(x )\16/Bip0(x/>dx'] dz

el

which leads to the following estimate

(0, £) = (B0, S < sup |f() /Z/\po (+')] da’ d

iel TEB;

The induction hypothesis (35) is proved, with

0 =57, [, Ipo@) = le!)da' o < C 8} 1.

where ¢} is the diameter of the cell BY.
Notice that :

Ay =Y af <C Hy |pgli ,

el

where Hy denotes the largest of the diameters {8}, i € I'}.

Prediction Introduce the following decomposition

(rs12, ) = Dresre, [) = (wsrse, ) = (Gegry2s f)
HGev1/2, [) = Prr1y2, f)

where G41/2(2) dx is the image of the probability distribution py(z) dz under the diffeomor-
phism ®(+), i.e

(Tesr/2, | / f(Pa(z (x)dx
for any test function f defined on IR™.
(i) First we have
(tirry2 ) = @rsry2 [) = (s 9) — Pr» 9)
with g(z) = f(Pa(x)) for all z € R™.
From the induction hypothesis (35), we get :

’<Mk+1/2, f) = <§k+1/2> HI < Z sup l9(z)]| 042; .
i€l TEB,

Notice that :
sup |g(x)| = sup |f(Pa(z))| = sup [f(z)],

zEDB], zE€B], CEEBk+1

taking into account the choice of B = ®'(B}.;). From this we obtain :

ttrrryz s £) = Qoo I <D sup [f(2)] q, .

iel T€B;
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(#) Moreover :

(Grv1y2, ) = Prrajes [ / f(® )\%H — Ja(2)]dz

i
iel /\k+1

where Ja denotes the Jacobian determinant of the diffeomorphism ®4(-). Hence :

(Grr1/25 )l = Prgayzs 1)

<> Sup |f(2)] / z/ |Ja(2') — Ja(z)| d2’ dx
' )‘k+1 P A

el aceB2

<Z sup |Nk0k,

el :L‘EBk+1

with :

, 1 1 ;
Ci=— /_—i/‘|JA(x’)—JA(x)|dx’dx§C’5z.
Akr1 /B AL B

(#i) Collecting the above estimates, leads to :

[(ttrsryz s f) = Dreryzs HI<D sup |f(z)] o, + 11.Ch] -

icl aceB}CJrl
Hence, the estimate (35) is proved, with :
Notice that :

‘Ak""l/2 :ZE[O'/Z—H/Q] Ak+ZE Ok <Ak+OHk ,

el el

where Hj, denotes the largest of the diameters {0}, , ¢ € I}, which proves the estimate (33).

Correction First, we introduce some notations. Consider the following factorization :

Upi1 () = exp {—HllensalFs} Tria(z) | (36)

for all € IR™, which defines W, (x).
Let P 41 be the probability measure under which

z] = h(th> -+ (Y

foralll=1,---,k, and {vy, -+, Uk, 2541} are i.i.d. centered Gaussian random variables with
covariance matrix R, independent of X|.

For all z € IR™, we define the probability measure P ; equivalent to P 41, with Radon-
Nikodym derivative
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Under the probability measure Py,
Z| = h(th) + v,

foralll=1,---,k, and
Rk+1 = h([[‘) + Ulf—i—l )

where {vy, -+, vg, v, } are i.i.d. centered Gaussian random variables with covariance matrix

R, independent of Xj.

Finally, the probability measure P satisfies
ap

WL,

- /‘T’kﬂ(w)ﬂkﬂ/z(dﬂﬁ) = (lrr1/2s Pppr) -

Zpt1

From (11) and (36), we get

(tes1/2> Vi1 f) _ (r1/2 s Vrir f)
(tt1/2 5 Vi) (tkt1/2 5 Vis1)

(et [) =

Y

whereas, from (32) and (36) we get

Z%/ f(x) dx
(i, ) = i
> iRy

el

with :

é?ﬁl = Sup ‘T’kﬂ(ﬂf)-

xEBk+1

We have the equivalent of formula (26), that is :
(i1 s [) = Prrrs [) = Epr(f) — Prras [) Exa(1)

where, for any test function f defined on IR™

(trt1/2 5 ‘T’k+1f> - Z % /B. f(x)dz

1
el AkJrl k1

1>

Erra(f) =
e (12, Whit)

Then we introduce the following decomposition :

(trsry2 s Ui f) — (Prrije, Virif)
<Mk+1/2, Wit1)

[ (@) = By f(@) da

1
ZEI )‘k+1 By

5k+1(f) =

(rr1/2s Uppr)
= Sl +EL),

and it is sufficient to estimate &, (f) and & ,(f) separately.
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(i) On one hand :
Ern (f) = (w125 9) — Prt1y2, 9)
where, for all x € R™ B
Vi () f(2)
(Hrr1/2 \T]k+1> .
From the induction hypothesis, we get :

g(z) =

|gl/c+1(f)| < Z sup |9($)|a2+1/2
ie[meB}CH

i i
< > sup |f(x) e—aji
iel z€B; <Mkz+1/27 ‘I’k+1>

(7) On the other hand :

;/ Bir = Ui (@)] 1 (@) da
(Mkﬂ ) ‘T/k+1>

| By = V@) da

7 )\7]‘6‘ 1
Ea ()l < =

U
)‘}c—l-l k+1
> sup |f(z)]

il *€B] | (Hrer1 s Vit)

IN

(71) Collecting the estimates obtained for & ,(f) and &/, ,(f), leads to :

[Era (NI <D0 sup [£(2)] wipy

icl :BEBIZ-H

with
1

R M S IO L
k+1 7 k+1 k+1 —q (41)

= Qy, + = Hy, -
(rr1/2 5 Viar) e (rr1/2 > Wigr)

% _
W1 =

In particular, we get : '
Eer (] € Ytk = Goes - (42)

el

(iv) From definition (39), we get

_ it R
[(Pras HI <D sup [f(2)] & '““

i€l T€B} Z Ry
g€l

Hence : '
[(Pr1s O Ea (D] <D sup |f(2)] Dy

iel xEB}C_H
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with : o
~z ﬂk R}H—l a)k—‘rl
Opp1 = = =—
Z T Riﬂ
jel
Notice that :
> i1 = Drp - (43)
icl

(v) From (40) and above estimates, we finally get :

[ £) = P O = 18 (D + [Prrs )] [Er41(1)]
< > sup | f ()] [why1 + Dppa] -

iel T€B}
Hence, estimate (35) is proved, with
Qi1 = Wit + Dpgr -
From (42) and (43), we have :
Aprr =) Eloj] = 2 B[] - (44)

il
Therefore, it is sufficient to estimate Ewj_ ] for all ¢ € I, which is the purpose of the three
following lemmas.

Lemma 4.2 For alli € I, we get

Elwhy) = B[Ry ] Bl ) + (Bl [Riy) — 1) Elg) - (45)

Proof First, we have :

R ' i i
Bl L O‘k+1/2] = E11+1[ k+1 04k+1/2]

(r1/2 5 Viar)
= EIZ+1[R;6+1] E[@ZH/Q] 3
according to (38), and the independence property of }?}g 41 and Z; under the probability mea-

sure P} +1- With the same arguments, and taking into account the fact that E} V(7)) =
1 for all x € IR™, we get

1

[ Ry~ ()] de
E[AkJrl /B}ZH s "

= i)
(Hrs1/2 5 ‘1’k+1>

=Bl [ B~ Ben(@)]do ]
)‘k+1 k+1
= Bl [, B~ Tea(o)] do] Bl

= (EkJrl[R;chl] - 1) Elf) -
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Then, the lemma results from definition (41). O

According to the previous lemma, we just need to estimate E,i +1[~§€ 11l
Lemma 4.3 For alli € I, we get
Eli-i—l[ k+1] < (T4 up)”,

h
e toap L G 1/p SAY
wy = {BLL[A)} " and A, = sup W (@) - B (@)

xEB?

k+1

for any T in Bj,,.

Proof Let p > 1 be arbitrarily given. Notice that :

[Ria]'? = sup B/ (a)
xeBkJrl
1/p [~ =1 ~1/p [~
< W@+ swp (W () - B@)
:JcEB}chl

~q B
S ‘Ilk{‘rpl ('I) + AP )

where the definition of A, is given in the statement of the lemma, and Z is any point in By, ;.

From this we deduce :
p

Ri < (U/R(2) + AP =3 00 U (z) A

= p p
From the Holder inequality

P
Bl (R, < SO EL WA (z) AR

n=0

< S0 (Bl (Bl

Wechooser:£21,sothat—zland'r”(p—n): 4
n P r—1

From the fact that E,Lrl[ilv/kﬂ(i“)] =1, we get :

(p—n)=p.

~i n (p—n)/p P " pemn
El 1 [Rig] < Z Cy {Ek+1[Ap]} =D Glup = (1+u)",

where y
p
Up = {EII—H[AZ]}
which is the desired result. O
According to the previous lemma, we just have now to estimate w,,.

Lemma 4.4 Foralli €I, andp > 1, we get

< C/// ) ],B

\/—[ k41
where 8 <1 —d/p, 6, is the diameter of the cell By, and r is the smallest eigenvalue of
the observation noise covariance matricz R.

Y
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1/p

Proof For z, 2’ € B}, Taylor expansion of the function \Ifk reads :

1 1 * 1 1 1
U (@) - ) = u—f>0pw£1 Vi [ua + (1= w)a'] du

1 ne [ k+1 1/p /
= —(x—x)/o /P [uz + (1 —w)2'] du

p \Ijk’-i-l
and we get the following inequality
. 1\? 11 q p
|\1,kipl( ) — \I,iérpl( NP < () |z — 2|P / P W [ur + (1 —w)a'] du
p 0 [Whiq

Taking expectation w.r.t. the probability measure PLH, we get from (37)

1 =1 p
El];+1 ‘\Ilkéfl ‘I’kﬁ(ﬂ?/)

p
\Ilk—&—l

1 T
< <> |.1' o ’p / Euer(l u)z’ [ il
p N\

k+1

p(xw].

uz + (1 — u)x/]] du

T,/
k+1

IA

1 11
- T —x sup EY -
() oo sup w2 |12

Moreover, we have :

k+1

T/
=M (1) = [ — h(@)]" R (@) =[R2 of "RV ()
Uit
Since the function h(-) and its first derivative are bounded, we get the inequality :
7 » L\ /
il +1 <O | = Rfl 2, x |p
W ¢ (F) 1w
where r is the smallest eigenvalue of the covariance matrix R.
Taking expectation w.r.t. the probability measure Py, leads to :

Wit

?chl( )

x ' <CFE < Ny )
k+1 vr) o
where £ is a centered Gaussian random variable, with identity covariance matrix. From this
we derive the following inequality :

1 <1 |z —2'|\"
Bl W (@) - \ka/f'l(q;/)y’S(C;’ NG ) :

where () is a constant which depends only on p.
From the Kolmogorov criterion, see for example Kunita [8, Theorem 1.4.1], we get the
following inequality :

Ek+1

" 1 : %
BLalag < (0 ) Bl
with 5 < 1 — d/p, hence
" 1 7
> Cp \/F [5k+1]ﬁ )

where 4}, is the diameter of the cell By, ;. O
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End of the proof of Theorem 4.1 Let us suppose that [0;.4]° < C. Then

s
\/77

El (R, )<icC,, (46)
and

EfalRip] —1<3 C'\/—[iﬂ]ﬁ- (47)

On the contrary, if the diameter 0;,; of the cell B}, is too large, so that the condition
1 )

— [} +1]B < ('is not fulfilled, we just have to subdivide this cell into subcells with sufficiently
=

small diameters.
In order to prove the estimate (34), and conclude the proof of Theorem 4.1, we just have
to combine (44), (45) and the above estimates (46) and (47). O

4.3 Consistency

Error estimates seem to indicate that the cell approximation is less accurate than the particle
approximation. However, we will show that the cell approximation leads to a consistent
estimator of the cell containing the initial condition, as the noise observation covariance
matrix tend to zero.

For simplicity, we consider the case where R = rI with » — 0. For r > 0, the generalized
likelihood function {Z% , i € I'} for the estimation of the cell containing the initial condition
X, satisfies :

—rlog = = —rlogl_[RZ =z Z mln ||Zz (o, ()7 .

=1 =1 %€8

Proposition 4.5 The maximum likelihood estimator iy is given by :
i € Arg rlnelln =t
We have the following consistency result for the maximum likelihood estimator :
d(ip, I(xg)) = 0, with probability one, asr |0,
where
A . . :
I(xo) = Argmin K;(zo) = {Z €1 min [[A(§o(x0)) — h(&on@)IIP =0, VI < k} :
i

I(xg) is the set of initial cells which contain, for each observation time t;, at least one initial
condition which, in the limiting deterministic system, cannot be distinguished from the true
value xq, based on the observation available at time t; only. Obviously, iy € I(xo) if zo € By .

Proof When r | 0, we get the following limiting expression :

—rlogZ) — Ki(wo) = 3 Z mln ||h €., (0)) — h(&o, ()17

=17

where 2o € IR™ denotes the true value of the initial condition.
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5 Numerical implementation

At this level it is necessary to define what we exactly want to get as an output of the
(approximate) nonlinear filter. This question is closely related to the question of graphical
output. The conditional mean and covariance are quite poor estimators (i.e. functions of
the conditional probability distribution). In fact, the concept of confidence region is much
more meaningful. This concept is defined below for an absolutely continuous probability
distribution. Therefore, in the case of the particle approximation, where we have only a
discrete approximation of the conditional probability distribution, it will be necessary, in a
first step, to get an approximate conditional density.
Here we suppose that I, = Iy = I for all k.

5.1 Confidence regions

First, we define the concept of confidence region of level o € [0,1]. We denote by py the
probability distribution with density py w.r.t. the Lebesgue measure on IR".

Definition 5.1 A confidence region of level o € [0,1] is a domain D of R", with -
probability o and least Lebesque measure, that is

D,‘;’ € Arg min / dx
D

DeDg

where .
Dy 2 {DCR; (D) > a} .

Given the conditional density p, we compute an approximation of ﬁ,‘j as follows. Let

Pmax = gglfaRX" Pk (IE)

We divide the interval [0, pmax] into K sub—intervals [n;, mi11], with 79 = 0 and nx = pmax,
and we set Di = {z € R" : pi(z) > n;}. Then by putting

io = max{i : up(D}) > a},

we obtain B}’ as an approximate confidence region.

5.2 Particle approximation
5.2.1 The nonlinear filter

Numerically, formula (23) is not well suited. Indeed, it may happen (especially if the covari-
ance of the observation noise is small) that the likelihood Wy (), ) is very small for some
i € I, hence numerically zero, and then we will have ¢ = 0 for all [ > £+ 1. A way to
overcome this difficulty is to use a logarithmic transformation, i.e. we set

i A i
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Files
data input file
simulation input file
ini-density input file
filter output file

Reading data
Read N, t; in file data

Read 2%, a’, i =1,...,N in file ini-density
Initialization

tlgst — tO )

It +—log(a"), i=1,...,N
Iterations

While read ¢, z in simulation do
A — 1t —tigst
Prediction step
. Op2)), i=1,...,N
Correction step
e Cl—gxlz—m@)fa , i=1.. N
* < max;—1,.. N l’1/2
c A exp(ly o —1*)
It —I'=1*—log(c), i=1,...,N
Liast <_At
Write t,exp(l’),7=1,...,N in file filter
End do

Table 1: Particle approximation algorithm — the nonlinear filter.

Formula (23) reduces to

p=10_, — It —loge,, i€l (49)
where
i i 1 iy]2 .
k—1/2 = k-1 T ﬁ”zk - htk(mk)HR*l , 1€l
by = HileaIXlk—uz )
6121 = Z a;c—l/Q .
el

The algorithm is presented in Table 1.
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5.2.2 Density reconstruction

In order to get graphical outputs with confidence regions it is necessary to transform the
conditional probability distribution given as a linear combination of Dirac measures, into a
conditional density. We propose the following simple algorithm.

Initialization

First, we take a regular bounded subdomain D of IR" and we usually take as initial condition
particles uniformly distributed on D : we define Gf§ as

"~ DNR?

where IRy is the n—dimensional grid with mesh size . We put the particles on the nodes
of the grid, and we take uniform initial weights, i.e. a}) = %, for all 7« = 1,---, N, where
N = Card G}. This initialization is simple and does not assume any a prior: information.

Construction of an approximate conditional density

In order to compute confidence regions, we need to transform the discrete conditional proba-
bility distribution into an absolutely continuous probability distribution. We take a partition
of the domain D : {A’,j € J}. Then by putting

4 1 ) , ,
%:MNJZ%AM%% VjeJ VkelN.
i€l

we obtain an approximation of the conditional density by
Pe() =DM 14(2)
jeJ
for all x € D. For simplicity we choose a regular partition of the domain D, see Figure 3 for
a simple 2—dimensional example.

5.3 Cell approximation

For the particle method presented above, we approximate the initial probability distribution
po(dz) by a linear and convex combination of Dirac measures, located at points {zf , i € I},
and we choose among a finite number of possible trajectories starting from these initial
conditions.

For the cell approximation, at each instant t,, we consider a family of bounded Borel
sets {Bj., 1 € I'} called cells, with mutually disjoint interiors, and we choose between a finite
number of composite hypotheses {H;, i € I}, where for all i € I, the composite hypothesis
H; is {X;, € Bi}.

For a given family of partitions B, = {B}., i € I}, we compute the following approxima-
tions :

/12_1/2 ~ P(X,, € B|Z41)
i, ~ P(X; € BilZ)

for all 4 € I, in two steps : prediction and correction. Starting with {i , i € I} :
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o0
...
L]
Y L]
L]
4
hd g
.... E
o0 =
L[] x
LI} g
LEK ]
. hd [
° <

Figure 3: Construction of an approximate density from a particle set.

Prediction

B, =a(B), i€l (50)
Correction

i i i
Pri1 = Chr1 Ryyq Hit1/2 5

where c;11 is a normalization constant and

;A
k1 = max Wy (z) .

k41
Algorithm
Let .
v, =logp , 1€l
Initialization :
/7/6(_”0(86)7 el .
then
ﬂliﬂ — p2+1—|—ﬂ,i , tel
. y
o maxiy,
firyr < exp{yp}, i€l
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i
Cht1 < Z:U’k+1
iel

_; 1 .
fr1 < fipr , €1
Ck+1

with
4

min ||z — h(@)[fp1 =log Ry - (51)

k+1

‘ 1
Prr1 2
where By, = ®a(B}), see Section 4.1 for the choice of the partitions, and ¢y is a normal-
ization constant.

The reason for introducing the normalization I* is to prevent 7}, from taking increasingly
large negative values.

In fact, this algorithm is not completely practical, because in general :
e The prediction step (50) is not explicit.
e The computation of the maximum in (51) is also not explicit.

To get a practical algorithm, we have to consider real case situations. In the first example,
see Section 6.1 below, the flow is an isometry, so the two previous points are explicit. In
the second example, see Section 6.2 below, an additional approximation is introduced in the
prediction step so as to get a partition into parallelepipeds. As a consequence, we have to use
the general formula (30) instead. The minimization on the parallelepipeds is then explicit.

5.4 Parallel computing

The algorithms presented in the previous sections are well adapted to parallel computation.

In the case of a noisy state equation, it is standard to use upwind finite difference schemes,
so as to insure the positivity of the solution, and to obtain a probabilistic interpretation for
the approximation, see Kushner—Dupuis [9]. For a multi-dimensional system, this method
requires many points of discretization, and is quite slow on a sequential computer.

The same problem arises for the particle / cell methods. We can think of implementing
these methods on a vector supercomputer, but one can easily see that our algorithms are
much more adapted to parallel than vector processing.

As the main part of the algorithms is local on each discretization point, or involves only
neighbors, it can be computed on all nodes at the same time in a very efficient way.
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6 Numerical results

6.1 Example 1 : particle vs. cell approximation

Let us consider the following test problem :

Xt = AX,, Xyunknown,

52
A (52)

where X is a process which take values in IR* and {v; , k > 1} is a sequence of i.i.d. N(0, 0?)
random variables.

Y

In this problem, the state of the system has a circular motion. Here, the matrix A is

given by :
0 —1
()

Let A =ty 1 — ty denotes the time between two observations, then the flow associated with

the system (52) is :
Do cosA —sinA
A7\ sinA  cosA

In this case, we suppose that we have access only to information concerning the distance
between the mobile and the origin (0,0). The observation function is given by :

W(Xy) = Jad(te) + 23(t) , X, = ( et ) .
The numerical values used for simulation are :
e Initial probability distribution : uniform law over [—5,5] x [=5, 5],
e Time step between two measurements : A = 0.1.

e Standard deviation of the observation noise : o = 0.5.
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e We take the following values for the initial conditions :
4 22
e () max= ().

e Rectangular and uniform grid on [—5,5] x [—5, 5].

e Number of particles : 20 x 20 and 100 x 100.
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Figure 4: Conditional density function, at time ¢t = 10, cell approximation, 100 x 100 points
grid, observation noise variance 0.01.

Figure 5: Conditional density function, at time ¢t = 10, particle approximation, 100 x 100
points grid, observation noise variance 0.01.
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Figure 6: Cell approximation, at time ¢ = 10, 100 x 100 points grid, observation noise
variance 0.01.

Figure 7: Cell approximation, at time ¢ = 10, 100 x 100 points grid, observation noise
variance 0.1.
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Figure 8: Cell approximation, at time t = 10, 20 x 20 points grid, observation noise variance
0.1.

Figure 9: Cell approximation, at time ¢ = 10, 20 x 20 points grid, observation noise variance
1.
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Figure 10: Particle approximation, at time ¢t = 10, 100 x 100 points grid, observation noise
variance 0.01.

Figure 11: Particle approximation, at time t = 10, 100 x 100 points grid, observation noise
variance 0.1.
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Figure 12: Particle approximation, at time ¢ = 10, 20 x 20 points grid, observation noise
variance 0.1.

Figure 13: Particle approximation, at time ¢ = 10, 20 x 20 points grid, observation noise
variance 1.
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6.2 Example 2 : Target tracking via bearings—only measurements
— Particle approximation

6.2.1 Presentation

In this section we deal with the following problem : we want to estimate motion parameters
of a target in a plane (typically the surface of the sea). The only informations we have about
the target comes from bearing measurements made from a moving observer. We suppose
that the target has a constant velocity, and that we have discrete time measurements, see
Figure 14. Then the state equation is

Xt = x3
Xz = X}
X3 = 0
Xt = 0

where X} and X? denote the coordinates of the target in the plane, and X}, X;! denote the
two components of the (constant) target velocity vector. The observations are given by

1 0,1
th - th

IR
0,2

2 = arctan [

where X' and X?? denote the coordinates of the observation platform at time ¢, and
{vk, k > 0} is a sequence of i.i.d. N(0,7?) random variables. Since this system has a noise—
free state equation, it will be solved by the particle method.

6.2.2 Numerical results

The parameters used for the simulation are the following :

® (. = 3600, t, = kAL, At = 12, times of measurements,

o 1, =0, y, = 30000, v} = 3.6, vy =0, initial position and velocity of the target,

Sl constant
target
velocity

observation
B+ noise

observation platform

Figure 14: Target motion analysis with bearings—only measurements
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e 12,(0) =0, y,(0) = 0, initial position of the observation platform,
e v, =4, speed of the observation platform,
o o = —45, ay = 135, a3 = —45, directions of the observation platform, taken at times

T X tmax .
> Z:Oa1727
3

e 0 = 1, standard deviation of the observation noise.
For the four—-dimensional discretization, we have:

o ™M = 3000, ™ = 5000,

o it = 20000, y™a* = 50000,

min __ max __
o VM = —6, v =6,
min __ max __
o v, = —6, v, =6,
e the number of particles in each direction is 32.

Remark 6.1 The use of the Connection Machine, with the C* programming language, has
shown the interest of parallel programming for nonlinear filtering and optimal control. When
we began to implement our algorithms it was one of the most efficient parallel computer
available, and C* a good high level language on this particular machine. Now, with the new
generation of parallel computers, for example the CM-5, and new programming languages,
like CM-Fortran, which is a primary implementation of the future High Performance Fortran
(HPF'), we hope to solve this type of problems faster and for higher dimensions.

Remark 6.2 (Cell approximation) For the cell approximation approach presented in Sec-
tion 5.3, we must explicit the prediction step (50). In this example we choose to introduce
an additional approximation so as to get, after the prediction step, a partition into paral-
lelepipeds.

Prediction step In this example, we make the following choice for the partition : we start with
a regular initial partition {BY; i € I} of a bounded subset of R*. We suppose that for
each i € I, the cell By is a parallelepiped of center xf), with constant side length 6, along
the p—th coordinate, p =1,---,4. Then at step k+ 1 we make the following choice : let
zh 1 = Pa(z}) denotes the center of the parallelepiped By, with side length 6, along
the p—th coordinate, p =1,---,4. We use the formula (30) :

= 3 BN 23 (Bl

. (A Lebesgue measure) .
jel AlBi

In this case the computation of \[BL N ®x(Bj.,)] is explicit.
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30000,

SE000,

30000,

S000,0

20000

-4859,

-2353,

140,40

2640.4

5140.4

|ﬂuit||Tenps

480

5.00

3,00

-3.00

-B.00

-B.00

-3.00

0,00

6,00

|Quit||TenpS H

480

Figure 15: Position (left) and velocity (right) marginals at the beginning of filtering (t=480s)

20000,

SE000

30000,

G000,0

20000

-3923,

-1423,

1076,4

3576.4

G07E.4

|Quit||Tenps

3600

6,00

3,00

0,00

-3.00

-6.00

-6.00

-3.00

0,00

3,00

6,00

|Quit||TenpS H

3600

Figure 16: Position (left) and speed (right) marginals at the end of filtering (t=3600s)
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Minimization (51) in the correction step For each i € I, let {P,;,,0 < ¢ < 16} denote the
corners of the four—dimensional paralleleliped By |, and let (xll’f,x?’e,xie,xﬁg) denote

the components of the {—th corner.
components. So, let

i2

1
z min arctan (

1<6<16 2

Then

Tie

T

The observation depends only on the first two

1
i A oy
z' = max arctan | —- | . (53)
1<¢<16 xe
i,
% —
pk—i—l =0 )
. 1 .
% % 2
P = =5 5 12 7 Zk+1
k+1 20_2 | | )
. 1 .
7 =42
Pra1 = —=—= |21 — 2" .
k+1 252 | |

In fact, in formulas (53), minimization and mazimization are done on 4 points because
only the first two components on the corners are concerned.

Remark 6.3 Performance analysis of the particle approximation applied to target motion
analysis has been studied in [1]. In this paper we compare the performances obtained on
different kind of computers (standard computers, super computers and parallels computers).
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