N

N
N

HAL

open science

Minimal Representation of Uniform Recurrence
Equations

Bruno Gaujal, Alain Jean-Marie, Jean Mairesse

» To cite this version:

Bruno Gaujal, Alain Jean-Marie, Jean Mairesse. Minimal Representation of Uniform Recurrence
Equations. STAM Journal on Computing, 2000, 30 (5), pp.1701-1738. inria-00074113v1

HAL Id: inria-00074113
https://inria.hal.science/inria-00074113v1
Submitted on 24 May 2006 (v1), last revised 27 Jul 2007 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00074113v1
https://hal.archives-ouvertes.fr

ISSN 0249-6399

%I INRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Minimal Representation of Uniform Recurrence
Equations

Bruno Gaujal, Alain Jean-Marie and Jean Mairesse

N° 2568
June 1995

PROGRAMME 1

apport
derecherche







Zd I N RI A

SOPHIA ANTIPOLIS

Minimal Representation of Uniform Recurrence
Equations

Bruno Gaujal, Alain Jean-Marie and Jean Mairesse*

Programme 1 — Architectures paralléles, bases de données, réseaux
et systémes distribués
Projet Mistral

Rapport de recherche n 2568 — June 1995 — 51 pages

Abstract: We consider a system of uniform recurrence equations of dimension
one. We show how the computation can be carried using minimal memory size with
several synchronous processors. This result has applications in register minimization
for digital circuitry and parallel simulation of timed marked graphs.

Key-words: uniform recurrence equations, register minimization, Strahler’s num-
ber, circuit design, (max,+) linear systems.

(Résumé : tsvp)

Supported by the European Grant BRA-QMIPS of CEC DG XIII.

*Research supported by the Direction des Recherches Etudes et Techniques (DRET) under
contract n° 91 815.

Unité de recherche INRIA Sophia-Antipolis
2004 route des L ucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex (France)
Tééphone: (33) 9365 77 77 — Télécopie: (33) 9365 77 65



Représentation Minimale des Systémes d’Equations
Récurrentes Uniformes

Résumé : On considére un systéme d’équations récurrentes uniformes de dimension
un. On montre comment mener le calcul de fagon synchrone en utilisant un nombre
de cases mémoire minimal. Ce résultat a des applications pour la minimisation du
nombre de registres dans les circuits digitaux ainsi que pour la simulation parallele
des graphes d’événements temporisés.

Mots-clé : équations récurrentes uniformes, minimisation de registres, nombre de
Strahler, conception de circuits, systémes (max,+) linéaires
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1 Introduction

The model under study will be the Uniform Recurrence Equations (URE) [12].
We consider E-valued variables X;(n),i € V = {1,...,k},n € K, where E is an
arbitrary space and K C Z? for some p € N. These variables satisfy the equations

X'L(n):Fl(X](n_PY))a(]aFY) E(E},VTLEK (1)
The set &; is a finite non empty subset of {1,...,k} x ZP.

There are various motivations to study URE. They appear in the description
of partial differential equations using finite difference methods or in the study of
discrete event systems. The case p > 1, K = ZP has often been studied in the
literature, see [12]. In such a case, some of the major issues are the constructivity [12]
and loop parallelization [6]. These problems and others appearing in this framework
will be discussed in §3.1.

In this paper, we consider only the simple case where K = Z (systems of di-
mension one). We investigate the problem of minimizing the number of “memory
locations”: we want to determine the minimal memory size that is needed to com-
pute all the variables X;(n) of Equation (1) using parallel processors with a shared
memory.

We show that the solution of this problem has many applications. It can be
used in order to obtain the most efficient representation of the system for simulation
purposes. This aspect of the problem will be investigated in §7. In a quite different
context, URE appear in the modeling of logical circuits, systolic arrays or program
loops. The minimization for URE enables us to obtain an optimal design of such
circuits (in terms of number of registers). This application will be discussed in §6.

The paper is organized as follows. In Section 2, we precise the definition of a
system of URE and we present two associated graphs, the dependence graph and the
reduced graph. In Section 3 we describe the problem that we are going to address.
Section 4 investigates the relations that can be found between cuts in the dependence
graph and the memory size required for an execution of the URE; section 5 presents
the interpretation of the above quantities in the reduced graph. Finally in Sections 6

INRIA



Minimal Representation of Uniform Recurrence Equations 5

and 7, two applications are described, for digital circuits and (max,+) linear systems
respectively.

2 Basic Models

Definition 2.1. A system of Uniform Recurrence Equations (URE) on the set of
variables X;(n),i € V.={1,...,k},n € Z is a system of the form

Xi(n):Fi(Xj(n_7)7(j77)Egi: ’I’LEZ), (2)
where the set & is a finite non-empty subset of {1,...,k} x N.

The integers v are called the delays. The system S defined by Equation (2) is
said to be uniform because the dependence sets £; do not depend on n. Note that it
is possible to have two delays v,7" € N,y # 4/ such that (j,v) € & and (4,7') € &.

There is no restriction on the generality of the functions F; considered.

A system of URE S is constructive if given the values of the “negative” variables
Xi(n),n < 0, involved in § (initial data), there exists an ordering of the equations
such that, Vz,Vn > 0, all the variables present in the right hand side of the equation
defining X;(n) are either “negative” variables or can be computed before X;(n). This
condition is satisfied if and only if there is no cycle in the dependences, i.e. there does
not exist 1,...,%,%p41 = i1 such that (i2,0) € &, (13,0) € &;,,...,(i1,0) € &;,.

Remark 2.2. We could have considered an apparently more general definition of
URE allowing the delays v to be negative. In this case, the constructivity assump-
tion becomes

For each cycle (i1,71), ..., (ipsVp), ip+1 = i1 such that (4;11,7vj41) € &;,7 € {1,...,p}
then Eﬁ.’:l 7; > 0. Under the constructivity assumption, it is possible to come back
to Definition 2.1 through a simple renumbering of the variables (i.e. X;(n) :=
Xi(n + ¢;) for some constant ¢; € Z independent of n).

From now on, the system & that we consider is always assumed to be constructive.
We are going to present two equivalent ways to describe S : the dependence graph
and the reduced graph.

Example 2.3. The illustrative ezamples to be presented in the following correspond
to the system :

Xi(n) = Fi(X3(n—-1))

Xo(n) = Fp(Xi(n—2)) (3)
X3(n) = F3(X2(n), Xa(n—2))

Xy(n) = Fy(X3(n—1),Xy(n-1)),

RR n” 2568



6 Bruno Gaujal, Alain Jean-Marie and Jean Mairesse

2.1 Dependence graph

We introduce the graph D of the dependences between the variables X;(n).

Definition 2.4 (dependence graph). The dependence graph associated with a sys-
tem of URE is the graph D with (V X Z) as the set of nodes. There is an arc
from the node (i,n) to the node (j,m) if X;(m) = F;(X;(n),...) or equivalently if
(1,m —n) € & (notation: (i,n) — (j,m)).

The n-th levelin D is the set of nodes {(¢,n),1 < 7 < k}. The i-th columnin D is
the set of nodes {(z,n),n € Z}. In the following, we will refer to nodes (z,n), n <0
as negative nodes and nodes (i,n), n > 0 as positive nodes.

It is immediate from the definition of an URE that D is 1-periodic, i.e.

(i,n) = (G,m) = (in+1) = (;m +1).

Note also that the constructivity assumption implies that the graph D is acyclic.
We have represented in Figure 1 the dependence graph corresponding to the
system of Example 2.3.
The dependence graph appears under various forms and names in the literature.
For example, we can mention the following names: developed graph, task graph,
PERT graph, unfolded process graph or activity network.

2.2 Reduced graph

Since the dependence graph is 1-periodic, it can be folded into a more compact form.
This is how we construct the reduced graph R associated with the system S.

Definition 2.5 (Reduced graph).
The reduced graph is an arc valued graph R = (V, E,T'). The set of nodes is V =
{1,--- ,k}. There is an oriented arc in E from i to j if

Iy eN st (i,7)€&. (4)

Thas arc is valued with the delay . If there exist several delays v verifying condition
(4), E contains several arcs between the nodes i and j, with corresponding values.

INRIA



Minimal Representation of Uniform Recurrence Equations 7

1 2 3 4 Columns

Figure 1: Dependence graph associated with the system S of Equation (3).

There is an arc from ¢ to 7 in F, if and only if there are arcs from the column (3, .)
to the column (7,.) in the dependence graph. Note that system & is constructive if
and only if the sum of the delays along any circuit in R is positive.

The reduced graph associated with the system S of Example 2.3 is represented
in Figure 2. The delays 7 associated with the arcs are depicted in boxes.

Reduced graphs appear in the literature under the following names : computation
graph, Synchronous Data Flow (SDF) graphs, process graphs or uniform graphs.

RR n° 2568



8 Bruno Gaujal, Alain Jean-Marie and Jean Mairesse

Figure 2: Reduced graph associated with the system S of Equation (3).

2.3 Recycled case

In the following, we will particularly study a special case of URE, where the com-
putation of the variable X;(n) cannot be done before the computation of X;(n —1).
This case appears naturally in marked graphs to impose a FIFO behavior (see sec-
tion 7) and in other applications. This constraint can be modeled by imposing a
dependence between X;(n — 1) and X;(n), for all 7 and n. Formally, it results in
having (i,1) € &;, Vi, for the system of URE. Equivalently, it results in having a self
loop with delay one (hence the name recycled) in each node of R, or in having arcs
between the nodes (7,n) and (i,n + 1) in D.
Figure 3 depicts an example of a recycled system.

2.4 Preliminary remarks

It should be clear from the definitions that there is a one to one correspondence
between the three models. Indeed, a system can be given by its reduced graph as
well as its dependence graph or system of equations.

If R is not connected, then the system of URE is made of two or more inde-
pendent systems which can be studied independently. In the rest of the paper we
will always assume that the graph R is connected.

In the following, we will study more precisely the relations between D and R.

INRIA
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Figure 3: Recycled reduced and dependence graphs.

3 Parallel Executions

In this part, we will define the problem to be investigated in the rest of the paper.
Roughly speaking, we want to minimize the memory size required to compute a
system S. In §3.1, we discuss the main issues that have been studied in the field
of uniform recurrence equations and we explain the difference with the aim of this
paper. Section §3.2 gives a formal definition of the question we investigate in the
following.

3.1 Relations with the basic scheduling problem

Organizing efficient computations for uniform recurrence equations on parallel com-
puters has now taken a considerable importance in the literature. In the past, the
investigations have often been oriented towards speeding up the execution with no
or little consideration for memory requirements.

Assume that initially the negative variables X;(n),n < 0 are known. The time
required to compute a variable X;(n),n > 0 in a system of URE is necessarily larger
than the length of a critical path in D from level 0 to (i,n). A computation of a
system of URE is as soon as possible if the time it takes to compute the variable

RR n° 2568
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X;(n) is exactly given by the critical path from level 0 to (z,n). A first question
that can be addressed is :

What is the number of processors required to carry out
a computation as soon as possible 7

This number is often called the degree of parallelism of the URE. In general, the
solution is given by the size of the maximal anti-clique in the dependence graph.

Once this question is settled and provided a sufficient number of processors are
available (z.e. larger than the degree of parallelism of the system), a problem is to
characterize the as soon as possible schedule. This problem is often called the basic
scheduling problem. It has been proved that for the as soon as possible schedule,
the time at which the variable X;(n) is computed is of the form An + d;, where A
is called the cycle time of the system (see [4]). Such a schedule is said to be linear.
For systems of higher dimension (i.e. when K =ZP, p > 1 in Equation (1)), partial
results on the optimality of linear schedules can be found in [5, 6].

When the number of available processors is fixed and less than the degree of
parallelism of the URE, finding the optimal schedule becomes NP-hard, see [11].

All the results mentioned above are related with the problem of minimizing
the number of processors used. This paper is concerned with the following dual
problem : how much memory is necessary to carry out the computations of an
URE, the number of processors being unlimited.

First, we should say that, in general, a computation as soon as possible requires
a lot of memory which may not even be bounded in n. This makes the alternative
to find a computation using a smaller memory size attractive. Second, the usual
time-space trade-off tells us that some interesting results can be expected to arise
when minimizing the memory size.

As one can expect, the schedule we will propose will not be as soon as possible in
general. The time required to carry out the computation of variable X;(n) will be
of the form A'n + d}, where X’ > A. Furthermore, the number of processors needed
to carry out the computation will be greater than the degree of parallelism, but
smaller than the memory size involved in the computation. In spite of these two
drawbacks, the schedule we propose provides a new insight on the best ways to
compute a system of URE and has interesting practical applications, see §6 and §7.

As shown in the following, the minimal size of the memory is related with cutsin
the dependence graph (instead of anti-cliques for the minimal number of processors).

INRIA
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3.2 Pebble game

Let us work with an URE, S and its associated dependence graph D as defined in
§2.1. We want to compute iteratively all the variables X;(n). At each step, the
variables which are necessary to carry out the computations have to be stored in
some memory locations.

We want to determine the minimal number of memory locations
needed to compute all the variables X;(n).

We give a description of this problem in terms of a pebble game (see [15]).

Game 1. We consider a dependence graph D. At step 0, one puts a finite number
of pebbles on negative nodes, i.e. on nodes (i,n),n < 0. By convention, we assume
that at least one of these pebbles is on level 0. At each step of the game, the following
moves are allowed.

Move 1 : Put a pebble on a node (i,n) if on each infinite oriented path (see
Definition 4.1) ending in (i,n) there is at least one node with a pebble.

Move 2 : Remove a pebble from a node.

An ezecution of the game is successfulif all positive nodes receive a pebble during
the execution. In the following, we will always refer to successful executions simply
as executions. The set of (successful) executions will be denoted £. A step of the
game may have a duration different from 1 unit of time, see the discussion in Remark
3.2.

Definition 3.1 (configuration). In an ezecution, the position of the pebbles at
step t € N, s called the t-th configuration and is denoted A(t). In particular, A(0)
corresponds to the set of initial pebbles.

Pebbles correspond to memory locations. A pebble put on a node corresponds
to the computation of a new data and its storage in the memory. The removal of
a pebble corresponds to the erasing of a data from the memory. An execution cor-
responds to a computation of all the nodes in the dependence graph. Our objective
will be to find an execution of the game using a number of pebbles which is as small
as possible. The total number of pebbles used by an execution e € £ is

Ple) & max A(t).

Our objective can be redefined as follows:

RR n° 2568



12 Bruno Gaujal, Alain Jean-Marie and Jean Mairesse

Problem 1. We want to find an ezecution e, € £ such that P(e,) = min.cg P(e).

The definition of Move 1 implies that we are allowed to perform function com-
positions during one step of the execution (see for example Figure 6, rule M3).
We have to take care of the fact that function composition has a cost. In order to
do so, we assume that step t lasts [ time units where [ is the length of the longest
path in D joining a node marked at step t — 1 to a node marked at step t. Note that
[ is also the longest chain of function compositions performed during step .

Remark 3.2. Here is a possible execution of the game. The initial pebbles .4(0)
remain unchanged along the execution. An additional pebble is used to mark suc-
cessively all the nodes in the graph. In this case, marking all the nodes up to level
n takes Q(n?) units of time. On the other hand, we say that an execution has a
linear time complexity if it puts a pebble on node (7,n) within O(n) time units for
all n. The set of linear executions is not empty. For example, if we mark the nodes
as soon as possible, then node (7,n) is marked at time An + d;.

The executions that we are going to propose to solve Problem 1 will not be optimal
in terms of time complexity (i.e. will not be asap). However, they will always be
linear, which means that the loss in terms of time efficiency is kept under control
(see also the discussion in §3.1).

In order for the pebble game to be rigorously defined, we need to have some
additional rules. We are going to define four different set of rules My, M2, M3 and
My.

M : Asynchronous execution We consider two additional rules. In particular,
we further constrain the rule of Move 1.

e Move 1’ : Put a pebble on a node if all the predecessors (for the precedence
relation) of this node have a pebble.

e It is possible to perform one move of type 1’ and several moves of type 2 during
one step of the game. On the other hand, it is not possible to perform several
moves of type 1.

Let us consider the example of Figure 4. We have represented a small part of
the dependence graph of the URE X;(n) = F;(X1(n—1), X2(n—1), X3(n—1)),Vi =
1,2,3.

At step t, there are pebbles on the nodes (1,n),(2,n) and (3,n). At step ¢t + 1,
we can put a pebble on node (1,n + 1) as all the predecessors (i,n) have a pebble.

INRIA
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o QLR R RN AR

step ¢ stept+1

QLA R
\5% ¢ %/

step t + 2 stept+ 3

Figure 4: Asynchronous rule, M1, five pebbles are needed.

At step ¢ + 2, and for the same reason, we can put a pebble on node (2,n+1). At
step t + 3, we put a pebble on node (3,7 + 1) and we remove the pebbles on nodes
(i,n) (they are not needed anymore). The minimal number of pebbles needed to
describe the dependence graph of Figure 4 is 5.

This rule corresponds to the necessity of performing asynchronous computations.
It is relevant if we use a sequential computer to perform the calculations. In this case,
the maximal number of pebbles used during the game corresponds to the minimal
number of memory locations needed to carry out the computation.

Remark 3.3. When Game 1, rule M, is performed on a binary tree, the minimal
number of pebbles is known as the Strahler’s number. This Strahler’s number ap-
pears in various fields ranging from hydrology or combinatorics to molecular biology.
For a nice review paper, the reader is referred to Viennot [18].

In the forthcoming set of rules, we switch back to the original definition of Move
1, see Game 1.

My : Synchronous execution We consider Game 1 with the following additional
rule.

RR n° 2568
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e Several moves of type 1 and several moves of type 2 can be performed at the
same step of the game.

We consider, in Figure 5, the same example as previously under the new set of
rules.

NN (g P

i '

step t stept+1 step t 4+ 2
Figure 5: Synchronous rule, Ma. Three pebbles are needed.

At step n, we have three pebbles on nodes (i,n), ¢ =1,2,3. At step n+1, we put
simultaneously three pebbles on nodes (7, 4+ 1) and we remove the initial pebbles.
Hence, the number of pebbles needed by this execution is three.

This rule corresponds to the case where several synchronous processors are used
during the computations. It will be adapted if we use parallel synchronous processors
with shared memory to carry out the calculations.

M3 : Synchronous regular execution We consider Game 1 with two additional
rules

e Several moves of type 1 and several moves of type 2 can be performed at the
same step of the game.

e If at step t the configuration is A(t), then at step t + 1, the configuration is
(A(t) + 1) defined by :

(i,n) € A(t) +1 <= (i,n—1) € A(t) .

The example of Figure 5 was also verifying the set of rules M3. To see that My
and M3 are different, let us consider the example of Figure 6. It corresponds to the

URE Xi(n) = F1(Xa(n — 1)), Xa(n) = F3(X1(n)).

INRIA
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In Figure 6 (I), only one pebble is needed. The corresponding execution verifies
rule M3 but not rule M3s. In Figure 6 (II), two pebbles are needed. The correspon-
ding execution verifies rule M3. The computations are performed according to the
following patterns :

e Rule My (Figure 6 (I)).

— step t : Xa(n) = Fo(X1(n)).
—stept+1: Xi(n+1) = F1(X2(n)).
—stept+2: Xo(n+1) =F(Xi(n+1))...

e Rule M3 (Figure 6 (IT)).

— step t : (X1(n + 1), Xa(n +2)) = (Fy o F2(X1(n)), Fa o Fi(Xa(n + 1))).
—stept+1: (X1(n+2),X2(n+3)) = (FroF2(X1(n+1)), Fro Fi(Xa(n+
2)...

Note that in the execution under rule M3, we perform function compositions,
F5 o0 Fy and Fy o F>. Hence each step lasts two time units.

Rule M3 has several advantages. First, the number of pebbles needed to carry
out the calculations, is easy to compute, it is equal to |A(¢)| (independent of ¢).
Second, a regular execution is interesting for implementation purposes. It provides
an easy computation of the variables in the new configuration from the ones in
memory by always applying the same operator. A non regular execution could be
practically very intricate to implement.

My : Synchronous regular non-anticipative execution

e Several moves of type 1 and several moves of type 2 can be performed at the
same step of the game.

e If at step t the configuration is \A(t), then at step ¢t + 1, the configuration is
(A(t) + 1) defined by (i,n) € A(t) +1 <= (i,n—1) € A(?).

e A path (see Definition 4.1) from a node in \A(t) to a node in A(t+ 1) contains
only nodes belonging either to A(t) or to A(t+ 1).

RR n” 2568
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Let us consider the example of Figure 6. In Figure 6 (IT), we have an example of
an execution which verifies rule M3 but not My. For example (see above), the node
(1,n + 2) is used at step ¢ but is computed only at step ¢ + 1 . On the other hand,
in Figure 6 (IIT), we have an execution which verifies rule My. In the example of
Figure 6. The corresponding computation pattern is :

e Rule My (Figure 6 (III)).

- step t: (Xl(n+ 1),X2(TL+ 1)) == (Fl(Xg(n)),FQO Fl(Xg(n)))
— stept+1: (Xl(n+2),X2(n+2)) = (Fl(XQ(n+1)),FQOFl(XQ(n+1))) e

Remark 3.4. In Figure 6, the number of pebbles is the same for the two set of
rules M3 and My. It is not always the case, see Figure 10.

3.3 Summary

In the following, we will use the notations :
e & : the set of all possible (synchronous) executions under rule M.

e RE : the set of all possible executions under rule M3. Elements of RE will be
called regular executions.

e N'RE : the set of all possible executions under rule My. Elements of N'RE
will be called non-anticipative regular executions.

Note that
NRECRECE.

Complexity Results Under rule My, the problem of determining the minimal
number of pebbles to compute a general directed acyclic graph with one final node
has been considered by Sethi [16]. In that paper, it is proved that this problem is
NP-complete. Here, we can easily embed any directed acyclic graph on each level of
a recycled dependence graph. We also embed the same acyclic graph between two
levels of D (see figure 7).

Now, it is not difficult to see that the minimal number of pebbles needed under
rule M in this dependence graph is the minimal number of pebbles necessary to
carry out the computation on the original acyclic graph plus the number of columns
in D. Therefore, our problem under rule M; is also NP-complete.

INRIA
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Oo——=0 Oo——=0

o0
@ &0 -0

(IT) O—<0 {

O——=0

(I11) O—=0 o O—s0

O0——=0 O——=0 O+—=0

Figure 6: Rule My (I), rule M3 (II) and rule My (III).
5

0\0/4

Figure 7: Embedding of an arbitrary acyclic graph in a dependence graph.

In the following we will only consider synchronous executions, i.e. the set of rules
Mo, M3 and My. In particular, we will characterize executions using a minimal
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number of pebbles under rules Mgy, M3 and My and we are going to prove that the
minimal number of pebbles can be found in polynomial time for the recycled case.

4 Cuts and Pebbles

From now on, we consider the recycled case, see §2.3. It is always implicitly assume
(unless otherwise specified) that the system under study is recycled.

4.1 Cutsin D

Let us recall some classical definitions of graph theory, all defined in the dependence
graph, D. For further references, see [7] or [10] for example.

Definition 4.1 (path). A path is a sequence of nodes and arcs in D of the form

- — (ip,n0) — (i1,n1) — (i2,m2) — -+ — (ig,ng) — ---. A path is bi-infinite if
it contains an infinite number of negative nodes and an infinite number of positive
nodes.

Definition 4.2 (cut). A cut C is a set of nodes in D such that any bi-infinite path
contains at least one node of C. A cut of minimal size is called a minimal cut.

Definition 4.3 (flow). A flow is a set of bi-infinite paths such that any two paths
do not share any mode. A flow containing a mazimal number of paths is called a
mazimal flow.

The most classical notion of cut involves arcs rather than nodes and a flow is a set
of paths which do not share arcs rather than nodes. However a small transformation
of each node into two nodes connected by an arc would allow us to go back to the
original notions.

Definition 4.4 (consecutive cut). A cut C in D is consecutive if on each column
of D, C contains only consecutive nodes, i.e.

Foralli eV, (i,n) € C and (i,n+1) ¢ C = (i,n+ k) ¢ C,Vk > 0.
An example of consecutive and non-consecutive cuts is displayed in Figure 8.
Lemma 4.5. There exists a minimal cut of D which 1s a minimal consecutive cut.

Proof. Let C be a minimal consecutive cut. We will prove that C is a minimal cut.
First, note that there are no arcs from C, to C; + &,k > 2, otherwise C would not
be a cut.
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A non consecutive cut A consecutive cut

Figure 8: Consecutive and non consecutive cuts (on a non-recycled example).
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Figure 9: Graph GG made from the lower and upper sections of C

Now, consider the sub-graph G of D made of the nodes C, U (C; + 1) and the
arcs between C,, and C;+ 1 in D. See figure 9.

A cut in a finite graph G is a set of nodes such that, when removed from G, there
is no arc remaining in G. Let A be a cut in G of minimal size. If |A| < |C,| then
C\Cy,UA would be a consecutive cut in D strictly smaller than C, which contradicts
the fact that C is a minimal consecutive cut. Therefore, we have |A| = |C,].

An adapted version of a famous “minimax” theorem first proved by Ford-Fulkerson
(see [7]) states that we can find |A| node-disjoint arcs in G. Since |A| = |Cy| =
|C7 + 1|, these arcs define a one to one mapping ¢ from C, to C; + 1. From ¢
we construct a flow in C in the following way. Select all the arcs of the form
((7,n) + k) — (¢(z,n) + k) for all (i,n) € C, and all k € Z. These arcs form a flow
F in D of size |C|.

Let C), be a minimal cut in D. Since F is formed by node-disjoint paths, Cp,
must contain at least | F| nodes, |C,y,| > |F| = |C|. We conclude that |C,| = |C|. O

This lemma is interesting by its own. In particular, it gives a proof of the
minimax theorem (which exists in many versions) in an infinite graph D.

Corollary 4.6. The size of the minimal cut is equal to the size of the mazimal flow
m D.

Another immediate corollary of Lemma 4.5 is that there exists a maximal flow
F in D which is 1-periodic (i.e. if the arc (i,n) — (j,m) belongs to F, then
(i,n+1) — (j,m+ 1) belongs to F).

Definition 4.7 (section). A section S in D is a set of nodes with exactly one node
per column, S = {(i¢,n;),1 € V}.
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Figure 10: Compatible and non compatible cuts.

Note that since D is recycled, a cut contains at least one node per column. Using
this property, one can define the upper and lower sections of a cut.

Definition 4.8 (upper, lower section). The upper (resp. lower) section Cy (resp.
C1) of a cut C is the set of nodes (i,n) in C such that the nodes (i,n — h),h > 0
(resp. (i,n+ h),h > 0) do not belong to C.

Definition 4.9. We say that an arc crosses a section S = {(i,n;),i € V} from top
to bottom if it is an arc of the form (i,n; —h) — (j,n; +1) with h > 0 and [ > 1.
An arc (i,n; +1) — (j,n; — h) crosses S from bottom to top if | > 1 and h > 0.

Definition 4.10 (compatible section, compatible cut). A section inD is com-
patible if no arc crosses the section from bottom to top. A consecutive cut is said to
be compatible if its lower section is compatible.

Note that it can be that no minimal consecutive cut in D is compatible. This
is the case in Figure 10 where the minimal compatible cut contains 5§ nodes while a
minimal consecutive cut of size 4 can be found.

4.2 Relations with executions of Game 1

Lemma 4.11. A configuration of any execution e € £ is a cut in D.

Proof. Let A(t) be the t-th configuration of some execution e belonging to £. Assume
that A(t) is not a cut. By definition, there exists a bi-infinite path P which does
not have any node in A(t). According to the rule M2 of Game 1, no positive node
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Figure 11: A non consecutive cut which is not a regular configuration.

on P can ever be marked during the execution after step ¢ and all of them cannot
have received a pebble during the t first steps. This contradicts the fact that e is an
execution of £. O

Lemma 4.12. A consecutive cut is a configuration of a regular execution (RE ).

Proof. Let C be a consecutive cut in D. We have C +1 = (C\C,) U (C7 + 1).
Therefore, C' is a regular configuration if and only if for each node (i,n) in C; + 1,
there is no infinite path P terminating in (¢,n) that does not intersect the cut. But
if such a path could be found, then the bi-infinite path PU{(i,n+h),h € N} would
not intersect C'. This contradicts the fact that C' is a cut. O

Remark 4.13. Note that a non consecutive cut may not be a regular configuration,
as illustrated in the example of Figure 11. In that example, the node (2,n+2) belongs
to C'+ 1 but cannot be computed using only variables in C' (as it depends on (3, n)
for example). Therefore, the cut C is not a regular configuration.

Lemma 4.14. A compatible cut is a configuration of a non-anticipative regular exe-

cution (NRE).
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Proof. Let C be a compatible cut. Since C is consecutive by definition, Lemma
4.12 tells us that C is a configuration A(t) of a regular execution e. Suppose that e
is anticipative. This means that there exists a node (say (7,n)) in A(t 4+ 1) with a
predecessor (say (j,m)) not marked at steps ¢t or t4+1. The arc (j,m—1) — (i,n—1)
crosses the lower section of C' from bottom to top. This contradicts the fact that C
is compatible. O

We are now ready to state the main result of this section.

Theorem 4.15. Let us consider a recycled system of URE S. We perform Game 1
on its associated dependence graph D. We have

min Ple) = 15161?77(6). (5)

In other words, there exists a regular execution which requires a minimal number of
pebbles.

Proof. The proof of the theorem is a direct consequence of Lemmas 4.11, 4.12 and
4.5. First, note that all configurations are cuts, Lemma 4.11. Let C be a consecutive
cut of minimal size, which exists by Lemma 4.5. By Lemma 4.12, C is a regular
configuration. U

Theorem 4.15 has several interesting corollaries. First, it allows one to focus on
regular executions since no fancy irregular execution of the URE can be done with
fewer pebbles. Then, it provides a polynomial method to find an optimal execution
as shown in §4.3. As for non-anticipative executions, polynomial algorithms will be
given in §6.4.

4.3 Complexity results

We are going to compute a maximal flow in D and then apply Corollary 4.6. If we
want to use the algorithm of Ford and Fulkerson [7] to compute a maximal flow in
D, we need first to restrict ourselves to a finite graph.

We call span of a cut the difference between the smallest level and the largest
level containing a node of the cut.

A slice of D from level0 to level n will be sufficient to compute the maximal
flow in the graph if a consecutive minimal cut spans over less than n levels. So it
is important to determine, or at least to bound, the span of a consecutive minimal
cut.
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Lemma 4.16. The span of a minimal consecutive cut ts smaller than the total sum

of the delays in R.

Proof. Let C be a minimal consecutive cut. The associated maximal 1-periodic flow
F is a set of paths in D. First, note that these paths cover all the nodes in D.
Indeed, by the 1-periodicity of F, if a node (z,n) is not in F, then the whole column
(7,.) is not in F, but this means that the bi-infinite path {(7,n),n € Z} can be added
to flow F and this would contradict the maximality of F.

Let P; be any path in F. Since P; is bi-infinite, P; intersects at least one
column in D infinitely often. We denote by ¢g,%1, - ,%, the successive columns
visited by the path P;. Now, using the 1-periodicity of F, the total number of paths
intersecting columns g, %1, ,%;, in F is k1. By definition of R there exists a circuit
(L1) in R containing the nodes ig,%1,--- ,%;, and of total delay k;. The span of C
on columns g, 21, -- ,%;, is smaller than k.

A new path P, in F not intersecting columns g, ¢, - ,?;, ranges over different
columns ¢j, 41,4, 42, -, 1, and defines a circuit (L2) in R similarly. The span
of C' on columns %7, 41, -- ,%, is smaller than k. We apply the same arguments to
all the paths in F until all columns in D are covered. This defines a set of circuits
H in R covering R.

We build a new graph G starting with R where each circuit in H is aggregated
into one node. G has |H| nodes and all the arcs in G do not belong to any circuit in
H.

The span of C is smaller than the sum of the span on all circuits in H plus the
sum of the delays on all the arcs in G . Note that no delay is counted twice in this
upper bound. Therefore, the total span (M) of C is smaller than the total sum of
the delays in R. O

Remark 4.17. This bound is tight since it is not difficult to exhibit examples in
which the span of the minimal cut is the sum of all the delays in R. However, in
most cases, the span of a minimal consecutive cut is significantly smaller.

Let M be the sum of the delays in R. A slice of D with M levels has the
same cut size as D itself. The computation of the minimal cut in a finite slice of
D can be done using the augmenting path algorithm, see [7] [10]. Starting with a
1-periodic flow (the recycled columns) and maintaining the 1-periodicity throughout
the construction yields a maximal 1-periodic flow. The complexity of the construc-
tion of the maximal flow is O(M?k?). By Corollary 4.6, it provides the size of a
minimal (consecutive) cut in D.
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5 Cuts and Delays

In this section, we will exhibit the relations that can be found between cuts in D
and values of the delays in R.

5.1 Retiming

A retiming of R is a transformation of the graph resulting in a decrease or increase
of the values of the delays but with no transformation of the graph topology. This
notion has been described in digital circuits to move registers (see §6) and in Petri
nets, where a retiming corresponds to the firing of transitions (see §7).

Definition 5.1 (retiming). A retiming of R is a node function r : V. — N which
specifies a new value of the delays. After retiming r, the value of the delay on an
arc (1,7) in the new graph R, is v, = v+ r(i) — r(j).

In the example of Figure 12, the new values of the delays correspond to a retiming
r such that r(1) =1,7(2) =1 and r(3) = 0.
Note that after a retiming r of R the delay on one arc can be negative as in

Figure 12.

Lemma 5.2. Two retimingsr and r' yield the same value of the delays in a connec-
ted graph R if and only if there exists a constant h € Z such that Vi € V,r(i) =
r'(i) + h.

Proof. First, if r(z) = r/(¢) + h for all ¢ € V, then on any arc (3,7), v» =y + (i) —
r(j) = v+ r'(i) — r'(j) = vw. Conversely, if v« = 7,, then r(i) = r'(z) + h and
r(j) = r'(j) + h for some h € Z. The fact that R is connected implies that the
constant h is the same for all the nodes in V. O

The question that arises now is what is the corresponding notion in the graph D?
To answer this question, let us consider the graph D, associated with the retimed
reduced graph R,. This dependence graph can be constructed directly from D by
shifting the columns as described in Lemma 5.3.

Lemma 5.3. A retiming r in R corresponds to an isomorphism f, between D and
D, defined by:
fr: D - D,

(i,n) - (ian_r(i))

The function f, will also be called a retiming of D.
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retiming r associated

isomorphism f,
with section S, !

R, D,

Q

Figure 12: Retimed reduced graph and dependence graph.
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Proof. By definition of D, there is an arc from (z,n) to (j,m) in D, if the delay in
R, on arc (4,7) is v, = m—n. We have v, = y+r(i) —r(j) = (m—r(j)) — (n—r(7)).
Therefore, f, is an isomorphism between D and D,.. O

We recall that the notion of section was defined in 4.7. A retiming r in R can
be associated with the section S, = {(¢,7(¢)),7 € V} in D.

Lemmas 5.2 and 5.3 tell us that two retimings r and »’ are similar (in the sense
that they yield the same value of the delays) if and only if they are associated with
two sections S, and S/ with S, = S,» + h, for some h € Z. This relation enables us
to define a parallelism relation between sections in D as well as between retimings
in R. We say that section S, (resp. retiming r) is equivalent to section S, (resp.
retiming r') if S, = S, +h, for some h € Z. In the following, we will always consider
one arbitrary section among the equivalent class and call it the section associated
with retiming r.

5.2 Counting the delays

Given a graph R, there are different possible ways to count the number of delays
involved in the graph. We are going to propose two different ways of counting, mode

A and mode B.

Mode A : The number of delays in R is
ey Y o o
1€V (jy)Esi

Mode A corresponds to the exact number of registers appearing in the graphical
representation of the reduced graph R as defined in §2.2. See for example, Figure
13 (A).

Mode B : The number of delays in R s
Ip=> max{y| Jist. (j,7) €&} (7)
JjeEV
Let us explain this mode of counting. Assume that node j € V has several
output arcs with respective delays y1,7v2,- -+ ,7;. If we allow the possibility to share

the delays between these | arcs, the number of delays will be counted as maxy v
instead of ), v as in Mode A.
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Graphically, I' p corresponds to the number of delays in a modified reduced graph
where we have performed a forward splitting of the nodes. An example is provided
in Figure 13 (B). We have added a “dummy” node, represented by a black dot,
with function F' =Identity. The other nodes remain unchanged. This reduced graph
describes exactly the same system of URE. More precisely, the variables computed
at the white nodes in Figure 13 (B) are the same as the variables computed in Figure

13 (A).

There is another way to interpret mode B. Let us assume for a moment that
we modify the definition of a reduced graph. We consider a reduced graph R where
delays are put on nodes instead of arcs. The total number of delays in graph R is
equal to I'p. This is illustrated in Figure 13 (B).

In the following, we will say, with some abuse of language, that counting mode

A corresponds to delays on arcs and counting mode B to delays on nodes.

Other ways of enumerating delays are conceivable. We will not consider them
as they appear to be less interesting, mathematically speaking as well as from a
practical point of view.

Deciding which counting mode of the delays to choose is very important. Dif-
ferent modes will yield different optimal graphs, after minimization of the number
of delays.

5.3 Cuts and delays

We recall that the system under study is assumed to be recycled.

Consider a section S = {(7,n;),7 € E} in D. We define a consecutive cut C(S)
of the graph in the following way. On column i, C(S) contains all the nodes (7,n)
such that there is an arc from a node (¢,n) to a node (j,m), m > n;.

C(S) = {(ian),i € V,ngni | El] € Vam >TLJ',(7:,’I’L) - (.77m)}

Note that C(S) is a cut with lower section S. Furthermore, if any node is removed
from the upper section of C(S), then it is not a cut anymore.

In a cut C, a node (i,n) € C is redundant if C\{(¢,n)} is a cut. Note that any

consecutive cut C' with no redundant node on its upper section is characterized by
its lower section S; only. More precisely, we have C = C(.5;).
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Figure 13: Different ways to enumerate the delays.

We are now ready to state the relations between delays in R and consecutive

cuts in D.

Lemma 5.4. Letr be a retitming of R and S, an associated section in D. Then the
number of delays in R, under mode B (I'p) is equal to the cardinal of the cut C(S;).

RR n° 2568



30 Bruno Gaujal, Alain Jean-Marie and Jean Mairesse

Proof. We recall that the section associated with r is S, = {(7,7(7)),7 € V'}. First,
let us prove that the size of C(S,) (cut in D) is the size of C(f,(S;)) (in D,). Note
that by definition, f,(S;) is on a single level, f,.(S,) = {(¢,0),¢ € V}. From the
definition of f,, it should also be clear that f.(C(S,)) = C(f-(S;)) and a fortior:
fr(C(S,)) and C(f(S,)) have the same size.

It remains to be shown that the size of C(f,(S,)) is the number of delays counted
according to mode B. The delay on node ¢ of R is the maximum of all v, for all
(4y¥r) in & p. This maximum (m) induces an arc in D, from node (i,—m + 1) to
node (j,1). By construction, C(f,(S;)) contains exactly m nodes on column 7: nodes
(i,O),(i,—l),' o :(i>_m+ 1)'

The same argument repeated on each column of D, finishes the proof. O

We recall that given a section S, we defined the arcs crossing S from bottom to
top or top to bottom in Definition 4.9.

Lemma 5.5. Let r be a retiming of R and S, an associated section in D. The
number of delays in R, under mode A (T'4) is equal to the number of arcs in D
crossing section S, from top to bottom minus the number of arcs crossing S, from
bottom to top.

Proof. By definition of f,, all the arcs crossing f,.(S,) in D, are the transform by
fr of the arcs crossing S, in D. We will rather count the arcs in D,. Pick one arc
in R, (4,7) with delay v > 0. In D,, this arc induces exactly v arcs crossing f,.(S,)
from top to bottom, the arcs:

(,0) — ()
(i>_1) - (j77_1)
(—r+1) — (1),

Similarly, an arc in R,, (4,7) with delay v < 0 induces exactly —vy arcs crossing
fr(S;) from bottom to top:

(=) — (5,0
(G—-1) — (G-1)

(1) — Gy +1).

The same argument applied to all the columns finishes the proof. O
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Remark 5.6. Lemma 5.4 shows that one can describe the number of delays I'p as
the cardinal of a set of nodes of D. On the other hand, we deduce from Lemma 5.5
that the number of delays I' 4 is computed as the cardinal of a set of arcs in D. This
is natural as we have seen that (roughly speaking) mode A corresponds to delays on
arcs and mode B to delays on nodes.

The notion of compatible cut introduced in Definition 4.10 has a very natural
interpretation in terms of delays.

Proposition 5.7. Let r be a retiming of R and S, an associated section in D. The
retimed reduced graph R, has only non-negative delays if and only if the section S,
is compatible in D.

In Figure 14 (this example is the same as the one of Figure 10), we have repre-
sented the retimed reduced graphs associated with two sections (cuts). One of them
is compatible, Figure 14 (I), and the other one is not compatible, Figure 14 (II).

In §4.2, we have established the relations between configurations (for Game 1)
and cuts in the dependence graph. In this paragraph, we have established the
relations between cuts and delays. As an immediate by-product, we obtain the
relations between delays and pebble configurations.

e An execution e € £,e € RE has configurations with different shapes at each
step. Since any configuration can be viewed as a set of value of the delays in
a retimed reduced graph, then an execution which is not regular provides a
different value of the delays in R at each step of the computation.

e On the contrary, for an execution e € RE the configurations are just shifted
between two steps and this induces a fixed value of the delays in R.

e Finally, an execution e € N'RE corresponds to fixed and non-negative delays.

5.4 Summary and open problems

In the recycled case, the following table gives a summary of the main relations
established so far between executions of a system of URE, cuts in D and delays in

R.

Executions of Game 1 Cuts in D Delays in R
execution in & arbitrary cut changing delays
regular execution, RE consecutive cut fixed delays
non-anticipative reg. exec., N'RE | compatible cut | non-negative fixed delays
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Figure 14: Compatible and non compatible cuts, non-negative and negative delays.
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To complete the picture, it would be nice to extend all the results presented in this
section to the non recycled case. The different definitions (cut, flow, section) extend
easily to the non-recycled case. The main results which would make everything else
easy to generalize are of two types. Results related with cuts in D, §4.1, and results
linking cuts and regular configurations, §4.2. For example, is it possible to find a
minimal cut which is consecutive (generalization of Lemma 4.5) ? Can we find a
minimal consecutive cut which is a regular configuration (generalization of Lemma
4.12)7? Tt seems that most of these properties still hold in the non-recycled case but
at this point the problem is still open.

One of the main results so far is that the size of the minimal consecutive cut is the
same as the size of the minimal cut in D (see Lemma 4.5). However, the example
displayed in Figure 14 shows that in some cases this minimal consecutive cut is
not compatible and therefore, its associated execution is anticipative. Although
anticipative executions seems to have no or little interest in practice, we will show in
the two applications presented below (sections §6 and §7) that there are particular
situations in which they can be used efficiently.

6 Application 1 : Registers in Circuit Design

In this section we will show how the previous results relate to the problem of register
minimization in digital circuits. The interest of the relation will be two-fold. In a
first part we show how the notions we defined so far help to prove the optimality of
retiming in digital circuits. In a second part, we will use the algorithms developed
in digital circuits to get optimal regular executions of a system of URE.

6.1 Definition of a circuit

A digital circuit is constituted by functional gates, wires and registers. More preci-
sely,

e A functional element computes an output data from one or several input data.
For example, in the case of a logical circuit, the functional elements will be

boolean logical gates (AND, OR,...)

e A wire between element ¢ and element j enables to transfer the output data
of ¢ which becomes an input data for j.
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e A register corresponds to a storage facility. A register of size p (or equivalently
p registers) between elements ¢ and j enables to keep in memory the last p
values computed by the element i.

The model of the behavior of the system is the following. There is a global clock
for the system. Between two clock ticks, here are the operations taking place.

e Functional element :

1. receive the input data from upstream registers.
2. compute a new output data.

3. send the output data to downstream registers.
e Register :

1. transmit the stored data downstream (to another register or a functional
element depending on the structure).

2. remove the stored data.

3. receive a new data from upstream (from another register or a functional
element depending on the structure).

Between two clock ticks, these operations are synchronously performed at all
functional elements and registers®.

Let X;(n) be the n-th variable computed at element . After n clock ticks, exactly
n values have been computed at each element ¢, i.e. the variables {X;(m),m < n}
have been computed. The number of registers on a wire between ¢ and j corresponds
to the number of variables X;(n — k) which need to be still in the memory in order
to carry on the computation of the variables X;(n + k).
It appears from the previous description that a digital circuit can be viewed as the
reduced graph R of some system of URE. The functional elements of the circuit
correspond to the nodes of R, the wires to the arcs and the registers to the delays.
The computation operation corresponding to the functional element 7 is denoted by
F; to be coherent with previous notations. In the remainder of the section, we will
use indifferently the terminology of digital circuits and the one of reduced graphs.

We have represented an example of a digital circuit in Figure 15. We have
represented the flow of data between clock ticks. We have chosen on purpose a
graphical convention coherent with the one of reduced graphs.

'In particular, we do not consider systems where the computations times might be different from
one element to the other.
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A B

After n — 1 ticks C Xi(n — )P Xi(n —2) ’ O B X j(n —1)| B

After n ticks O—» Xi(n) [P Xi(n— I)HO—> Xj(n) -

After n + 1 ticks O—— x5ttt xi(n) () ———®{X;(n +1)| >

i J

Figure 15: Digital circuit computing X;(n) = Fj(X;(n —2),...).

Remark 6.1. It might be interesting to consider that the different operations des-
cribed above have a duration, let us say 1 unit of time for a computation and
instantaneous for a transmission-reception. According to this, the elementary ope-
rations occurring between two ticks have a total execution time. It is 1 for the system
X;(n) = Xi(n =),y > 0 and 2 for the system X;(n) = X;(n) (both variables are
computed successively during the same clock interval. Hence the length of the time
interval between two clock ticks has to be at least 1 in the first case and at least
2 in the second one. More generally the time interval between two clock ticks has
to be equal (at least) to the length (i.e. the number of nodes) of the longest path
without registers in the graph R. Hence it is often a problem of practical interest
to minimize the longest path without registers, see [13] [3]. We will not consider
this problem in the following. We consider the problem called min-area in [13]. It
consists in minimizing the number of registers.

6.2 Counting the registers

The two modes for counting delays (see §5.2) are interesting from a practical point of
view, when delays are viewed as registers in digital circuits. In order to explain it, we
are going to focus on the example of Figure 13. Let us compare the characteristics
of the three digital circuits, A, B and B, proposed in Figure 13. In circuit (4),
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there is a synchronous write operation (also called fanout) performed by node 7
when displaying its output data to downstream registers. In circuit (B), there is
a synchronous read operation performed by the nodes jo and j3 when they get the
variable stored in the first register of node 7. According to physical and technological
constraints, it might be better to avoid either synchronous read or synchronous write,
hence to prefer either circuit (4) or (B).

Even if we assume that synchronous read has to be avoided (as it is often the case
for digital circuits), we might be interested in considering circuit (B) instead of
circuit (A). In circuit (B), we have less registers but more functional gates. Hence
depending on the compared cost of a node and a register, one shall consider one
circuit or the other.

6.3 Minimizing the registers

A classical problem in circuit design is to minimize the number of registers used
while preserving the functional behavior of the circuit (i.e. while computing the
same variables X;(n)), see the seminal paper of Leiserson and Saxe [13]. If the
circuit (i.e. the corresponding reduced graph) is recycled, this problem is directly
connected with the notions introduced in §4 and §5. It enables us to propose some
complements to the results of [13] for the special case of recycled circuits.

6.3.1 Optimality of retiming

In [13], Leiserson and Saxe define a notion of retiming which is exactly the one of
Definition 5.1. They restrict their attention to legal retimings.

Definition 6.2. A retiming r is legal if R, has only non-negative delays.

This is a natural restriction as legal retimings are the only one having a physical
meaning for circuits (at least apparently, see §6.3.2). They also define register sha-
ring. This corresponds exactly to the transformation from circuit (A) to circuit (B)
in Figure 13. Leiserson and Saxe prove that retiming and register sharing preserve
the functional behavior of the circuit. Then they propose an algorithm to compute
the optimal circuit after retiming and also after retiming and register sharing, see

§6.4.

However the question whether other techniques can be used to get a circuit with
even fewer registers remains to be answered. Using the results of previous sections,
we show that the retiming technique combined with register sharing does in fact
minimize the number of registers.
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This result comes from the following argument. Let us consider a circuit. We
consider the same circuit where we have positioned the registers in an arbitrary
way. We assume that the functional behavior is not modified. These registers
can be seen as delays in the reduced graph R. If the functional behavior of the
circuit is preserved, it means that the delays correspond to a non-anticipative regular
configuration in the associated dependence graph D. But in the recycled case, such
a configuration is also a compatible cut in R. The lower section of this cut defines
a compatible section which is in turn associated with a legal retiming of the circuit.
Therefore, the positions of the registers can be obtained from a retiming of the
original circuit.

Corollary 6.3. If we count the number of registers according to mode B, then we
can obtain a circuit with a minimal number of registers solely by performing retimang.

Proof. This is a direct consequence of Lemma 5.4. O

6.3.2 Further modifications of the circuit

If we allow other modifications of the circuit than just register sharing, further im-
provements on the number of registers can be obtained.

Let us consider the best possible retiming in the original circuit without res-
tricting ourselves to legal retimings (Definition 6.2). It corresponds to a minimal
consecutive (but not necessarily compatible) cut in the associated dependence graph
D, see §5.4.

It is possible to perform some appropriate modifications to the structure of the
circuit to go back to positive delays. The procedure is as follows. For each node
¢ following a negative delay, we track back the paths terminating at node ¢ until
the total delay on each path is non-negative. This is always possible for circuits
associated with constructive URE. The nodes initiating such paths are duplicated
into 2 nodes computing the same function. In the example of Figure 16, we have to
track back two paths: 3 «— 1+ 1 and 3 « 1 « 4 and node 1 is dublicated into 1
and 1'.

If the registers are counted according to mode B, the resulting circuit uses only
4 registers while the best possible number of registers we can get with only legal
retimings is 5. Of course, on the other hand, we have to increase the number of
functional nodes.
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Figure 16: A transformation of a circuit with negative delay into a circuit with
non-negative delay.

6.4 Complexity results

In [13], an algorithm is given to compute the best legal retiming of a circuit (with or
without using the register sharing technique). The complexity of this algorithm is
O(|E|?log|V'|). An efficient implementation of this algorithm can be found in [17]. In
the recycled case, this algorithm can be used to compute the minimal compatible cut
in D, using corollary 6.3. And finally using the correspondence between compatible
consecutive cuts and non-anticipative regular executions, see Lemma 4.14, this also
gives a way to find an optimal non-anticipative regular execution of a system of
URE. This is an example of results originally proved for digital circuits and applied
in the context of URE.

Further results developed for circuits can be applied in the computation of URE.
It is the case of the problem of the minimization of the clock period in digital circuits,
see Remark 6.1. This issue is not addressed here.

Conversely, the results of §4.3 (using the Ford-Fulkerson algorithm) can be ap-
plied in the context of digital circuit to compute the optimal (non necessarily legal)
retiming. This is interesting as it is not straightforward to extend the original algo-
rithm of Leiserson and Saxe to general retimings.
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7 Application 2: (max,+) Linear Systems and Parallel
Simulation

In the following we will apply our results to a particular class of URE: (max,+)
linear systems, and to issues arising in the distributed simulation of such systems.

Our interest for (max, +) systems comes originally from the analysis of a class of
timed Petri nets: Timed Event Graphs [1]. However, these systems arise naturally
in the study of general URE.

To see this, assume that, in the computation of some URE of the form (2),
computing X;(n) = F;(X;(n —1),...) requires o; units of time. Assume moreover
that the computation is performed on a parallel computer with an unlimited supply
of identical processors, common memory (or instantaneous communication), and no
synchronization overhead. If variables are computed as soon as possible (greedy
execution), then the make-span of the computation is given by an URE with the
same structure as (2). Indeed, if T;(n) is the instant at which the computation of
Xi(n) starts, then T; is given by T;(n) = max(Tj(n —v) + 0j,...).

We shall discuss below some issues arising in the computation of (max,+) sys-
tems. It should be clear that the results will apply, or can be adapted to other linear
recurrences, such as the (+, x) linear systems of classical control theory.

According to the preliminary remarks above, an application of the results of
this section will therefore be an algorithm to compute the make-span of the greedy
execution of some URE. Note that this algorithm itself will not be greedy.

We shall first introduce some concepts and notations. We will then present the
optimization problem which arises in the parallel computation of (max,+) URE, and
apply the preceding results to solve it. Finally, we shall mention some particularities
of stochastic versions of (max, +) systems.

7.1 Introduction

From now on, we therefore restrict our attention to “Linear Max-Plus Recurrences”

(MPR), which are URE of the form:

Xl(n) = max (XJ(’I’L — ’y) + 0‘2"]"7), Oij~ € Rt . (8)
(Gr)€éi

The assumption that o;;, is nonnegative is not necessary but natural because of
the physical interpretation we gave above.
Let us introduce some definitions and notation.
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Definition 7.1. The (max,+) semi-ring Ry,.x s the set R U {—o0}, equipped with
max, written additively (i.e. a ® b = max(a,b)) and the usual sum, written multi-
plicatively (i.e. a®b = a+0b). The zero element is noted ¢ = —co, and the unit
element is noted e = 0.

For matrices of appropriate sizes, we define (A®B);; = A;;®B;; = max(4,;, B;j),
(A®B);; = @), Air®Br; = maxy(A;+Byj), and for a scalar a, (a®A);; = a®@A;; =
a + A;j. When no confusion is possible, we abbreviate A ® B to AB.

We can rewrite Equation (8) with the previously defined notations. Let X (n) be
the column vectors of coordinates X;(n) and let A(vy) be the matrix with coordinates
A(7)ij = 0ijy if (4,7) € & and A(y)i; = € otherwise. We have

X(n)=40)3X(n)d A1) X(n—-1)®---® AT)®@X(n—-T), 9)

where I' is the maximum of the delays appearing in the sets &;.
This algebraic formulation enables some simple transformations. Let us define

[ k
A(0) =P A" =P ao”,
n=0 n=0

where k is the size of matrix A(0) and where A(0)? = I is the identity matrix defined
by I;; = e and I;; = €,1 # j. It is easy to prove that A(0)* is the formal inverse of
I — A(0), i.e. A(0)*(I — A(0)) = (I — A(0))A(0)* = I. Hence, Equation (9) can be

transformed into:

X(n) = A(0)*AD)X(n—=1) @ --- & A(0)*AT)X(n—T) . (10)

Equation (10) is nicer, because it involves only strictly positive delays, and is there-
fore obviously constructive.

Dependence graph The dependence graph has a general form as presented in
§2.1. Its only characteristic is that the functions on the nodes are “max” applied to
all entries.

Reduced graph A formalism naturally associated with (max,+) recurrences it
that of Petri nets. The graphical formalism of Petri nets is close but different from
the one we used for reduced graphs.
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Petri nets consist of transitions, usually interpreted as service centers (processing
units, etc.), and places containing tokens, usually interpreted as entities (programs,
customers...) receiving services from transitions. Places are connected to transitions
and transitions to places with directed arcs. It is therefore natural to speak of
“input places”, “output places” and so on. The passage from the reduced graph
associated with a MPR to the corresponding Petri net consists in replacing nodes
with transitions, and arcs with delay 6 with a place containing 6 tokens, connected to
the corresponding transitions. Values of the delay therefore correspond to positions
of tokens, called markings.

Figure 17 shows such a transformation.

(a) (b)

Figure 17: Transformation of a reduced graph (a) into a Petri net (b).

The Petri nets corresponding to reduced graphs have the particular property that
places have exactly one input transition and one output transition. This property
defines the class of Event Graphs (EG).

Petri nets are dynamical systems, in which tokens may move, according to the
following rule. Transition may fire, thus removing one token from every input places
and creating one in every output place. A fundamental remark is that firings in
a Petri net are equivalent to retimings in reduced graphs (see §5.1). Indeed, the
equations describing the transformations of the marking after a firing are precisely
of the form 7' = v+ r(7) — r(j).

It is important to note that the usual convention for Petri nets is that a firing may
occur only when at least one token is present in every input place of the transition.
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This requirement is dropped here. We therefore allow negative markings, which
correspond to the negative delays of §5.

In titmed event graphs, durations are associated with firings. Linear (max,+)
systems of the form (8) describe the evolution of the associated event graphs in the
following way. The variable X;(n) represents the instant at which the n-th firing
of transition ¢ starts, given that transitions start firing as soon as possible, that
is, as soon as all tokens necessary are present in the input places and available,
t.e. not involved in another firing. This interpretation holds under the assumption
that the system is recycled, because the fact that tokens are involved in at most
one firing implies that tokens go through transitions in a first-in-first-out (FIFO)
order. Therefore, there are no overtaking of tokens, and the n-th firing of transition
i requires the (n — 7;;)-th token produced by transition j.

7.2 MPR of order 1

A standard step in the analysis of linear systems is the transformation of recurrences
of order T' such as (10) into an “equivalent” system of order 1. For general URE,
this operation consists in introducing new variables Xj1,..., X, and new functions

Gi,i € {1,...,£} such that
Xi(n) =Gi(Xj(n—7)),1<i< 4, (j,7) €&, neN, y<1. (11)

This is usually done by setting X(;_1)xr1,(n) = Xi(n — ), for 1 <7 < k and
1 < v < I'. The new number of variables is therefore £ = kI.

In the case of (max,+) linear systems, the equivalent system of order 1 is cha-
racterized by a matrix of size £ x £. The recurrence becomes

X(n+1) = A(n)®@ X(n) . (12)

In some practical applications, it may be desirable to reduce this size as much as
possible. An instance of such applications is described in the following section.

7.3 Parallel simulation of time varying MPR

For the purposes of this section, we informally introduce a generalization of the URE
model (2), in which the functions F; may additionally depend on n. The particular
example we have in mind is that of MPR of the form (8) in which the numbers
0ij~ are allowed to depend on m. In the analysis of discrete event systems, these
sequences are commonly assumed to be random.
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Consider therefore an URE defined with a sequence of (possibly random) func-
tions :

{(F{y... FD), nE N} .

We consider the associated dependence graph D and the pebble game under the set
of rules M3. Executions under this rule are regular, and therefore characterized by
a finite set A(0) C {1,...,k} x Z~ providing the position of the pebbles at step 0.
Let X(n),n € N, be the vector whose coordinates are X;(p + n) for (i,p) € A(0).
By definition of rule M3, see §3.2, we have that there exists a sequence of functions

{¢",n € N} such that:

X(n+1)=¢"(X(n)) =¢"0¢" o---04°(X(0)). (13)

The simulation of the system consists in computing the value of all X (n). A
possible algorithm for doing this with a parallel computer uses the so-called parallel
prefix principle. Using the fact that the composition of functions is associative, it is
possible to divide the computation of ¢"o- - -0¢? in smaller products ¢pPo- - -0¢? which
may be computed by different processors. Note that for this, it is necessary that
the operators ¢ possess a numerical representation on which composition may be
performed. This is typically the case for linear operators, which are represented by
matrices, for which composition is equivalent to the common product. The parallel
prefix algorithm therefore directly applies to the parallel simulation of MPR (12).

A way to quantify the efficiency of the parallel algorithm is to evaluate its PRAM
complexity. It can be shown that the number of operations required to simulate the
linear system up to time N with P processors is O(£3(N/P + log(P))), where £ is,
as above, the size of the matrix characterizing the linear system.

In order to minimize the complexity of this algorithm, it is therefore necessary
to find a representation of the MPR of minimal size.

7.4 Optimization results

We shall show in this section that finding the minimum possible size for an order 1
representation of a MPR can be done in polynomial time with respect to k and T
This problem appears to be new in the context of event graphs. Some preliminary
results, which correspond to our mode A for counting memories may be found in [2].

The basic idea is that, given a marking of the event graph, it is possible to
transform this graph by adding new transitions and places, in such a way that the
resulting event graph, restricted to the original transitions, has the same dynamic
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behavior as the original one, and moreover, the marking of the places is less than
one (see [9] for further discussion).

To see this, recall the discussion of §5.2 on counting the delays, and in particular
Figure 13 (B). Interpreted in terms of Petri nets, this construction amounts to “factor
out” tokens introducing dummy transitions in a tree-like fashion, as in Figure 18.
The dummy transitions are assumed to have a firing time of 0, and are recycled (this

is not shown on the figure).
2 as
bs p1

ax a

P2

b3

Figure 18: Forward transformation of event graphs.

The number of transitions in the resulting event graph is I'p. The MPR associa-
ted with the new graph has a maximum delay I' = 1 and by (10), it has the desired
order 1 form with £ =T'p

This is already an improvement on the standard representation, but the results
of §5 allow to improve this, by finding first an optimal marking of the net, that
is, a marking such that the above transformation provides an event graph with
{ =minge 'p or £ = minyre I'p transitions.

It is indeed necessary to distinguish the two cases, according to whether negative
markings are desirable or not. This can be understood as follows.

Assume that the marking corresponding to £ = mingg I' p is negative. The event
graph can be transformed into another equivalent one in the same way as for circuits
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in 6.3.2. The newly created transitions will then have firing times o;(n) equalto some
of the oj(n + ),y > 0 of the original transitions. Therefore, the construction of
matrices A(n) and A(n + ) in recurrence (12) will use the same numbers . When
two matrices do not use the same numbers, they are called disjoint matrices

In the parallel computing context, where the computations using A(n) and A(n+
7v) are (possibly) done by different processors, it may be acceptable to use matrices
which are not disjoint. For instance if o;(n) does not depend on n, or if it can be
computed in a deterministic way by the different processors.

However, it is not acceptable if the variables o;(n) are independent and identically
distributed (i.i.d.). In this case, we want the random matrices A(n) and A(n + v)
to be independently generated by their respective processor. This situation is the
most common one in the context of discrete event system modeling, which we have
already mentioned. It requires that all the matrices are disjoint.

In both cases, the optimal marking is found in polynomial time:

e If negative markings are acceptable, use the results of §4.3 to find a minimal
consecutive cut.

e If not, use the algorithm of §6.4 to find a minimum compatible cut.

Remark 7.2. The optimality of the size of representation should be understood as
the best possible that can be obtained without making assumptions on the value of
the numbers o;  ,(n). When these numbers are constant and known, this knowledge
may be exploited to obtain a minimal representation in the sense of linear system
theory [8], which is normally better than ours. A deeper investigation of the relations
between the two approaches is an interesting direction for further research.

7.5 Backward transformation

To conclude the section, we make the remark that there are actually two ways to
perform graph transformations : the forward transformation on downstream places
as above (Figure 18), or the backward transformation on upstream places (Figure

19).

Remark 7.3. It is important to note that the backward transformation is not pos-
sible for a general system of URE. A system of URE associated with the example of
Figure 19 (before transformation) is of the form :

X4(n) = F4(X1(n—2),X2(n—3),X3(n—4)).
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t tq °

b3

b3 bf) b]_
Figure 19: Backward transformation of event graphs.

If we perform the backward transformation, the form of an URE associated with the
new graph has to be :

Xa(n) = F(G( X1(n—2), H( X2(n —3),I( X3(n—3)))) ),

for some functions F, G, H and I associated with nodes t4, b1, by and b3 respectively.
In general it is not possible to perform such a factorization of the original #4 function.
It becomes possible in MPR because of the special form of the functions F; which
are involved.

In the context of event graphs, the backward transformation is interesting since
it results in a graph which might be smaller than the one obtained with the forward
transformation.

The example displayed in Figure 20 has the following property. If we apply a
forward transformation (after optimal legal retiming) the number of transitions is
7. However, a backward transformation yields a graph with only 6 transitions. It
is also interesting to note that in this example, the size of the minimal (non com-
patible) cut in the dependence graph is 5. Therefore, this is an example where one
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vl
SRR

Figure 20: Optimal forward and backward transformations of this event graph yield
to systems of different size.

can find an intermediate system of size 6, (strictly between the size of the smallest
compatible cut and the size of the smallest cut) which allows a representation of the
original system with disjoint matrices of size 6.

Determining an optimal backward transformation can be done using the pre-
vious results. In fact, it corresponds to the optimal forward transformation on the
reversed event graph obtained by reversing the direction of all the arcs.

More generally, it is easy to come up with examples where the optimal trans-
formation of an event graph involves both forward and backward transformations.
Finding an algorithm to compute such an optimal mixed transformation is an inter-
esting open problem.

7.6 Stochastic issues

The retimings used above for deriving optimal representations necessitate changes
in the initial condition and shifts in the indices of the sequences {o; ;- (n)}.

When these sequences are random, these changes may be unnecessary, depending
on the performances that are measured on the system.

Indeed, it is proved in [14] that stationary statistics of the MPR (such as asymp-
totic growth rate, and limit distributions for finite differences) are insensitive to the
initial conditions under minimal stochastic assumptions on the sequences.
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