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Abstract:

This report presents a unified approach for the study of constrained Markov decision
processes with a countable state space and unbounded costs. We consider a single controller
having several objectives; it is desirable to design a controller that minimize one of cost
objective, subject to inequality constraints on other cost objectives. The objectives that
we study are both the expected average cost, as well as the expected total cost (of which
the discounted cost is a special case). We provide two frameworks: the case were costs are
bounded below, as well as the contracting framework. We characterize the set of achievable
expected occupation measures as well as performance vectors. This allows us to reduce
the original control dynamic problem into an infinite Linear Programming. We present a
Lagrangian approach that enables us to obtain sensitivity analysis. In particular, we obtain
asymptotical results for the constrained control problem: convergence of both the value and
the policies in the time horizon and in the discount factor. Finally, we present and several
state truncation algorithms that enable to approximate the solution of the original control
problem via finite linear programs.
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PROCESSUS DE DECISION MARKOVIENS SOUS
CONTRAINTES

Résumsé :

Dans ce rapport, nous présentons une approche unifiée pour I’étude des processus de déci-
sion Markoviens sous contraintes, a espace d’état dénombrable et avec des colits non bornés.
Nous considérons un seul contréleur ayant plusieurs objectifs; son but est de concevoir une
politique qui minimise un objectif sous des contraintes d’inégalité sur les autres. Comme
objectifs, nous étudions le coiit moyen, ainsi que le cott total (dont le colt actualisé est
un cas particulier). Nous considérons deux cadres possibles: le cas ou les cotits sont bornés
inférieurement, ainsi que le cas contractif. Nous caractérisons les ensembles de mesures d’oc-
cupations atteignables, ainsi que I’ensemble des mesures de performances atteignables. Cela
nous permet de réduire le probleme original de contréle dynamique & une programmation
linéaire infinie. Nous présentons une méthode de Lagrangien permettant d’obtenir 'analyse
de sensibilité. En particulier, nous obtenons des résultats sur le comportement asympto-
tique du probléme de controle: la convergence des valeurs et des politiques quand 1’horizon
converge vers l'infini, ou quand le facteur d’actualisation converge. Finalement, nous pré-
sentons plusieurs algorithmes de troncation de l'espace d’état, permettant 'approximation
des solutions du probleme de controle a I'aide d’une programmation linéaire finie.
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CHAPTER 1

Introduction

The aim of this monograph is to investigate a special type of situation where one controller
has several objectives. Instead of introducing a single utility that is to be maximized (or
cost to be minimized) that would be some function (say, some weighted sum) of the different
objectives, we consider a situation where one type of cost is to be minimized while keeping
the other types of costs below some given bound. Posed in the above way, we may consider
our control problem can be viewed as a constrained optimization problem over a given class
of policy.

By specifying to control problems rather than optimization problems, we have in mind
models of dynamic systems, where decision actions are taken sequentially. We distinguish
between a control action, which is a decision taken at a given time, and a whole policy,
which is a rule for selecting actions as a function of time and of the information available to
the controller. In fact, for a given policy, the choice of actions at different decision epochs,
may be depend on the whole observed history, as well as other external “randomization”
mechanisms. A choice of a policy will determine (in some probabilistic sense) the evolution
of the state of the system which we control. The trajectories of the states, in turn, determine
the different costs, or objectives.

In order to clarify the type of problems that we consider, we present in the following section
a number of applications of constrained dynamic control problems. We describe especially
problems in telecommunications networks, which was one of the richest area of applications
of constrained Markov decision processes (CMDPs).

1.1 Examples of constrained dynamic control problems

Telecommunications networks are designed to enable the simultaneous transmission of het-
erogeneous types of information: file transfers, interactive messages, computer outputs, fac-
simile, voice and video, etc. At the access to the network, or at nodes within the network
itself, the different types of traffic typically compete for a shared resource. Typical objec-
tives are the transmission delay, the throughputs, probabilities of losses of packets (that are
due to the fact that there are finite buffers at intermediate nodes of the network), etc...
All these performance measures are determined by continuously monitoring and controlling
the input flows into the network, by controlling the admission of new calls (or sessions),
by controlling the allocation of the resources to different traffic, by routing decisions etc...
Different types of traffic defer from each other both by their statistical properties, as well
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6 Eitan ALTMAN

as by their performance requirements. For example, for interactive messages it is necessary
that the average end-to-end delay be limited. Hard delay constraints are important for voice
traffic; there, we hardly distinguish between different delays as long as they are lower than
some limit of the order of 0.1 sec. When the delay is higher than this limit, it becomes
quickly untolerable. For non interactive file transfer, we often wish to minimize delays or to
maximize the throughputs.

Controllers of telecommunication systems have often been developed using heuristics and
experience. However, there has been a tremendous research effort to solve analytically such
problems. Here are some examples:

(1) the mazimization of the throughput of some traffic, subject to constraints on its delays.
A huge amount of research in this direction was started up by Lazar (1983) and is still
being pursued and developed by himself together with other researchers; some examples are
Bovopoulos and Lazar (1991), Hsiao and Lazar (1991), Vakil and Lazar (1987), Korilis and
Lazar (1995a,1995b). In all these cases, limit type optimal policies were obtained (known as
window flow control). Hordijk and Spieksma (1989) considered the problem of Lazar (1983)
as well as other admission control problems within the framework of MDPs, and discovered
that for some problems, optimal policies are not of a limit type (so called “thinning policies”
were shown to be optimal under some conditions).

(2) Dynamic control of access of different traffic types. A pioneering work by Nain and
Ross (1986) considered the problem where several different traffic types compete for some
resource; some weighted sum of average delays of some traffic types is to be minized, whereas
for some other traffic types, a weighted sum of average delays should be bounded by some
given limit. This research stimulated much more research, for example Altman and Shwartz
(1989) who considered several constraints and Ross and Chen (1988) who analyzed the
control of a whole network. The typical structure of optimal policies for these types of
models is some randomization or time-sharing between several fixed priority policies.

(3) Controls of admission and routing in networks. Feinberg and Reiman (1994) have
solved the problem of optimal admission of calls into a multi-channel system with finite
waiting space. They established the optimality of a randomized trunk reservation policy.

Other problems in telecommunications which have been solved by constrained MDPs are
Maglaris and Schwartz (1982), Beutler and Ross (1986), and Bui (1989).

Constrained MDPs had an important impact in many other areas of applications. In
Kolesar (1970), a problem of hospital admission scheduling is considered.

Golabi et al. (1982) have used CMDPs to develop a pavement management system for
the state of Arizona to produce optimal maintenance policies for a 7,400-mile network of
highways. A saving of 14 million dollars was reported in the first year of implementation of
the system, and a saving of 101 million dollars was forecast for the following four years.

Winden and Dekker (1994) developed a CMDP model for determining strategic building
and maintenance policies for the Dutch Government Agency (Rijksgebouwendienst), which
maintains 3000 state-owned buildings with a replacement value of about 20 billion guilders
and an annual budget of some 125 million guilders.

INRIA
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1.2 On solution approaches for CMDPs with expected costs

We focus in this section on models where the all cost objectives in the constrained problem
are specified in terms of expectations of some functionals of the state and action trajectories.
We describe some approaches to solve such CMDPs, briefly surveying the existing literature.

Several methods have been used in the past to solve these kind of CMDPs. The first,
based on a Linear Program, was introduced by Derman and Klein (1965), Derman (1970)
and further developed by Derman and Veinott (1972), Kallenberg (1983), and Hordijk and
Kallenberg (1984). It is based on a LP whose decision variables correspond to the occupation
measure. The value of the LP is equal to the value of the CMDP, and there is one to one
correspondence between the optimal solutions of the LP and the optimal policies of the
CMDP. This method is the most efficient for calculating the value of the CMDP (for the
finite state and action space) for both the discounted or total cost, as well as the average cost
with unichain structure. However, for the expected average cost with general multi-chain
ergodic structure, the computation of an optimal policy is very costly, and, as stated by
Kallenberg (1983), it “is inattractive for practical problems. The number of calculations is
prohibitive” (p. 142). An alternative efficient way for obtaining optimal policies from the
LP for the average cost was obtained by Krass (1989) in his thesis. In Chapters 3 and 5 we
present the extension of the LP approach to the case of countable state space. (This is based
on Altman and Shwartz, 1991a, and Altman, 1994,1995,1996).

A second method was introduced by Beutler and Ross (1985,1986) for the case of a single
constraint, and is based on a Lagrange approach. It allowed to characterize the structure of
optimal policies for the constrained problem, but it does not provide explicit computational
tools. This approach was extended by Sennott (1991,1993) to the countable state space. The
use of Lagrange techniques for several constraints is quite recent (see e.g. Arapostathis et
al., 1993, Piunovskiy (1994), and Altman and Spieksma, 1995), and was not much exploited.

A third method, based on a LP, was introduced in Altman and Shwartz (1989,1993) and
further studied by Ross (1989). It is based on some mixing (by a time sharing mechanism)
between stationary deterministic policies (these are policies that depend only on the current
state and do not require randomization). A similar LP approach was later introduced by
Feinberg (1993) for the finite state and action spaces, where the mixing is done by some
equivalent initial randomization between stationary deterministic policies. These approaches
requires in general, a huge number of decision variables. However, there are special appli-
cations where this LP can be extremely efficient, and used even for problems with infinite
state space (see Altman and Shwartz, 1989), in case where one can eliminate a-priori many
sub-optimal stationary deterministic policies.

It turns out that deep connections exist between the three solution methods. Understand-
ing these connections enables us to obtain an elegant complete theory for CMDPs. It also
enables us to generalize the second approach to several constraints, and to reduce the com-
plexity of other methods. Finally, it allows to obtain many asymptotic results on convergence
of the values and policies of some sequence of CMDPs to a limit one. In particular, conver-
gence in the discount factor, in the horizon, finite state approximations etc... (we present
these in Chapters 7 and 8).

RR n° 2574
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1.3 Other types of CMDPs

The type of cost criteria and solution approaches surveyed in the previous Section are those
the most frequently studied. However, many other models of constrained MDPs have been
investigated. These can be classified according to different types of cost criteria, according
to different assumptions on the controller (one or more controllers) assumptions on the
available information (the adaptive problem). We briefly describe these in this section.

A generalization of the framework introduced in the previous Section is to allow different
cost criteria to have different discount factors. Such CMDPs are extremely hard to solve,
and do not possess optimal stationary policies. The analysis and characterization of such
CMDPs was presented by Feinberg and Shwartz (1995). In particular, they show that there
exists an optimal policy which is ultimately stationary (i.e., it becomes stationary after some
fixed time) and requires no more than K + 1 randomizations. This extends the results by
Ross (1989) and Borkar (1994).

Ross and Varadarajan (1989,1981) have considered problems where a constraint is imposed
on the actual sample-path cost. In fact, Ross and Chen (1988) point out that the model where
all costs are defined by expectations is inappropriate for some telecommunications problems,
namely for problems involving voice interactive transmission: “We remark that the model
studied here would not be appropriate if real-time voice packets were also competing for the
resource. This is because [the CMDP] imposes constraints on the average delay ... and not
on the actual delay.” This type of constrained problem was solved by Ross and Varadarajan
(1989,1981) using again a LP approach. An interesting feature of this formulation is that
e-optimal policies exist (in the finite state and action case) even under the general multi-
chain ergodic structure. This is in contrast with the problem where all costs are defined
through expectations. Moreover, the computation of the value and the e-optimal policy is
much simpler than for the problem with expected costs. Some other results on sample path
costs (both in the constraint and in the objective function) can be found in Altman and
Shwartz (1991d). Haviv (1995) raised an important criticism on the formulation of MDPs
through expected costs: they do not satisfy Bellman’s principle of optimality. Haviv shows
that the sample-path constrained formulation of the constrained MDP does not suffer from
this drawback.

There are other alternative ways to make the costs more sensitive to deviations from its
expectation. One way to achieve this goal is to have some additional cost related to the
variance. Sobel (1985) proposed to maximize the mean-variance ratio with constraints on
the mean. Other approaches were proposed and analyzed in Filar and Lee (1985), Kawai
(1987), Bayal-Gursoy and Ross (1992) and Filar and Kallenberg (1989). A unified approach
which extends the above ones was presented by Huang and Kallenberg (1994) and solved
using an algorithm based on parametric-linear programming. The case of infinite state space
was analyzed by Altman and Shwartz (1991a). Other recent papers in this topic are Sobel
(1994) and White (1994).

Another way to penalize deviations of the costs from the expectation is to introduce
some constraints on the rate of convergence. This approach was investigated by Altman and
Zeitouni (1994).

INRIA
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Other type of constraints, namely on the probability that some conditional expected cost
be bounded, was solved by White (1988).

There have been some results on extending constrained MDPs to the case of more than
one controller (stochastic games). In the case of N controllers with different objectives,
a set of coupled linear programs was shown in Altman and Shwartz (1995) to provide a
Nash equilibrium (which is used as the concept of optimality when there is more than one
controller under the assumption that the controllers are selfish and do not cooperate). It
is shown that a Nash equilibrium exists among the stationary policies. The case of two
controllers (“players”) with conflicting objectives was solved by Shimkin, using geometric
ideas based on extensions of Blackwell’s approachability Theory. In that setting, optimal
policies turned to be non-stationary in an essential way.

An important problem in MDPs in general, and in constrained MDPs in particular, which
is often encountered in applications, is of simultaneous learning and controlling. This occurs
when some parameters of the problem are unknown to the decision maker. The standard cost
criteria may be quite unsuitable for this type of situation. For example, the total expected
discounted cost may not be well defined if we do not have any knowledge of the probabil-
ity distribution. This required to introduce new cost criteria. Schal (1975) introduced an
asymptotic discounted cost criterion for non-constrained MDPs, for which adaptive optimal
policies combining estimation and control were investigated (Schal, 1987, Hernandez-Lerma,
1989, and references therein). Altman and Shwartz (1991d) adapted these cost criteria to
CMDPs and proposed several optimal adaptive techniques (1991b,1991d) based on ideas on
sensitivity analysis of Linear programs. When there is only a single constraint, techniques
based on stochastic approximations can be used to solving the adaptive MDP. This approach
was ised by Makowski and Shwartz (1992), Ma et al. (1992), Ma and Makowski (1992).

1.4 The convex analytical approach and occupation measures

We focus in this monograph on two types of cost criteria: the total cost, of which the
discounted cost is a special case, and the expected average cost.

For the total cost problem we consider three types of MDPs: the transient MDPs, for
which the total expected time spent in each state is finite under any policy, the absorbing
MDPs, for which the total expected “life time” of the system is finite under any policy, and
contracting MDPs. All three types of MDPs are equivalent for the finite state space, as was
shown in Kallenberg (1983); this is however not the case in the countable state space.

Our analysis approach is based on the the properties of the set of occupation measures
achievable by different classes of policies. A key property for the analysis is convexity and
compactuess properties of these sets. We present this analysis in the beginning of Chapter 3,
for the total cost, and in the beginning of Chapter 5, for the expected average cost. This type
of analysis of occupation measure goes back to Derman (1970) who also made use of it for
studying constrained MDPs (in finite state and actions space). It was further developed by
Kallenberg (1983) and Hordijk and Kallenberg (1984), and Feinberg (1995) (who considered
the semi-Markov case). The properties of occupation measures corresponding to the infinite
state space were investigated by Krylov (1985) who studied controlled diffusion processes,
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10 Eitan ALTMAN

Borkar (1988,1990), Altman and Shwartz (1991a), Altman (1994,1996), Spieksma (1990),
and Feinberg and Sonin (1993,1995).

For the different cost criteria, the objectives turn to be linear in the occupation measures
under suitable conditions, at least for some “good classes of policies” (such as stationary
policies). An important corollary of this property is that the original control problem can be
reduced to a Linear Program (LP), (which we shall call the “primal LP”) where the deci-
sion variables are measures (corresponding to the occupation measures). Moreover, optimal
solutions of the LP determine optimal stationary policies through the induced conditional
occupation measures. We present these LPs and establish their equivalence to the original
control problem in the end of of Chapter 3, (the total cost), and of Chapter 5, (the expected
average cost). This approach goes back to Derman (1970) and further developed by Derman
and Veinott (1972) and Kallenberg in his thesis (see Kallenberg, 1983, and Hordijk & Kallen-
berg, 1984). Its extension for the infinite state case is due to Altman and Shwartz (1991a)
(the expected average cost) and Altman (1994,1996) (the discounted and total cost).

In order to obtain an equivalent LP, one has first to identify classes of “dominant” policies,
i.e. classes of policies which are sufficiently rich in order to be able to restrict to them for the
search of optimal policies. Under fairly general conditions, the problem of whether a subclass
of policies is dominant can be reduced to whether this subclass is “complete”, i.e. whether
any occupation measure that is achievable by some general policy can also be achieved (or
outperformed, in some sense) by some policy within that subclass of policies.

An important question is whether the stationary policies, is complete. For the expected
average cost criterion there are cases and counter examples where stationary policies do not
achieve all possible occupation measures. This may occur either due to a multi-chain ergodic
structure (see Hordijk and Kallenberg (1994) for the case of finite state and actions), or, in
the infinite case, due to non-tightness (see Borkar, 1990, Ch. 5, Altman and Shwartz (1991a),
and Spieksma 1990). However, under some conditions on the ergodic structure, the set of
stationary policies turns to be “weakly” complete, i.e. to be proportional to those obtained
by any other policy. This property, together with some growth condition on the costs, imply
that the stationary policies are dominant. These results, obtained by Borkar (1990), Altman
and Shwartz (1991a) are presented in Chapter 5.

For the total cost, for contracting and absorbing MDPs, both the stationary policies as
well as the mixed stationary-deterministic policies achieve the same occupation measures.
Surprisingly, this result turns not to hold for the more general transient MDPs. Indeed,
counter-examples have been presented recently by Feinberg and Sonin (1995). However,
the set of stationary policies turns out to have the following property. For any occupa-
tion measure achievable by some policy w, there are a stationary policy and some mixed
stationary-deterministic policy that achieve an occupation measure that is smaller than or
equal to that one achieved by w. These results, obtained in Altman (1996), are presented in
Chapter 3.

INRIA
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1.5 The linear programming and Lagrangian approach for CMDPs

We begin by presenting a brief survey of the LP approach for non-constrained MDPs. The use
of LPs started already in the beginning of the sixties, with the pioneering work of D’Epenoux
(1960,1963), who considered the discounted cost case, and of De Ghellinck (1960) and Manne
(1960) who studied the expected average cost (with the unichain condition). The analysis via
LPs, of the expected cost with the general multi-chain ergodic structure, has been presented
by Denardo and Fox (1968) and Denardo (1970). Hordijk and Kallenberg (1979) presented a
single LP for solving the multi-chain expected average problem. For an extensive description
and survey of LP techniques for the non-constrained MDPs, see Kushner and Kleinman
(1971), Heilmann (1977,1978), Arapostathis et al. (1991), Puterman (1994) and Kallenberg
(1994). A most important contribution to generalization of the LP techniques to infinite
state and action spaces is due to Lasserre (1995) who applied functional analytical tools,
using the the theory of infinite dimension LPs (due to Anderson and Nash, 1987). Lasserre
handles both the primal and dual LPs, establishes conditions for their solvability and for the
absence of a duality gap, and presents conditions for the optimality of a stationary policy
that is obtained using the solution to the primal LP. This work was extended in Herndndez-
Lerma and Lasserre (1994) and Herndndez-Lerma and Herndndez-Herndndez (1994) to the
case of non-countably infinite state and action spaces, and in Hordijk and Lasserre (1994)
- to the multi-chain expected average case. An alternative approach to derive the LP was
obtained by Altman and Shwartz (1991a), Altman (1994,1996) and Spieksma (1990) using
probabilistic techniques, and these were obtained directly for the constrained MDPs. Finally,
the LP approach, in particular, and Mathematical programming approaches, in general have
been used also in the case of more than one controller (i.e. stochastic games), see e.g. the
survey by Raghavan and Filar (1991).

The problem of minimizing a single objective (the total expected cost, or the expected
average cost) with no constraints can be handled by solving a system of dynamic program-
ming equations, known as the Bellman optimality equation. These transform the problem of
minimization over the class of all policies into a set of coupled minimization problems over
the (much smaller) sets of actions. These dynamic programming equations may be the start-
ing point for obtaining the LP formulation. Under suitable conditions, the value function
is the largest “superharmonic functions”: these are functions that satisfy some optimality
inequalities (obtained directly from the optimality equations) for all states and actions. This
provides the LP which is the dual to the one obtained using the convex analytical approach
of occupation measures (which we described in the previous Section). This approach is in
the basis of the derivation of the LPs by Kallenberg (1983) and Hordijk and Kallenberg
(1979).

In the case of constrained MDPs, one can still derive directly the dual LP by using
a Lagrange approach, and then applying some minmax Theorem. Indeed, the Lagrange
approach allows us to transform a constrained control problem to an equivalent minmax
non-constrained control problem. If a saddle point property is shown to hold, then the
problem is transformed to a maxmin problem, which can be solved using an LP. This direct
derivation of the dual LP was obtained by Altman and Spieksma (1995) for the finite case.
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12 Eitan ALTMAN

In Chapters 4 and 6 we describe this approach for obtaining the dual LP (for the total cost
and the expected average cost, respectively).

The Lagrangian approach turns to be not only a tool for obtaining a LP formulation, but
has its own merits. It turns out to be very useful for sensitivity analysis, and for obtaining
asymptotical properties of constrained MDPs; It allows us to obtain in Chapter 7 Theorems
for approximations of the value and policies for CMDPs, which we apply for the study of the
convergence in the discount factor (especially, in the neighborhood of 1), and in the horizon
(Chapter 7,) as well as the study of state truncation techniques (Chapter 8). In particular,
it allows to obtain an estimate of the approximation error. All these results are obtained
in Chapter 8 for the contracting framework. An alternative approach for approximations
is illustrated in Chapter 4, where state truncation is used for computing the value of the
CMDP in the case of immediate costs that are bounded below.

An alternative LP approach (which can also be obtained by the Lagrangian technique) is
the one that corresponds to the restriction of the constrained problem to mixed stationary
deterministic policies. The fact that these policies are dominating is established in Chapters
3 and 5, so that the restriction is without loss of optimality. The decision variables here are
the measures over all stationary deterministic policies. The advantage of such formulation is
that, even when the ergodic structure is general multi-chain, the same type of Linear program
applies for the expected average cost as well as the discounted cost. This fact allowed Tidbal
and Altman (1995) to obtain convergence of the values and policies of discounted CMDP to
those of expected average MDPs. This approach, extends the one by Feinberg (1993) that
was derived for the case of finite state and action spaces. The LP has the same form as the
one introduced by Altman and Shwartz (1993) for computing optimal time-sharing policies.
We present these LPs in the end of Chapters 4 and 6.

INRIA
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CHAPTER 2

Markov decision processes

2.1 The model

Markov decision processes (MDPs), also known as controlled Markov chains, constitute a
basic framework for controlling dynamically systems, which evolve in a stochastic way. We
focus on discrete time models; we thus observe the system at times ¢ = 1,2,...,T. T is called
the horizon, and may be either finite or infinite. A controller has an influence on both the
costs and the evolution of the system, by choosing at each time unit some parameters, called
actions. As is often the case in control theory, we assume that the behavior of the system at
each time is determined by a quantity called the “state” of the system, as well as the control
action. Here we mean by behavior both some immediate costs and the evolution, i.e. the
probabilities of transitions to different states. MDPs are generalization of (non-controlled)
Markov chains, and many useful properties of Markov chains cary on to controlled Markov
chains. This makes MDPs a useful tool for stochastic control models. The models that we
study in this book are special in the fact that more than one objective cost exists; the
controller minimizes one of the objectives subject to constraints on the others. We shall call
this class of MDPs Constrained MDPs, or simply CMDPs.
To make the above precise, we define a tuple {X, A, P, ¢,d} where

¢ X is a countable state space. Generic notation for states will be z,y, z.

e A is a metric set of actions. We denote by A(z) the compact set of actions available at
state z, equipped with its Borel sets A(z); set K = {(z,a) : z € X,a € A(z)}, equipped
with its Borel sets IK. A generic notation for an action will be a.

e P are the transition probabilities; thus Pgqy is the probability to move from state z to y
if action a is chosen.

e ¢c: K — IR is an immediate cost. This cost will be related to a cost functional which we
shall minimize.

e d: K — R¥ is a K-dimensional vector of immediate costs, related to some constraints.
With some abuse of notation, we denote c¢(z,7) = [c(z,a)y(da) for any probability
measure v over A(x), with a similar definition for d(z, 7).

We make throughout the following assumption:

¢(z,a) and d*(z,a),k = 1,..., K, are continuous on A(z) (2.1)
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The transition probabilities are continuous, i.e. if a(n) — a
in A(z) then (2.2)
hmn—>oo EyEX |Pza(n)y - Pzayl =0.

Assumption (2.1) can also be rephrased as: ¢ and d are continuous over K.

A basic part of the description of a control model is to specify the mechanism by which the
controller chooses actions at different time epochs. Such a mechanism is often called policy,
strategy, profile, or decision rule. A first step is to specify what information is available to
the decision maker.

In deterministic models, where the transition probabilities are only zero or ones, the
controller can fully predict the evolution of the state of the system as a result of applying a
sequence of actions, if it knows the initial state. Therefore in several control models in the
literature one may restrict to policies known as “open loop”, i.e. policies that do not require
information on the state of the system (except for the initial state).

There are several situations, however, when the state evolution is not fully predictable by
the controller, and then it becomes desirable to use policies that have more information on
the system:

(1) Whenever the transition probabilities are not only zero or ones,

(ii) It will turn out that in CMDPs the performance can often be improved by choosing
actions using some randomization mechanisms. Knowing the outcome of the randomizations
may be useful for the controller.

(iii) There are control modesl where some of the parameters of the system (such as transition
probabilities) are unknown. The controller can estimate these and improve the control if it
has information on the evolution of the system.

(iv) There are models where more than one decision maker control the system. If there is no
coordination between the controllers, then information on the evolution of the system may
become crucial for controlling it (even in the case of deterministic transitions).

The above motivates us to consider different classes of “feedback” (or “closed loop”)
policies that may use information on the current state, and of previous actions and states. In
order to present a general definition of policies, we define a history at time ¢ to be a sequence
of previous states and actions, as well as the current state: h; = (zhal, ey L1, A1, zt).
Let H; be the set of all possible histories of length ¢. A policy w is a sequence v = (u1, uz, ...)
(with T elements) where u; : H; — M7(A) is a measurable function that assigns to any
history of length ¢, a probability measure over the set of actions. (M1(G) stands for the
set of probability measures over a set G endowed with the topology of weak convergence
of measures). f the history h; was observed at time ¢, then the controller chooses an action
within A with probability w;(A|h:), where A is any subset in A(z). The class of all policies
defined as above is denoted by U.

A case when it is desirable to actually design policies that depend on a long history is (iv)
above, which involves a learning mechanism. Quite often, it will suffice to restrict to simpler
policies. We introduce the following classes of policies:
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CONSTRAINED MARKOV DECISION PROCESSES 15

e Unr:= Markov policies, for which for any ¢, u: is only a function of z; (and not of the
whole history). We may identify a Markov policy with a map u : {(z,t) — M1(A(z)),z €
X,t=1,2,..,T}

o Ug:= stationary policies, which are subset of Uyps; w is stationary if w; does not depend
on t. We shall identify (with some abuse of notation) a stationary policy with a map
w: {z — Mi(A(z)),z € X}. Under any stationary policy w, the state process becomes
a Markov chain with transition probabilities Pmy('w) = f’Pmywm (da). If a stationary
probability for the Markov chain exists, it is denoted by w(w).

e Up:= stationary deterministic policies, which are subset of Ug; a policy g is stationary
deterministic if the action it chooses at state z is a function of z. ¢ is thus identified with
amap g: X — A.

It will often be useful to extend the definition of a policy u = (u1,us,...) so as to allow u,
to depend not only on h;, but also on some initial randomizing mechanism. In particular,
for any class of policies G C U, we define H(G) to be the class of mixed policies generated
by G, we call these mixed-G policies. A mixed-G policy is identified with a distribution ¢
over (G; the controller first uses ¢ to choose some policy © € G, and then proceeds with
that policy from time 1 onwards. A policy as above that uses a distribution ¢ is denoted
by §. Define U := M(Up). In the above definition we implicitly assume some measurable
structure, i.e. that together with G there is given some o-algebra G of sets in G, that include
singletons (sets that contain a single policy), so that a probability on G is well defined.
We shall sometime include G in the notation, i.e. denote by M(G, G) the class of mixed-G
strategies with respect to G, and identify them by all probability measures on (G,G). We
delay the discussion on constructing sucho-algebras to Section 2.2.

Any given distribution 8 for the initial state (at time 1) and a policy u define a unique
probability measure Pg, over the space of trajectories of the states and actions. This de-
fines the stochastic processes X; and A; of the states and actions. The construction of the
probability space for v € U is standard, see e.g. Hinderer (1970). For mixed policies, the
construction is done similarly. Moreover, for any mixed policy, the probability space for the
state and action processes can be chosen to be the same as the one obtained by some equiv-
alent policy in U. This was established for the more general setting of MDPs with several
controllers (stochastic games) by Kuhn (1953), Aumann (1964) and Bernhard (1992).

When S is concentrated on some state @ (i.e. B = §5), we shall use the notation P instead
of P¥. Denote pj(t;z) = Pg(X; = z) and pj(t;z, A) = Pg(Xy =z, A; € A), A C A(z). We
have for all 3 € M;(X) and policies u,

pi(t; ) = pp(t; 2, A(x)),

and for ¢t > 1,

pg(t;z) = Z /A pg(t = 1;9,da)Pyas = / p(t = 1;dR)Pra. (2.3)
y (y) K
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Next, we define the cost criteria that will appear in the constrained control problem. For
any policy v and initial distribution 3, the finite horizon cost for a horizon T is defined as

T
CT(B,u) = Eje(Xy, Ar). (2.4)
t=1
The total cost is defined as
Cic(B,u) = ZEEC(Xt,At)- (2.5)
t=1

For a fixed discount factor e, 0 < a < 1, define the discounted cost (finite and infinite
horizon) by

T
CT(B,u) = (1-a) Zat_lEgc(Xt,At), (2.6)
Co(Bu) = (1—a) > o' ' Eje(Xy, Ay). (2.7)
t=1

The expected average cost (with finite and infinite horizons, respectively) is defined as

cT _
Cg;(,@,u) = #, Cea(B,u) = TlgIéo Cgl(ﬂ,u'). (2.8)

We shall also consider the (sample) average cost (which is a random variable):

Can(B,u) = Tim Y c(Xe, Ar). (2.9)

The costs functions related to the immediate costs d are defined similarly; e.g., the finite
horizon cost related to d*, k = 1,...,K, is DT*(B,u) = Ele Egdk(‘Xt,At'). Let C(8,u)
stand for any of the above costs. Then C'(u) : X — IR will denote the function (or vector)
whose z entry is C(z,u).

For a fixed vector V = (Vi,...,, Vk) of real numbers, we define the constrained control

problem COP as:
Find a policy that minimizes C(3, ) subject to D(8,u) < V.
C(B,u) and D(f,u) stand for one of the expected costs defined above, i.e. (2.4)-(2.8). Here,

and throughout, we use the notation ¢; < ¢z between two vectors q1,¢2 € RY to mean
componentwize ordering, i.e. q1(J) < g2(j), j = 1,..., K. The set of policies satisfying the
constraints are called feasible. Let C'(8) be the value of the above problem, with the obvious
notation relating to the different costs (2.4)-(2.8) (e.g., Cea(3) is the value of COP when
the expected average costs are used). (If the feasible set of policies is empty then we set
C(pB) = oo). If a feasible policy w* achieves the minimum, i.e. C(8) = C(B,w”) then it is
called optimal.
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2.2 Mixed policies, and topologic structure

We would like to have some framework in which one can make precise objects such as “mixed
strategies” (as defined in Subsection 2.1) and “convergence of policies”, as will be discussed
in Chapter 7.

In order to well define mixed strategies, i.e. strategies of the form M (U) for some U C U,
we need to construct some g-algebra of subsets of U, that includes in particular all singletons
(i.e. sets that contain a single policy). In order to define convergence of policies within some
class U, we need to define some topology on U. In the sequel, we introduce a metric on some
sets of policies, and then define a topology and a o-algebra which are generated by the Borel
sets.

For each z, let B(A(z)) denote the set of Borel subsets of A(z). M1(A(z)) is the space of
probability measures over B(A(z)) endowed with the topology of weak convergence, and it is
a linear Hausdorff compact metric space. (Since A(z) is compact metric, it is also separable,
and hence the set of probability measures over B(A(xz)) is tight. By Prohorov’s Theorem,
this implies the compactness of M1 (A(z))).

Assume first that the sets A(z) are finite for all z. Then, for any time ¢, the set of histories
H; is countable, so that the set H = U;H; is countable. Let z : H — X be the projection
that assigns z(h:) = y if hy = (21,01, .00, Tt—1,a:—1, ), and z; = y. U can be identified
with all functions which have the countable set H as range, and a countable product of
compact sets [[, gg M1(A(z(h))) as image. Therefore, Tychonov’s Theorem implies that
[Icxx Mai(A(z(h))) is also convex, compact set in the topology of weak convergence and it
is metrizable by virtue of Theorem 4.14 in Royden (1988). Moreover, it is easily seen that
the extreme points of U are the pure policies, i.e. those which do not use any randomization
at any time (in response to any history).

We thus obtained a metric topology for U. Moreover, we can now define the Borel sets
By of U, and the o-algebra Gy generated by them. They include in particular all singletons.
The set of mixed strategies H(U) is now identified with the set of probability measures on
the space (U, Gy ). This class of policies is known as the class of non-behavioral policies.

The above topology and o-field Gy do not extend to the case when A(z) are not finite,
since the sets H; are then not countable. However, we may still obtain similar results for
Ump,Ug and Up.

Both Ug and Uy can be represented as the set of functions that have some countable set
I as range, and a countable product of compact sets (of measures) [[;c; M1(Ar) as image.
The same considerations as above show that Us and Ujs are also convex, compact in the
topology of weak convergence, are metrizable, and they have as extreme points the sets Up,
and the set of pure Markov policies, respectively. We thus have a metric topology for Up,
Us and Ups. We now define the Borel sets By of Uyps, and the o-algebra Gr generated by
them. The set of mixed strategies M(UM) is identified with the compact set of probability
measures (compact in the topology of weak convergence) on the space (Up, Gar). We define
similarly M(Us) and H(UD) =U.

Finally, for the class of policies U, one can consider the discrete o-algebra G (which is
generated by singletons), and define M (U, GE) with respect to that o-algebra.
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2.3 Dominating policies

The class of Markov policies turns out to be very rich, in the following sense. For any policy
in U, or in M (Ups), there exists an equivalent policy in Uy that induces the same marginal
probability measure. This result was obtained by Derman and Strauch (1966) and extended
by Hordijk (1977) (see also Derman, 1970, p. 21, Dynkin and Yushkevich, 1979, p. 17). If

u € Uy then pj (t;+) can be written in the following vector notation:
pg(t) :ﬂP("lL]_)P("ng)...P(’lLt_]_),
where pj(t) and B are considered to be row vectors, and P(u;) are matrices whose (z,y)
entry is given by Py, (u;) = f’PMyut(da|m).
Theorem 2.1 (Sufficiency of Markov policies)

(i) Choose any initial distribution (3, and any v € My(Unr). Let 4 be the corresponding policy
in M(Un). Then there exists some v € Uy such that for all t,

py(ti-) = ph(t;--) (2.10)

(i) Choose any initial distribution (3, and a distribution vy over U with a discrete support,
i.e. v € My(U,GY). Let 4 be the corresponding policy in M(U,GE). Then there exists some
v € Un such that for all t, (2.10) holds.

Proof: The proof of (i) is related to Dynkin and Yushkevich (1979) Chapter 3, Sec. 5. We
write pg in an integral form:

st = [ A@Pi(=- e
Um

Define v to be the Markov policy given by
_ f’y(du)Pé‘(Xt =z,A; € A
vi(Alz) == — .
I 'y(du)Pﬂ (Xy=1z)
for all integers ¢, states z and A C A(z), for which the denominator is nonzero. When it is

zero, define v(+|z) to be an arbitrary probability measure over A(z). The proof follows by
induction. (2.10) clearly holds for ¢ = 1, since for any policy u € Uy,

Pi(Xy =, A1 € A) = B(z)ur (Afz),
and [ y(du)P(X1 = z) = B(z); this implies

(2.11)

P3(Xy1 ==, 4, € A) = f(z)n(Alz) = /V(du)Pﬁ(Xl =z, 4 € A).
Assume that (2.10) holds for some ¢, i.e.

/'y(du)Pg(Xt =z,4; € A) (2.12)
= Pg(Xt = w,At € .A) = [ﬂP(’l)l)P(’Uz)P(’l)t_1)]m’l)t(./4|w) (213)
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We show first that
/ Y(du)Pg (X141 =) = [BP(v1)P(v2)...P(v1)]s- (2.14)

Since

Pﬁ(XHl =z|X: =y, A = a) = Pyaa, P§ —a.s.
for all u € Uy, we obtain by conditioning on Xy, A; and by (2.12), that the left-hand side
of (2.14) equals

Z[ﬂp(vl)P(vg)...P(vt,l)]y/ Pyazvi(dalz).
This implies (2.14). Combining now (2.14) with (2.11), we get

[t By Xuss = 2. Avss € ) = i) [ 3(@0) Py (Xerr = 2)
= [ﬂP(’Ul)P(Uz)P(’Ut)];,ﬂ)t(.Alm) = P,g(XH-l = $,At+1 € .A)

This concludes the proof of (i). (ii) is obtained by the same arguments, see Derman and

Strauch (1966), Hordijk (1977). [ |

Remark 2.1 (The converse)

An interesting question is whether some converse exists, i.e. whether we can describe any
Markov policy (which uses randomizations) as a mixture of some policies within some class
of simpler policies. The answer is positive, and that class can be taken as the class of pure
Markov policies (which do not use randomizations). This was established by Feinberg (1982,
Thm. 1) and Kadelka.

As a corollary, we may conclude that for any policy w € U, there exists some v(u) € Uy
such that for all ¢,

P (te,) = Pt ). (2.15)
We call v(u) the corresponding Markov policy of .

The above property of Markov policies implies that we can always restrict to Markov
policies, for any type of cost criterion among those introduced in the beginning of this
Chapter, (and more generaly, for any cost criteria that depends on the probability space
only through the marginal distributions), since these perform as well as any other class of
policies. This motivates the following
Definition 2.1 (Dominating policies)

A class of policies U is said to be a dominating class of policies for COP for one of the cost
criteria introduced above and for a given initial distribution B if for any policy w € U there
exists a policy @ € U such that

CBT<CPBu),  and DBV, (2.16)

Here C, D, and COP stand for any one of the cost criteria previously defined. When (2.16)
holds, we say that w dominates u.
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2.4 Transient and Absorbing MDPs

Definition 2.2 (Transient and absorbing policies)
Fiz an initial distribution 3. A policy u is said to be X'-transient where X' C X, if

oo
Zpg(t;w) < oo for any z € X'.

t=1
It is called X'-absorbing if

Zpg(t; X') < oo.
t=1

Definition 2.3 (Transient and absorbing MDPs)
An MDP for which all policies are X'-transient (X'-absorbing) is called a X'-transient
(X'-absorbing, respectively) MDP. A X-transient MDP is called a transient MDP.

Here are some properties of transient stationary policies.

Lemma 2.1 (Stationary policies in transient and absorbing MDPs)
Fiz some initial distribution 3 on X' and a stationary X'-transient policy w. Then

(i )
(@)= pht:z)

1s the minimal solution to

f=B+fPw), [20. (2.17)
(where f and B are row vectors on X', and P(w) is the restriction to X' of the transition
probability matriz of the Markov chain corresponding to the stationary policy w). It is the
unique solution to (2.17) among f that satisfy lim,_. fP™(w) = 0.
(ii) Assume that the MDP is X'-absorbing. Fiz some policy u and define g*(z) := Yo, ph(tiz).
If g* satisfies (2.17), then g*(z) = f*(z) for all z € X.

Proof: (i) It follows easily that f* is indeed a solution of (2.17). Iterating (2.17) we get for
all integers n:

f o= ﬂ+(ﬂ+fP(w))P( )—ﬂ+/3P(w)+fP2(w)
= ZﬂPl )+ [P (w Zpﬁ )+ P (w) (2.18)

(1) follows since the above holds for all n and since f > 0.
(ii) follows since g*P™(w) converges to zero. Indeed, define 1 : X’ — R to be the function
whose entries are all 1. Since w is absorbing, (g*,1) < oco. (Here, and throughout, we use
the notation {(qi,q2) between two vectors to denote the scalar product.) For any integer n
and y € X, the yth column of P*(w) is bounded by 1, so by the the generalized dominance
convergence Theorem (Royden (1988) Proposition 11. 18),

lim ¢"P™"(w)=g" ( lim P"(w)) =0. (2.19)
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To get the last equality, it suffices to show the following: let y be some state for which
g"(y) > 0. Then the yth row of the matrix P> = limy, o0 P"™(w) is zero. Assume that for
some z, P77 # 0. There exists some time ¢ for which pz(t;y) > 0. Consider a policy v that
behaves like policy « till time ¢ and then behaves like the stationary policy w. Then

> ph(siz) 2 pty) Y [P (w)]ys = oo

This contradicts the fact that the MDP is absorbing. This shows that Pj5 = 0 for all z,
from which (2.19) follows. The proof now follows taking the limit as n — oo in (2.18). N

2.5 Contracting MDPs

We begin by introducing the following pg-norm. For any functionsg: X - R, @ : XxX — R
and p: X — [1,00), we define

_ q(z) _ EyEX walll(y)

Il = sup 75 @, = sup ST

2.20
zeX zeX () ( )

It is easily verified that 4 is indeed a norm. In particular, it satisfies [|Qql|,, < [|Q], llgll,,.
and for @', Q% : X x X — IR we have ||Q1Q2||u < ||Ql||M ||Q2||M We say that ¢ and @Q are
p bounded if [|g[|,, < oo and [|Q]|, < cc, respectively.

We define F# to be the set of functions from X to IR having finite g norms, and M# to be
the set of measures M# := {q € M(X): E% < oo} (here, Efp =% q(z)p(x)).

With some abuse of notation, we shall say that a function f : K — IR is in F* if the
function defined on X whose z entry is SUP e A() f(z,a),is in F#. Similarly, a measure ¢ on
K is said to be in M# if the measure g7 in M#, where g(z) := q(z, A(z)).

Definition 2.4 (Contracting MDPs)

Let X' and M be two disjoint sets of states with X = X' U M. An MDP is said to be
contracting (on X') if there exist some scalar ¢ € [0,1) (called the contracting factor), a
vector pn: X — [1,00), such that for all z € X, a € A(z),

> Paayily) < éple). (2.21)
yEM

When using contracting MDPs, we shall make the following assumptions on the initial dis-
tribution, the transition probabilities and the costs:

o (B,p) < oo;
o The transition probabilities are p-continuous, i.c. if a(n) — a in A(x) then
nh—>nolo Z |Pma(n)u - P:cay| :u’(y) =0. (222)
yeX
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e ¢(z,a) and d*(z,a),k = 1,..., K are p-bounded, i.e. 3b < 0o s.t.
sup |le(-u)|, < b and sup ||dk || <b

ueUp ueUp,k

An alternative way to write (2.21) is by introducing the taboo probabilities. We define for

any @ : X x X = R
MQay = { Qoy iy ¢ M, (2.23)

0 otherwize .
We further define
mpg(tiz) = Pg(Xy =z, X5 € M,s =1,...,t).
(2.21) can be rewritten as

sup [aP(w)], <€
weUp
We now show that the contracting framework implies that the MDP is X’-absorbing where
X' = X \ M, for suitable initial distributions.
The p-continuity, defined in (2.22) is related to a total variation convergence, weighted
by the vector p. It is related to standard continuity as follows:

Lemma 2.2 (p-continuity, Lemma 5.1 in Spieksma, 1990, p. 96])

The following assertions are equivalent for a matriz Q(u), with u € Us and [|Q(u)], < oo:
i) Q(u) is p-continuous on Ug,

ii) Q(f) and Q(f)p are pointwise continuous on Usg,

iii) For any pointwise converging sequence qn of p-bounded functions with sup, ¢y ”qn”u <
oo, and for any converging sequence of stationary policies w, with a limit u*,

nh_)H;o[Q(“n)qn]z =[Q(v")q ], Vz € X.

Lemma 2.3 (Rate of convergence)
Consider the contracting MDP. The p-norm of Mpz‘_) (t) converges to 0 in a geometric rate,
uniformly over all w € U, i.e. for any z € X’

MpE(HEX) <D mpk(ty)py) < pz)ett (2.24)
yeX
Moreover,
X') < D mphty)py) < (B, p)EY
ye X
and
(B, 1)
ZMpﬂtX <ZZMPﬁ (ty)p )ST?
t=1 yGXI

which implies that the MDP is X'-absorbing.
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Proof: Choose any v € U and let v = v(u) be the corresponding Markov policy given in
(2.15). Viewing mp(y(t; -) as a matrix, we have

lap? (), < P (oa)ll, P ()], - I P(ve-s)ll,, < €77,
which implies
MPy(EX) < YT pE(EY)py) < ple)d
yeXr
This concludes the proof. [ |

Hence, contracting MDPs are a subclass of absorbing MDPs, which are subclass of tran-
sient MDPs. The converse needs not hold; if X = IN and P, ,,41(w) = 1 for some w € Usg,
then w is transient but nonabsorbing. For the case of finite state space, however, the converse
holds, and any transient policy is contracting, see Kallenberg (1983).

Lemma 2.1 can be strengthen:

Lemma 2.4 (Uniqueness of a bonded solution)
Consider a contracting MDP. Fix a stationary transient policy w on X'. Fiz some initial
distribution B such that (8, p) < co. Then

z) =Y mph(t)
t=1
1s the unique p-bounded solution of

f =B+ fP(w). (2.25)

Proof: Let f’ be some p-bounded solution of (2.25). Iterating (2.25), we get:

f'lly) = B +mpi(Zy)+ D F(@)[P(w)]ay (2.26)
:L'EX’
= By)+ mp(Zy) + mpfBiy)+ Y. F(@)[PP(w)a
:cEX’
= o= B@) + MmpE(20) + o+ apf (o) + Y (@) [PH(w
mEX’

We have (as in Lemma 2.3)

Y @I w)ey| < p) 11 [P )], < ww) 11,6 =0
zeX’

The proof is established by taking the limit as ¢ — oo in (2.26). [ ]
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Remark 2.2 The definition introduced in this section for contracting MDPs is taken from
Dekker and Hordigk (1988) and Spicksma (1990). It is weaker than (and thus implies) pre-
vious definitions, such as the one by Wessesls (1977), who considers a similar definition but

with an empty set M. Allowing nonempty sets M turns to be especially important in the
average cost case.
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CHAPTER 3

The total cost: occupation measures and
the primal LP

We study in this chapter the total cost criterion for X'-transient MDPs. Let M be the
complement of X’ in X. We assume throughout this chapter that c(z,a) = d*(z,a) = 0,k =
1,..., K for any z € M, and that the initial distribution 3 has zero mass on M (M may be
empty). The total cost criterion has the meaning of the total expected cost till the set M
is reached. In the end of the chapter, we use the theory we developed for the total cost in
order to solve the constrained optimal control problems with discounted cost.

3.1 Occupation measure

For any given initial distribution 8 and policy u, define the occupation measure fio(8,u; z,-)
related to the total cost criterion by

fre(Bowim, A) =Y apltse, A, ACA(w).

t=1

With some abuse of notation, we denote fic(B,u;z) = fie(B,w; z,A(z)). Let fie(B,u) =
{ftc(B,u;z,-),z € X'}. Define K' := {(z,a) : z € X',a € A(z)}, and

Lz(B) = U {fc(B,u)} for any UcUU H(UM), (3.1)
ueﬁ
Qic(B) = (3.2)
peM(K): Z}j{ /A P A0)(52(0) = Puas) = ) € X

p(z,A(z))=0for v € M, p(z,A(z)) < oo for z ¢ M,

where M (K) is the set of nonnegative measures over K. We set L(3) = Ly () ULH(UM)('@)'
For the contracting framework we define

Qgc(ﬁ) = th(ﬂ) N MM'
For any sets B, B, B; in M(K), define
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e coB; := the convex hull of a set;

e min B := the set of minimal elements in B, i.e. p € min B if there does not exist some
p' € B such that p'(y, A) < p(y,.A) for some y € X and A C A(y);

e By < B, if Vps € By there exists p; € By such that p; < ps.

Definition 3.1 A class of policies U is called complete for the total cost criterion (for a
given initial distribution ) if Ly(8) = L(B). It is called weakly complete if Lg(B) < L(B).

Theorem 3.1 (Completeness of stationary policies)
(i) Consider a X'-transient MDP. Then the set of stationary policies is weakly complete.
(i) If the MDP is X'-absorbing, then the set of stationary policies is complete.

Proof: Choose a policy u € U and let w be a stationary policy satisfying
ftc(ﬂau;yvA)
Wy (-’4) = - )
fte(/@a U y)

whenever the denominator is nonzero. (When it is zero, w,(-) is chosen arbitrarily). We show
that fic(B,w) = fic(B,u). For any z € X,

y €X', ACA(y)

fre(Byu; ) Bz)+ > pj(t.z)

= ﬂ(m)+§/ﬁpg(t— 1;d5)Pra

= pz)+ /’C fre(B,4;dK) Pry (3.3)
= T te\ Py U3 Pyazwy da
B )+y§f (8 y)/A(y) (da)
= B@)+ Y frelBu5) Py (w) (3.4)
yeX

Hence, by Lemma 2.1 (i), fic(B,w;z) < fie(B,u;2z) for all z € X. This implies by the
definition of w that fi.(B,w) < fic(B,u), so that the set of stationary policies is weakly

complete.
(ii) Follows from Lemma 2.1 (ii) and (3.4). [}

Definition 3.2 (p-continuity)

Consider some U C Uy and @ : U x X. Q is said to be p-continuous on U if for any
converging sequence u(n) € U with limit w € U

lim Y 1Q(u(n)y) = Q(u,y)lu(y) = 0.
veX
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(The convergence of policies is understood with respect to the topology over Uy defined in
Section 2.2.

Lemma 3.1 (Continuity properties of ftc)

(i) For transient MDPs, the map fi.(B,) : Uu — Luy,, is lower semi-continuous. The same
holds for the map fic(B,-) : M(Upy) — Ly, -

(ii) Consider a contracting MDP. Then the map fic(8,) : Uy — Lu,, is p-continuous. The
same holds for the map fic(B,+) : M(Un) — Ly, -

Proof: (i) Assume that u(n) — u, where u",u € Uy (i.e. for any z € X' and ¢, u}*(z) con-
verges weakly to u}). Then Py, (u}') — Pyy(u) for all z,y € X'. By the bounded convergence
theorem, this implies that > 8(z)Pey(ul) — 3, B(z) Pay(w1) for all z,y € X'. Moreover,

the m step probabilities also converge, i.e. for all integers m:

Jim pp" (miy, A) = lim Y B(2)[P(uf)P(ug)...P(up,) oyt (Aly)
mGX’
= Y B@)[P(wr)Puz).e.P(um)loyum(Aly) = p(msy, A), (3.5)
fl)EXl
for all y € X', A C A. (3.5) is established by induction. It holds for m = 1. Assume it
holds for arbitrary m. Consider the probability measures over X': v(n) := pgn(m; -) and

v = pg(m;-), and let gy(n) and g, be the y column of P(uy, ;) and P(um41), respectively.

P (m+1y) = /X' qy(n)dv(n), pg(m+Liy) = /X' qydv.

The entries of g, are bounded by 1, so by applying the generalized dominance convergence
Theorem (Royden (1988) Proposition 11.18) we get

pj (m+1;y) — pj(m + L;y),
from which (3.5) follows.

Now, we fix some y € X', A € A, and consider p%n (m;y,A) to be a function over the
integers m. This function converges pointwize to pg(m;y,A). Applying Fatou’s Lemma
(Royden (1988) Proposition 11.17) with respect to the (infinite) measure over the integers
pn(m) = p(m) = 1, we obtain

liﬂ ftc(ﬂaun;ywA) 2 ftc(ﬂau;yaA)a

n—oo
which concludes the proof of (i).

Let 4™ be a sequence iiMl(UM) converging weakly to some 7. Let 4™ and % be the
corresponding policies in M(Uaz). Then the lower semi-continuity on M (Uxs) is established
by applying again Fatou’s Lemma:

Lim fie(6,7")

n—oo

= ll_IIl <7n7ftc(ﬂ7')> 2 < hﬂ 7n’ftc(ﬂ")> = ftc(ﬂa;y)

n—oo n—oo
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(ii) Assume again that v — wu, where v",u € Up. Then by assumption,
Tim Y|Py (uf) = Pay(u)ln(y) = 0
yeX'

for all z € X'. Since Zyexl | Py (u}) — Poy(u)|p(y) < p(z) and (B, p) < oo, it follows from
the bounded convergence theorem, that
dim N B() Y |Pay(u) — Pay(u)|n(y) (3.6)
zEX’ yeX’

= lim > Ipg (159) — pp(Liy)|u(y) = 0.
yexl

Moreover, the m step probabilities also converge, i.e. for all integers m:

Jim Y pg (msy) — p(miy)|uly) = 0. (3.7)
yeX'

This, again is established by induction. It holds for m = 1. Assume it holds for arbitrary m.

D Iph (m+ Ly) — ph(m + 1iy)|u(y)

yeX'
= D Ipf (ms2)Puy(ull) — pl(m; 2) Pay(um) |u(y)
y,zEX,
< Y (pf (ms2)|Pay () = Pay(um)]
y,zeX’

+lph (m; 2) — pjs(m; 2)| Py (tm)) ()

<Y pE (mi2)|Pay(um) = Pey(um)|n(y)
y,zGX’
+ Y Ipy (mi2) — p(ms 2)|€n(2).
ZEX/

The first summation tends to zero as n — co by the same argument as in (3.6), since

(Pl (m;+), p) < o0

by Lemma 2.3. The second summation converges to zero by the induction hypothesis. We
conclude that for every m, (3.7) holds, and consequently fL(3,u) are y-continuous on Uyy.
Next, we observe that for any u € Uy,

Z > ppmiy)ply) < (Bop) Y €
m= T+1yEX m=T
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by Lemma 2.3. We conclude that
D7 1frelBrum) = FrelByu)|uly)

yeX’
< )T B y) — fT(Bwsy) () +2(B,m) Y €
yEX’ m=T

Since this holds for every T', and since for every T'
1' T n, _ ¢ . =0
Jim ST (B umy) = FT (B wiy) |uly) =0,
yEX’

we conclude that fi(3,-) is p-continuous on Uyy.

Let 4™ be a sequence in_Ml(UM) converging weakly to some 7. Let 4™ and 4 be the
corresponding policies in M (Uyps). Then the continuity on M(Ups) follows since fic(0,-)
are bounded and continuous functions on Uas, so that the weak convergence of 4™ implies
(Billingseley, 1968 ) implies:

i fre(5.4")
= im0 feelBi)) = (Hm 7", fielBy)) = CrelB: ).

Lemma 3.2 (Splitting in a state)

Choose w € Ug and a state y. Define w® € Ug to be the policy that chooses always action
a when in state y, and otherwise behaves exactly like w. Then, there exists a probability
measure vy over A(y) such that

JrelBrw) = /A ).

Proof: Define the stopping times T'(y) def inf,~1{X, =y}, y € X, with the convention that
inf{(} = co. Define the total expected number of visits to state y starting from state = as:

T(y)
T(uiz,y) = By | Y 1(Xs, Ar) (3.8)

t=2
and the probability of ever reaching state y from state z:
P(uiz,y) := P(T(y) < 00).
Define v in the following way: for any A C A(y),

det [ wy(da)(1 =P(wy.y))
"= /A 1 —p(w;y,y)
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It follows from standard properties of Markov chains (see Kemeney et al. (1976) Corollary
4-20) that

fre(z,wiy) =T (w;z,y) + p(w; 2, y) fre(y, w; y)
By setting © =y we get

fte(yaw;y) = 1— ]—)(,w;y’y) = 1-— ﬁ(’lﬂ; y’y)
_ [wylda)(1 —p(w*y.y)) , 6.\ — \ a,
= / 1 —ﬁ(w;y,y) ftc(va ay) = A(y) V(da‘)ftc(:%w ay)v

which establishes the proof for the case z = y. For general z,
fre(z,wiy) = T(wiz,y) +B(w;z.y) fre(y, wiy)
= /A( )v(da)[T(w;m,y) +p(w; 7, y) fre(y, w*; y)]
Y

/A(y) v(da) fre(z, w*; y).

Theorem 3.2 (Characterization of the sets of occupation measure)
(i) For transient MDPs, L(f3) is convez, and

min Q:.(f) = Lu, (8) < Lu,, (B) = L(B) C Que(f)-
(ii) For absorbing MDPs, Ly () is convez and compact, and satisfies
Ly (B) = L(f) = Ly (B) = coLy, (#) = min Qqc(f).

(i) For coniracting MDPs, Ly, (3) is convex and compact, and satisfies

Ly(f) = L(B) = Ly, (#) = coLy,, () = Qi.(B) = min Q¢c(B).

Proof: (i) Theorem 2.1 implies that L(8) = Ly,, (8) is convex. The weakly completeness
of Ly, () was established in Theorem 3.1. That L(3) C Q:.(8) follows from (3.4). Finally,
we show that Ly, (8) = min Qq.(8). For any p € Qu.(3), define w(p) to be any stationary
policy such that wy,(A) = p(y, A)[p(y,A(y))] ' whenever the denominator is nonzero. We
have

(e AE) = B(z)+ / P(d5)Prs
T ,A Pyaswy(da
ﬂ()+zy:p(y ) /A@ (da)

= Bla)+ ) p(y,Aly) Pys(w). (3.9)
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By Lemma 2.1 (i) we conclude that fi.(B,w(p);z) < p(z,A(z)) for all z € X. By the
definition of w(p), it follows that fi.(8,w(p)) < p.

(ii) That L(B8) = Ly, (B) follows from Theorem 3.1 (ii), hence Ly, (8) is convex. The
compactness of Ly, (3) follows since by Section 2.2 and Lemma 3.1 it is the image of the
compact set Uy under the continuous function f;.(f3,+). We show that Ly () is equal to
the convex hull of Ly, (8) (and thus of Ly (3)). Since it is compact, by the Krein-Milman
theorem it is the convex hull of its extreme points. Choose some w € Ug. Suppose that w is
not deterministic, so that wy(-) is not concentrated on a single point in A(y). But then by
Lemma 3.2, w is not an extreme point of Ly, . The rest follow from part (i).

(iii) Since contracting MDPs are absorbing (Lemma 2.3), all the statements in (ii) hold.
It remains to show that Q%,(3) C Ly, (8). By applying Lemma 2.1 to (3.9), this statement
will follow if we show that lim,,_, . Zy p(y, A(y))[P™(w)]ys is zero. Indeed,

> 0l AP W)ye < 3 ply A y) [P (w)] xo

Y

b

7

which converges to zero by Lemma 2.3. [ |

3.2 Relation between cost and occupation measure

We begin by introducing different assumptions on the immediate costs, that will be used
when applying either the general transient framework, or the contracting framework. When
using the general transient framework we shall assume that the immediate costs are non-
negative. We have the following properties of the total costs:

Theorem 3.3 (Linear representation and boundedness of the cost)
(i) Assume that the MDP is contracting. Then for any instantancous cost ¢ : K — R and
any B and w € U

Cie(B,u) = (¢, fre(B,u)) := / c(K) fre(B, us dr); (3.10)
K
the finite and infinite horizon total costs are uniformly p-bounded over all policies:
|ICT(-u)]|, < b [Ceel-w)]l, < U (3.11)
? w = 1 —6 ? B = 1 _é—

(Cic(+,u) is the vector of total cost corresponding to all initial states.)
(ii) Assume that the MDP is transient and the immediate costs are non-negative. Then

(8.10) holds for any v € U.

Proof: (i) Fix some policy u. Since f7(3,u;y) converges monotonly to f;.(3,u;y) as T — oo,
we have by the monotone convergence theorem

<fT(ﬂa’“§y)v ) = (fre(B,us y), ).

lim
T—o0
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Since ¢ is p-bounded, we have by the dominated convergence theorem
Cro(pyw) = firm CT(pw) = fimm (7 (B,u;9),€) = (frel s 39),€)-
(3.11) follows from
b

ICse(w)l,, = e, Fee (D), < Blfec( ), < ¢ (3.12)

and

[CT @], = [[{e. F7Cu)],, < Bllfeel-s )], < ﬁ (3.13)

)
Culpn) = B A) =3 [ pitsdnit)

_ /’C Z pa(t; dr)e(k) = (fre(B,w), ),

where the change between integration and summation follows since the integrand is non-
negative (see Royden, 1988, Corollary 11.14). [ ]

Lemma 3.3 (The transient case: lower semi-continuity of the costs)
Consider the transient framework, (Definition 2.2 with nonnegative costs). Then C(3,-) (and
D*(B3,-),k =1,...,K) are lower semi-continuous on Us.

Proof: Let w,, — w be stationary. Then, by Fatou’s Lemma (the arguments are as in the
proof of Lemma 3.1 (i)) and Theorem 3.3, and by the lower semi-continuity of the occupation
measures (Lemma 3.1 (i)), we have

lim th(ﬂauln) = lim <ftc(ﬁ’7un)’c> > < lim ftc(ﬂaﬂ}n)ac>

2 <ftc(ﬂ,ﬂ1),(3> = th(_ﬂa’w)'
(The same argument holds for D;.(3,-)). [ ]

Lemma 3.4 (Uniform convergence and continuity of the costs)
Assume that the MDP is contracting. Then

(i) CT(B,u) converges to Cy.(B3,n) uniformly over U as T — oo.
(ii) Cie(B,u) is continuous on Upy.

Proof: (i) For any policy v,
|Cre(B,u) = CT (B, )|
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< Y ERle(Xn A= Y /pg(t;dﬂ)IC(ﬂ)l
t=T+1 t=T+17K
_ 0o 5 T

< B> Y st < U
t:T+1yEX'

which converges to 0 as T" — oo. The last inequality follows from Lemma 2.3.
(i) Consider any w,u’ € Up. It follows from Theorem (3.3) that

|Cre(B;w) = Cre(B, )]
= <c, ftC(ﬂ?“)) - <C’ ftﬂ(ﬁvu/» < <c, ftC(ﬂvu) - ftc(ﬂvul))

< b Y e fre(Bw) = Fre(Byu!)|p(y).-
yGX’
Since fic are p-continuous (Lemma 3.1 (ii). [ ]

Lemma 3.5 (Eztension to U and M(Uy)) o
The results of Lemmas 3.4 and 3.3 as well as Theorem 3.3 holds also for M (Ups) (and thus,
in particular, for U).

Proof: The extension of Lemma 3.3: Let v be a sequence in M; (Up) converging weakly
to some 7. Let 4™ and 7 be the corresponding policies in M (Ups). Then the lower semi-
continuity on M(Up) is established by applying again Fatou’s Lemma:

lim Cie(f8,5")

n—oo

= h—m <7nactc(ﬂa')> 2 <hﬂ ’yn,th(,@,)> = th(ﬁ”AY)-

n—oo n—o0

The extension of Lemma 3.4: we thus consider the contracting framework.

sup  |[CT(B,4) = Cie(B, )|

GEM(Unr)

- s CT(B.ujaldu) - [ Cuolpu)gtan)
qEM(Unt) |J UM Um

< sup / ICT (8,) — Crel(B,w)la(du)
qEM1(Unr) J U

_ sup/ ICT (B3, u) = Cro(B, )|
ueUn JUy,

We conclude that Lemma 3.4 (i) holds for H(UM).
Let ¢",n = 1,2,... and g be probability measures over Uy, and let ¢" and ¢ be the
corresponding policies in M(Uas). Assume that ¢" converges to ¢ (by which we mean that
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g™ converges to ¢ weakly). Then
nh—>nolo th(ﬂa Cjn) = nh—>n<;o <q'n’ th(ﬂa )> = <q’ th(ﬁ? )> = th(:ﬂa qA)

Indeed, this follows (see Billingseley, 1968) since, by Theorem 3.3 (i), Ctc(3,u), are bounded
on Uy, and since, by Lemma 3.4, Cic(3, ) are continuous on Ups. This establishes Lemma
3.4 (ii) for M(Up).

The extension of Theorem 3.3 to H(UM) is straightforward. [ |

3.3 Dominating classes of policies

Theorem 3.4 (Dominating policies)

(i) Consider the transient framework, (Definition 2.2) together with nonnegative costs. Then
both Us and U are dominating classes of policies.

(ii) Consider the contracting framework, (Definition 2.4). Then any complete class of policies
(definition 3.1) is a dominating class of policies.

(iii) Under the assumptions of (i) or of (ii), if COP is feasible, then there exist optimal
policies in Ug and in U.

Proof: (i) follows from the linear representation of the cost (Theorem 3.3 as well as the
weak completeness of the set of stationary policies (Theorem 3.1). We delay the proof for U
to the next Chapter (Corollary 4.1).

(ii) follows from similar arguments.

(iii) Recall that the sets Ug of stationary policies and I/ are compact. Under the assump-
tions of (i) or (ii), the costs are lower semi-continuous on Ug and on U (Lemma 3.4, 3.3 and
3.5). This implies that the feasible set of stationary policies Iy := {u: u € Ug, Dsc(B,u) <
V'} is compact, since it is obtained as the intersection of the compact set Ug and the inverse
map of the closed sets (—oo, Vi]. Finally, by the lower semi-continuity of Ci.(83,u) on Iy
we conclude that Ci.(3,u) achieves its minimum on Iy (8, u), i.e. there exists an optimal
stationary policy for COP. Similarly, it follows that there exists an optimal policy within I.
|

3.4 Equivalent Linear Program

We show below that COP is equivalent to a LP with countable number of decision variables
and a countable number of constraints. Such equivalence was obtained for the total cost
criterion for finite states and actions by Kallenberg (1983). The LP formulation constitutes
an important method for computing stationary optimal policies.

Consider the following LP, that will correspond to the transient case:

LPq (B) : Find the infimum C* of C(p) := (c, p) subject to:
DE(z) = (d*p) < Vink=1,...K,  p€ Qu(p) (3.14)
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where Qq.(3) was defined in (3.2).
We similarly define the LP for the contracting case:
LP¥ (,3) Find the infimum C* of C(p) := {c, p) subject to:

Dk(z) = <dkap> < Vvkak = 1’"'7Ka pE Qéﬂc(ﬁ) (315)

We show that there is a one to correspondence between feasible (and optimal) solutions
to the LP, and the feasible (and optimal) solutions to COP.

Theorem 3.5 (Equivalence between COP and LP, the transient case)

Assume that the MDP is transient and the immediate costs are nonnegative. Then
(i) C* = Ciu(B).

(ii) For anyu € U, p(u) i= fue(6:) € Que(B), Cre(B,1) = C(p(w)) and Do(B,) = D(p(w));
conversely, for any p € Quc(B), the stationary policy w(p) (defined above (3.9)) satisfies
Cie(f;w(p)) < Cp) and Dye(B,w(p)) < D(p).

(iii) LP1(B) is feasible if and only if COP is. Assume that COP is feasible. Then there

ezists an optimal solution p* for LP1(3), and the stationary policy w(p™) is optimal for
COP.

Proof: We start from (ii). The first claim follows from eq. (3.3). The claims on the costs
follow from Theorem 3.3 and Theorem 3.1.
(1) and (iii) now follows from (ii) and Theorem 3.4. [ |

For the contracting case we get similarly:

Theorem 3.6 (Equivalence between COP and LP, the coniracting case)

Assume that the MDP is contracting. Then

(i) € = Culp). | |
(i1) For anyuw € U, p(u) := fic(B,u) € QL(B), Cie(B,u) = C(p(w)) and Die(B,u) = D(p(w));
conversely, for any p € Qi.(B), the stationary policy w(p) (defined above (3.9) satisfies
Cielpw(p)) = C(p) and Deo(B, w(p)) = D(p).

(i) LP‘{(ﬂ) is feasible if and only if COP is. Assume that COP is feasible. Then there
exists an optimal solution p* for LP’{ (B), and the stationary policy w(p*) is optimal for
COP.

3.5 The dual Program

Next, we present the formal dual program DP for the LP above. The decision variables are
¢ : X — R and the K dimensional nonnegative vectors A € ]Rf

DP () : Find ©7 := sup, ) (ﬂ ¢y — (A, V) st
#(z) < clz,a)+ (N d(z,a) Z Paayd(y), z € X,a € A(z).
'yEX
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We shall show in the next Chapter, that when choosing the decision variables ¢ to be in the
appropriate Linear space, then there is no duality gap, and

0" =" = Cu(B), (3.16)

for both the transient and the contracting framework. For the contracting framework, we
shall restrict to ¢ € F#, and for the transient framework, a possible choice is to bounded ¢.

3.6 The Discounted cost

A simple and natural way to treet the discounted cost is as a simple equivalent total cost
problem. Indeed, consider a discounted cost criterion for an MDP with a state space X4,
transition probabilities P, and a discount factor a. The equivalent total cost model is
obtained by adding an extra state z° that serves as a “grave”; whenever the state process
reaches it, it stays there forever; moreover, the immediate costs when the process reaches
the grave are zero. Finaly, the probability to move from any state in X, to z° is equal to
1 — a, for any action. We summerize this in a formal way:

e The state space is given by X = X, U {z°}, where z° is some additional dummy state;
and X' := X, M = {z°}. The action space is unchanged.

e The transition probabilities are

aPgay ifz,y € X,

- l—a ifzxeX,y=2za°
TN 1 ifz=9y=a2a°
0 otherwize .

e Thereis only one dummy action a’ available at state z°, i.e. A(z°) = {a°}, and ¢(z°,a°) =
d* (z°a°) =0, k=1,.., K. (The immediate cost in other states are unchanged).

Next, we observe that in the equivalent total cost model,

Zpﬁ(ta Xa) =
t=1

for any policy w and initial distribution 8 on X,, so that the equivalent MDP is X,-
absorbing.

The occupation measure for the discounted cost are defined as

1

1l -«

fa(Byuw;z, A) i= Zat_lpg(t;a;,./l), z € Xo, A € A(z),

t=1
and fo(B,u) := Tl,cx fo(B,u;2,-). As for the total cost model, define for any class of
policies U
Le(B) = | falBiuw), (3.17)

’U.Eﬁ
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and define L* := L{ U LO‘H(U X A class of policies U is complete with respect to the
M

discounted cost problem if L* = L%.
Define the set

Q*(8) = (3.18)

M(K) : ,da) (b — &Pyaz) = B(z),z € X
pe ()E{/A(wmy )(8:(9) )= B(a),0 €

plz,A(z))=0for z € M, p(z,A(z)) < oo for z ¢ M.

Using the above equivalent absorbing total-cost model, we may apply Theorems 3.1 (ii)
and Theorem 3.2 to conclude that

Corollary 3.1 (Properties of occupation measures)
The set of stationary policies is complete. Moreover, L%(B) is convez and compact, and
satisfies

L () = L (B) = L§(B) = coLp(B) = min Q*(6).

Since the equivalent total-cost MDP (obtained from the original discounted cost one) is
X, -absorbing, all results obtained for the total-cost under the assumption that the imme-
diate costs are nonnegative hold for the discounted cost as well.

We can now apply either the transient or the contracting framework and obtain the
corresponding results for the discounted cost.

For the transient case, we thus recover all the results from Lemmas 3.3 and 3.5, as well
as Theorems 3.3, 3.4 and 3.5. (Everywhere in these Lemmas and Theorems, the subscript tc
should be replaced by the subscript @.) In particular, the equivalent LP (that corresponds
to the one in (3.14)) becomes
LP{ : Find the infimum C* of C(p) := (c, p) subject to:

DH(z) = (d*,p) < Vi, k=1,...K,  pe Q). (3.19)

Next, we formulate the conditions for the equivalent total-cost MDP to be contracting
in terms of the original discounted MDP. By using (3.18), the following condition on the
discounted MDP will imply that the equivalent total cost MDP is X,, contracting (i.e., eq.
(2.21) will hold): some scalar £ € [0,1), a vector p : X, — [1,00), and a finite set M, such
that for all z € X, a € A,

a Y Paayply) < Epu(z). (3.20)
yEM
In that case, the equivalent total-cost MDP is contracting with the same ¢ and p, and with
M = M, U{z°}. In many applications, the set M, can be chosen to be an empty set.
It now follows that Lemmas 3.4 and 3.5 as well as Theorems 3.3, 3.4 and 3.6, hold, where
the contracting assumption can be replaced by (3.20). The equivalent LP (that corresponds
to the one in (3.14)) is again (3.19), where the decision variables p are constrained to lie in

Q*(B) N M* instead of just Q%(3) N M~.
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Remark 3.1 (Equivalence of a contracting MDP with a discounted CMDP)

We established in this Section the theory of discounted cost problem as a special case of the
absorbing total cost problem. It turns out that the converse is also true for the special case
of contracting MDPs. Indeed, Wan Der Wal (1980) has shown (p. 101) that the contracting
total cost problem with pu-bounded immediate cost is equivalent to a discounted cost problem
with bounded cost.
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CHAPTER 4

The total cost: Dynamic and Linear
Programming

In the previous Chapter we obtained an LP which was seen to be equivalent to COP; it
yields the same value, and can be used to compute an optimal stationary policy for COP.
Historically, this LP was first obtained (for the finite state and action spaces) as a dual to
another one using dynamic programming techniques (e.g. Kallenberg, 1983), and we denoted
it by DPq(8). We follow in this Chapter a similar approach to obtain DPy(f), using
dynamic programming arguments and Lagrangian techniques. Then, by using a standard
saddle point Theorems we show that there is no duality gap between DP(8) and LP{ (3).

In obtaining the Linear Program for the general transient case, we establish, in particular,
a calculation approach for the value function of COP based on finite state approximation.
Unlike previous approaches for state approximations for COP (most of which were derived
for the contracting framework, see Chapter 8 and Altman (1993,1994), we do not need here
any Slater type condition.

Some analysis of constrained MDPs was obtained in the past by considering directly the
Lagrange formulation, for a single constraint, see Beutler and Ross (1985,1986), Sennott
(1991,1993). The use of Lagrange techniques for several constraints is quite recent (see e.g.
Arapostathis et al., 1993, Piunovskiy (1994), and Altman and Spieksma, 1995), and was
not much exploited. Not only does the Lagrangian approach enable to derive different linear
programming formulations (as we illustrate in this Chapter), but also to obtain many results
on asymptotic behavior of constrained MDPs (this is done in Chapters 7 and 8).

We finally present a different LP approach for computing the optimal values and optimal
mixed strategies. Although in practice, this alternative approach has a numerical complexity
which is too high (in the case of finite states and actions), it has special features that will
make it very useful in the study of sensitivity analysis, see e.g. Tidball and Altman (1986).

This chapter is based on Altman (1995a).

4.1 Non-constrained control: Dynamic and Linear programming
We describe in this section the well known dynamic programming formulation for solving

unconstrained MDPs. This approach has been developed starting from Shapely (1953), in
the context of Markov games, which generalize MDPs to a setting with several controllers.
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For more detailed presentation, algorithmic procedures, and references, see e.g. Puterman
(1994).

Introduce the dynamic programming equation:

¢(z) > min |c(z,a)+ Z Poayd(y) | =: Ticdp(z). (4.1)
aEA(:c) yexl

Theorem 4.1 (Dynamic programming: the transient case)
Consider the transient framework, (Definition 2.2 and nonnegative immediate costs). Then
(i) The optimal value Cic(z),z € X' is the smallest (componentwize) nonnegative solution

of (4.1).

(i) Any stationary deterministic policy g that chooses at state x an action that achicves the
minimum of [c(z,a) + Eyexl PoayCie(y)] is optimal.

14 e optimal value Cic(z),z € achieves (4.1) with strict equality.

iit) The optimal value C; , X' achi 1) with strict equality

Proof: Consider any nonnegative solution ¢ of (4.1) and let w be the stationary policy that
chooses at state z an action that achieves the minimum of [¢(z,a) + Eyexl Prayd(y)]. We

iterate (4.1) and obtain:

¢($) 2 c(:w,w) + Z mey¢(y) = C(ﬂ;,’w) + Eg)(ﬁ(XZ)
yExl

> c(z,w) + EY [e(Xa, A2) + B, (X3)]
= c(z,w) + E¥c(Xo, As) + EX $(Xs)
> 2 Y BYe(Xe Ar) + EP$(Xngr) 2 Cpa(r,w) (42)

t=1

where the last inequality follows from the fact that ¢ is nonnegative. Since (4.2) holds for
all integers n, we conclude that ¢(z) > Cic(z). On the other hand,

Ciel = in Cie(z,u) = mi T, E} X, Ay
(@) = min Cio(w,u) = min |e(w,u1)+ ;ct s At)
= min [+ T Pt
yGX’
= min |c¢(z,a)+ Z PoayCie(y)| - (4.3)
aEA(z) ’
yEX

This establishes (i).
If g is a policy as in (ii), then it follows by applying (4.2) with ¢ = Ci and w = g that
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Cic(z) > Cic(z,g), and hence g is optimal, which establishes (ii).
Combining (ii) with (4.3), we get

Cie(x) > min |c(z,a0)+ Y PoayCiely)

a A T
€A(z) yEX’
= C(I,g) + Z Pzgyctc(yag) = th($ag) = th($)-
yEX’
We conclude that (4.3) holds with equalities everywhere, which establishes (iii). [ ]

In the following example we show that, indeed, (4.1) may have several solutions larger
than the value.

Example 4.1 (On the necessity of the restrictions on ¢)

Consider a discrete time queueing model. At each time period ¢, there may be an arrival of a
customer with probability A, or a departure from the queue with probability u. We assume
that g > A. The arrivals and departures in different time periods are independent. The state
space is the set of integers, and a state z has the meaning that there are z customers in the
queue. There is no control here (thus, we may assume that A(z) = {a} contains a dummy
control action a at all states). We wish to compute 7:= the expected time it takes the queue
to empty (i.e. to reach state 0). In other words, we wish to compute the total expected cost
with respect to the immediate cost ¢(z) = ¢(x,a) = 1 of reaching the set M = {0}. The
solution satisfies

T(0) = 0
T(z) = 1+pT(z-1)+(1-—p—NT(z)+ AT (z+1), (4.4)
and, in particular, it satisfies (4.1). (4.4) is a difference equation whose solution is given by
% x
const [(X) - 1] + Py (4.5)

The expected time to reach 0 is 7(z) = z/(p — A). But any other constant in (4.5) yields
another solution of (4.1), so 7(z) is not the unique solution, nor the smallest one. It is,
however, the smallest nonnegative solution of (4.5) (and of (4.1)).

Theorem 4.2 (Dynamic programming: the contracting case)

Consider the contracting framework (Definition 2.4). Then

(i) The optimal value Cyc(z),z € X' is the unique solution of (4.1) in the class of p-bounded
functions; moreover, it achieves (4.1) with strict equality.

(i) Any stationary deterministic policy g that chooses at state x an action that achicves the
minimum of [c(z,a) + ZyeX' ParayCie(y)] is optimal.
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Proof: The uniqueness of a solution in F# follows by observing that Ti. (defined in (4.1) is a
contracting operator on F#, and hence has a unique fixed point. Indeed, for any fi, fo € F¥,

|Ticfr(2) = Tuefo(z)| < sup Puaylfi(y) = f2(y),
aEA(z)
and hence,
ITicfr = Ticfoll, < ENlfr = foll .-
The rest of the proof of (i) is the same as the one of Theorem 4.1; the inequality before

the last one in (4.2) follows from the fact that ¢ is u bounded, and hence, by eq. (2.24) in
Lemma 2.3, for any stationary policy w,

EZ¢(Xn)
sup ———— < @
e (7)€"
so that
lim E'¢(X,)=0.
By the same argument, the proof of (ii) also follows from the one in Theorem 4.1. [ |

Remark 4.1 By the same arguments as in the proof of Theorem 4.2 one can show that for
any stationary policy w € Ug, the cost Cie(z,w) is the unique solution in F* of

$(z) > c(z,w)+ D Pouwyd(y) (4.6)
yEX’

and the above inequality is then achieved as equality.

4.2 Superharmonic functions and Linear Programming

Definition 4.1 (Superharmonic functions)
Fiz some X'. A function ¢ : X' — IR is called superharmonic (for the total cost criterion)
if it satisfies for all z € X' and a € A(z):

$(z) < c(z,a)+ Y Paayd(y), (4.7)
yeX'
and ¢(z) =0,z ¢ X'.

Theorem 4.3 (The value and superharmonic functions)
(i) Consider the transient framework, (Definition 2.2 and nonnegative immediate cost). Let
¢ be a superharmonic function. If for some optimal policy g,

lim EZ6(X;) <0 (4.8)

then the value Ci. > ¢ (componentwize!).
(i) Consider the contracting framework (Definition 2.4). Then the value Ci. is the largest
superharmonic function among the p-bounded functions.
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Proof: (1) From Theorem 4.1 it follows that that Cy. is a super-harmonic function. Choose
a superharmonic function ¢ and let g be an optimal stationary policy satisfying (4.8). Then

$e) < cl@9)+ Y Pagyd(y) = (. 9) + BIH(X5)
yEX’

co(z,9) + Ef [¢(Xa, As) + E%, (6(X3))]

c(z,g) + Edc(Xa2, As) + EI($(X3))

IA

< o ) EBIe(Xe, Ar) + BI(Xnir)-
t=1
(1) is established by taking the limit as n — oo.
(i) follows as the proof of (i), by noting that, as in the proof of Theorem 4.2, for any
p-bounded function ¢ and any stationary policy g, tlim Ef¢(X:) = 0. [ |

Motivated by Theorem 4.3, we introduce the the following infinite Linear Program with
decision variables ¢(y),y € X'.

DP(3): Find ¢* := sup, (B, ¢) s.t.
$(x) < c(ma)+ > Poayply), w€X,a€A().
yEX’

For the transient case (where the immediate cost is assumed to be nonnegative), we may
further add nonnegativity constraints on ¢ without loss of optimality. Indeed, if ¢ is feasible
for DP(f3), then it is easily seen that ¢’ given by ¢'(y) = max(¢(y),0), y € X', is also
feasible, and it clearly dominates ¢.

We begin by considering the contracting framework. Theorem 4.3 (ii) implies the following:

Theorem 4.4 (The dual linear program, contracting framework)

Consider the contracting framework. Consider DP(3) where the decision variables are re-
stricted to the set ¢ € FX. Then for any initial distribution 3, DP(B) is feasible; its value
equals Cie(B) and ¢(z) = Cie(z),z € X' is an optimal solution.

A similar statement could be obtained for the transient case, when restricting to functions
for which the condition (4.8) from Theorem 4.3 (i) holds. However, the above condition may
be difficult to verify. We therefore adopt an alternative approach, and identify a simple sub-
class of functions satisfying that condition. Of course, if we restrict the LP to a subclass of
functions, we risk to obtain only a lower bound to the optimal value. Our choice of functions
¢ will turn, however, to be rich enough, to obtain the same value as the one obtained by the
richer class of policies satisfying (4.8). We begin by considering the absorbing case.

Theorem 4.5 (The dual linear program, absorbing case)

Assume that the MDP is absorbing, and the immediate cost are nonnegative. Consider
DP(3) where the decision variables ¢ are all (nonnegative) bounded functions. Then for
any initial distribution 3, DP() is feasible and its value equals Cio().
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Proof: Denote by C'(3) the value of DP(f3) restricted to bounded ¢. Since the MDP
is absorbing, it follows that for any bounded function ¢, eq. (4.8) holds for all policies:
lim; oo E9¢(X:) = 0. Theorem 4.3 (i) implies that

Ct(z) < Cie(x) (4.9)

for all z.

Let X,, be an increasing sequence of sets of states converging to X'. Consider COP with
an immediate cost ¢, (z,a) = c(z,a)l(z € X,,); denote by C}.(3,u) the corresponding total
expected cost, and by C}.(3) the corresponding optimal value. For any policy » and intial
distribution 8, Ci%(B,w) is increasing in n, and hence so is C}%(8). Denote by C}.(3) the
limit of CIL(3) as n tends to infinity. By Theorem 4.1, we have

Cr(z)= min |co(z,a)+ Y PouyCirly)|, w€X, (4.10)
aEA(m) yEX’

which implies that for all z € X’ and a € A(z) we have

Cro(#) < en(z,0) + Y PaayCiily) < clw,a) + Y PoayCrily). (4.11)

yeX' yeX'
Thus C}., is a bounded super-harmonic function. Hence

Cio(z) < C(z) < Cye(z). (4.12)
Let a,, be a minimizing action in (4.10) (it is, of course, a function of z), and let a* be some
limit point obtained by diagonalization. By Fatou’s Lemma, applied to (4.10), we get

Ciow) 2 c(@,a") + D PaaryCily),  ze€X.
yeX'

It then follows from Theorem 4.1 (i) that Ci.(z) < Cf.(z), and hence, by (4.12), we have
Cie(z) = CH(w). [

Next, we introduce the transient case:

Theorem 4.6 (The dual linear program, transient case)

Assume that the MDP is transient, and the immediate cost are monnegative. Consider
DP(3) where the decision variables ¢ are all (nonnegative) functions that vanish outside of
some finite set of states. In other words, for each ¢ in this class, there exists some finite
Y C X' such that

c(z,a) =0 for all z ¢ Y,a € A(z). (4.13)

Then for any initial distribution B, DP(3) is feasible and its value equals Cic(3).

Proof: Denote again by C!(3) the value of DP(f3) restricted to ¢ that satisfy (4.13). Since
the MDP is transient, it follows that for any function ¢ satisfying (4.13) that eq. (4.8) holds
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for all policies: lim;—,c E¢¢(X;) = 0. Theorem 4.3 (i) implies that
C'(z) < Cye(z) (4.14)

for all z.

Let there be a sequence of finite sets of states X,,, increasing to X. Consider a sequence
COP,, of truncated problems where COP,, differs from the original COP by the fact that
the process is restricted to X,,. This is done by altering transition probabilities and the

costs:
Pray if z,y € X,
'P:ay = 1 if z ¢ X,y =0, cn(z,a) = c(z,a){z € X, }.
0 otherwize,

Here 0 is some arbitrary (possibly new) state which is not in X'. (The immediate costs
outside of X’ are of course 0). Denote by Cj.(3,u) the corresponding total expected cost,
and by C7'(8) the corresponding optimal value. For any policy w and intial distribution £,
C7L(B,w) is increasing in n, and so is C7(8). Denote by C;,(3) the limit of C%(3) as n tends
to infinity. By Theorem 4.1, we have

Ci(z) = min |cn(z,a)+ E PrayCie(v) ]| 5 z e X/, (4.15)
aEA(:I:) GXI
y

which implies that for all z € X’ and a € A(z) we have
C(o) < )+ Y PryChly) S (o) + 3 PowgCily).  (416)
yEX’ yEX’
Thus C}., is a super-harmonic function that vanishes outside of X,,. Hence
Cro(z) < C'(z) < Cie(a). (4.17)

Let a,, be a minimizing action in (4.15) and let a* be some limit point obtained by diago-
nalization. By Fatou’s Lemma, applied to (4.15), we get

Ct*c(m) Z c(m,a*) + Z ’Pl'll*yct*c(y)v T € XI-
yeX'

It then follows from Theorem 4.1 (i) that Ci.(z) < C.(z), and hence, by (4.17), we have
CtC(CB) = Cl(l’) [ ]

Remark 4.2 (On the solvability of the dual program)

Unlike the contracting case, the sup in DP(3) need not be achieved in the setting of Theorem
4.5 or 4.6 (i.c. the dual LP need not be solvable); we cannot expect ¢(v) = Cic(z),z € X to
be an optimal solution since there is no reason to expect Ci.(x) to be bounded.
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Remark 4.3 (State truncation)

We have in fact presented in the proof of Theorem 4.6 a state truncation procedure, that
enables to approximate the value of a non constrained MDP with countable state space by
an MDP with a finite state space. The policy that chooses at state z the action a* = a*(z)
is optimal for the MDP, due to Theorem 4.1 (ii). Since this policy is the limit of policies
optimal for the truncated MDPs, we conclude that also the policies converge. A different
approach to state truncation will be presented in Chapter 8, which will be used for the
contracting framework.

The restriction in the dual LP to bounded functions ¢ in the absorbing case (Theorem
4.5), or to functions ¢ converging to zero for the general transient case (Theorem 4.6) are
quite necessary. This can be seen from our Example 4.1. Any function among (4.5) are
feasible for the dual LP. The supremum over all these unbounded functions is infinity, and
not 7.

4.3 Set of achievable costs

Define for any U ¢ U U H(UM) the set of achievable vector performance measures:

M;}_c(ﬂ) = Uueﬁ{(ctc(ﬂvu)’ch(/@au)v k=1,.., K)}v (4'18)
and set M*(3) := M (3) U M%(UM)(,B). Define also
Viers U (e (@ o), (@) (5, ) (119)
PE th

and

Vim0 ) (@) (), s (05, o)), (4.20)
PE Qf;c

Recall the definition min B from Section 3.1. The next characterization of achievable costs
follows from Theorem 3.2.

Theorem 4.7 (Characterization of the sets of achievable costs)
(i) For transient MDPs with nonnegative immediate costs, M*(3) is convez, and

min Vi (8) = M5, (8) < M7 (8) = M™(8) C V()

(< is defined in Section 3.1).
(i) For absorbing MDPs with nonnegative immediate costs, M'{fs (B) is convex and compact,
and satisfies

My; () = M™(8) = M7, (8) = coMg,, () = min Vy(83).

(ii) For contracting MDPs, M5 () is convex and compact, and satisfies
M;{ () = M"(8) = My, (8) = coM{7, (8) = V{(8) = min Vio(B).
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4.4 Constrained control: Lagrange approach

We now go back to our constrained control problem. We use standard Lagrange approach
for convex programming to show that

(i) COP is equivalent to solving some non-constrained sup-inf problem;

(ii) the sup and inf can be interchanged under suitable conditions;

(iii) Under Slater conditions, the sup and inf are obtained as max and min: “optimal” policies
and Lagrange multipliers exist for the sup-inf problem, and they satisfy the Kuhn-Tucker
conditions.

Theorem 4.8 (The Lagrangian)

Consider either the transient framework, (Definition 2.2 and nonnegative immediate cost)
or the contracting framework.

(i) The value function satisfies

Cie(B) = inf sup Ju(B,u) = inf supJin(B,u) = inf  supJiu(B,u) (4.21)
uelU y>p uEUM x>0 wEM(Upr) A>0 ’
where
Tou(Bou) = Cre(Byu) + (N Die(Byu) = VY =D Epi* (X, A) — (A V) (4.22)
t=1
Mxz,a) = e(zya) + (N d(z,a)).
(i) The value function satisfies
Cic(B) =sup min J)(B,u) =sup min J\(5,u) (4.23)
A>0 u€EM(Uns) A>0 u€Up
as well as
Cio(B) = inf sup Ji(8,u) = inf sup Jo(B,u) (4.24)
ueUs A>0 uel A>0 ’

Remark 4.4 (Nonconvewity of the Lagrangian)

We note that the Lagrangian It)‘((,@, w) is, in general, not convex in the policies. However, the
set of achievable costs is convex; this lieds us to use a minimax theorem due to Sion (1958).
An alternative approach would be to consider .J}} over the sets H(UM) or U of policies; in
that case we can use other minimax theorems on convex functions, such as in Rockafelar
(1989). We shall use this approach later on.

Before stating Sion’s mon-max theorem, we introduce some definitions. Let G1, G2 be some
convex subsets of some linear topological spaces. We say that a function ¥ : G; x G2 — R
is quasi-concave in g; if the set {g1 : ¥(g1,92) > r} is convex for every real number r and
every go € G2. We say that it is quasi-convex in gy if the set {g2 : ¥(g1,92) < r} is convex
for every real number r and every ¢g; € G;. If both properties are satisfied then ¥ is called
quasi-concave-convex.

Lemma 4.1 (Sion’s minimaz Theorem)
Let G1,G2 be be some convex subsets of some linear topological spaces. Assume that ¥ is
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quasi-concave-convex, that it is upper semi-continuous in g1 and lower semi-continuous in
go2. Further assume that one of the sets Gy or G2 is compact. Then

supinf ¥(g1,g2) = inf sup ¥(g1, g2)
G1 Gy G,y G1

We are now ready to prove Theorem 4.8.
Proof of Theorem 4.8: (i) The first equality in (4.21) is standard: if w € U is feasible (i.e. it
satisfies the constraints D;.(3,u) < V') then

sup Jt)‘c(ﬂ, u) = Cie(B,u).
A>0

Therefore,

Cic(B) > inf suth)‘c(,@,u).
ueU A>0 )

If u € U is not feasible then it is easily seen that

supJ{\c(ﬂ,u) =00 2 th(ﬂ)
A>0

We conclude that

Cic(B) = inf suth)é(,B,u).
ueU A>0

Similarly, let C},(3) := inf Cy.(8,u) over the set {u € Ups : Dic(B,u) < V}. Then we have
Cie(B) = inf sup J3(B,u).

ueUn A>0
However, it follows from Section 2.3 that Cj,(8) = Ci.(B). This establishes the second
equality. The third equality follows by the same arguments.

(i) We shall apply Lemma 4.1 where G stands for the convex set {A > 0}, and G> for
the convex and compact set M (Uas) (for a discussion on the compactness, see Section 2.2).
It follows from Theorem 4.7 (i) that the function J*(3,u) : G1 x Go — R is quasi concave-
convex. Finally, J*(8,u) is continuous (in fact linear) in A and lower semi-continuous in
(see Lemma 3.5). Hence by Lemma 4.1, we have

swp min JABw) = it supJA(Bu) = Cu(B) (4.25)
A>0ueEM(Uyy) UEM(Upr) A>0
where the last equality follows from (4.21); this establishes the first equality.
For fixed A, J*(8,u) is minimized by a policy in Up (by Theorem 4.1 (ii)), i.e.
min J7,(8,4) = min JA(B3,u). (4.26)
’lLEﬁ ' ueUp
for any class of policies U that contains Up. The proof of (4.23) is established by combining
this with eq. (4.25).
By (4.26) we have

Cie() = sup min J{\c(ﬂ,u) = sup min Jt)‘c(ﬁ,u) (4.27)
. A>0 ueUs . A>0 uel ’
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In order to obtain the first equality in (4.24), we apply again Lemma 4.1 with G; as the
convex set {A > 0}, and G5 as the convex and compact set U. where U stands for either
Us or U. It follows from Theorem 4.7 (ii) that the function J’\([J’,u) Gy x Gy - Ris
quasi concave-convex in the over U under the contracting case; it is also concave-convex
in the transient case when U = U. J*(B,u) is continuous (in fact linear) in A and lower
semi-continuous in uw € U (see Lemma 3.4 and 2.3).

It remains only to establish the first equality in (4.24) for the transient case. This is done
by simply noting that COP has optimal minimizers within v € Ug (according to Theorem
3.4). Therefore, following the same type of ideas as the proof of part (i), we establish (4.24).
|

By the same type of arguments as in the proof of part (i) of Theorem 4.8, we obtain from
(4.27) the following Corollary for the transient framework (the contracting case was already

established in Chapter 3).

Corollary 4.1 (Dominance of U)
Consider the transient framework, (Definition 2.2) with non-negative immediate costs. Then
U is a dominating class of policies.

Corollary 4.2 (Saddle point)

Consider either the transient framework (Definition 2.2 and nonnegative immediate cost) or
the contracting framework (Definition 2.4). Then for any class of policies U that contains
either Ug or U, we have

Cie(B) = sup mig]t’\c(ﬂgu) = minsup Jt’\c(,@,u) = sup Jt’\c(ﬂ,u*)
A>0 uel weT A>0 A>0

for some uw* €U.

Next, we consider the existence of maximizing Lagrangians.

Theorem 4.9 (The Lagrangian: Slater condition)
If there exzists some policy u for which Di(B,u) <V then there exist nonnegative Lagrange
multipliers A* = {\}, ..., X% } such that

Cro(B) = min J3; (8,u) = Jmin Toe (B, ) (4.28)

Moreover, any optimal policy u” satisfies the Kuhn-Tucker conditions:

Ai(DE(Byu™) = Vi) =0, k=1,.. K.

Proof: J\(B,u) is a convex function over the convex set U, and Cy.(3,u) and DE (3,u) are
lower semi-continuous in U (see Lemma 3.5). By standard minimax theory (see e.g. Rock-
afelar, 1989 p. 45, and Theorems 17 and 18 in p. 41) it follows that there exist nonnegative
Lagrange multipliers A* = {A], ..., A% }

. JA* — . J)\ 3 — . JA
win J, (B,u) i‘;%ﬂlé&‘ (B, ) L‘E&‘igpo te(Bu)
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which equals Ci.(3), according to Corollary 4.2. The second equality in (4.28) follows from
the fact that for fixed A, J*(8,u) is minimized by a policy in Up (by Theorem 4.1 (ii)). The
Kuhn-Tucker conditions follow from standard arguments (similar to the proof of part (i) of
Theorem 4.8, see Rockafelar 1989, Theorem 15). [ |

4.5 The dual LP
Counsider the DP with decision variables ¢(y),y € X and X € IRf

DPq(p): Find ©*(B) :=supy , (B, 4) — (A, V) s.t.
$(z) < cla)+ (Ndz,a))+ Y Peayd(y), z€X,a€A(z).
yEX

We begin by considering the contracting case. Combining Theorem 4.4 with Theorem 4.8,
we show that the value of DPq () equals the value of COP. This, together with Theorem
3.6, implies that there is no duality gap between LP‘{ (B) and its dual program DPq ().

Theorem 4.10 (The dual LP, the contracting case)

Consider the contracting framework. Consider DP1 () restricted to ¢ € F¥. DPq(p) is
feasible if and only if COP is feasible. The value of DPq(8) equals Ci(B) and ¢(z) =
Cic(z),z € X is an optimal solution.

A similar result is obtained for the absorbing and transient cases with nonnegative imme-
diate costs. By combining Theorems 4.5, 4.6 and 4.8 we have:

Theorem 4.11 (The dual LP, the absorbing and transient case)

Consider either

(i) an absorbing MDP with nonnegative immediate costs, with DPq () restricted to bounded
¢; or

(i) a transient MDP with nonnegative immediate costs, with DPq () restricted to ¢ satis-
fying (4.13). B
Then DPq(3) is feasible (¢ = 0 is a feasible solution). Moreover, the value of DPq(3)
equals Cyio(B).

4.6 State truncation

We consider in this Section transient MDPs with nonnegative immediate costs. We already
showed in Remark 4.3 that the value of a non-constrained MDP can be computed as the
limit of the (increasing sequence of) values of the MDPs with truncated spaces, (as described
in the proof of Theorem 4.6). In other words, we showed that

lim C7(B) = sup Cpi(B) = Ci(B)
n—oo nelN

where C7.(3) is the value of the MDP truncated to the finite set X,,. Moreover, we showed

c
that the optimal policies converge.
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It should thus not be surprising that a similar result holds for the constrained MDP.
Indeed, for any A > 0 we have by Remark 4.3:

Tim J"(8) = sup To™(B) = Toe(B) (4.29)

where
An . An A . A
Jtc (IB)_’;IGl{/JtC (ﬂa’u’)a Jtc(ﬁ)_égg‘]tc(ﬁJj’)
and where J;\"(f3,u) is the Lagrangian defind in (4.22) corresponding to the nth truncated
MDP. According to Theorem 4.2, we have

Ctnc(ﬂ) = minsup Jt)‘c’n(ﬂ,u), th(,@) = sup min Jtc(ﬂ, )
u€U x>0 ) A>0 u€U

Combining this with (4.29), we have

Cuel) = sup sup inf Jiy"(6,u) = sup sup inf Jii" (5 ) = sup O} (6).
A>0nelN nelN A>0
This establishes the convergence of the values for the state-truncated COP to the value of
COP. Uulike previous approaches for state approximations for COP (most of which were
derived for the contracting framework, see Chapter 8 and Altman (1993,1994), we do not
need here any Slater type condition.

4.7 A second LP approach for optimal mixed policies

In this Section we present an alternative LP formulation for COP. The decision variables
will correspond to the probability measures over the space of all stationary deterministic
policies; in particular, this will mean for the case that the state and action spaces are finite,
that the number of decision variables will be equal to the number of stationary deterministic
policies; this is in contrast to the previous LP approach for which the number of decision
variables is typically much smaller: 37 _x |A(z)].

It follows from Corollary 4.1 (for the transient framework with nonnegative immediate
costs) and Theorem 3.4 (ii) (for the contracting case) that Cy.(8) is the value of COP
restricted to U:

min Cic(B,u) s.t. Dic(B,u) < V.
ueU

This can be rewritten as a Linear Program:

LRy _min [ Culfu(an)
s.t. /D (Byu)y(du) <VE k=1, K (4.30)

This yields the following:

Theorem 4.12 (Relation between COP and LPo(S3))
Consider either the transient or the contracting framework. Then
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(i) COP is feasible if and only LPo(B) is feasible (i.e. the set satisfying (4.30) is nonempty).
If LPo(3) is feasible then there exists an optimal policy in U for COP.
(ii) The value of COP and of LPo(B) are equal.

1i) If v is a solution of LPo(B) then the policy ¥ € U is optimal for COP.
pAGS
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CHAPTER 5

The expected average cost

We study in this chapter the expected average cost. In a similar way as was done for the
total cost, we we shall be especially interested in the following frameworks:
(1) the case for which the costs are bounded below, (known as negative dynamic program-
ming) i.e.

c(z,a) and d*(z,a),k = 1,..., K, are bounded below, i.e.

inf.ex c(k) > b and infy wex d* (k) > b for some constant b (5.1)

for that case, an additional growth condition on the cost will be made.
(i) the contracting framework, for which the cost is assumed to be p-bounded (2.4), the

transition probabilities are p-continuous (Assumption (2.22)), and the initial distribution
satisfies (8, p) < oo.

Remark 5.1 (The contracting framework: the expected average cost)

We introduce in this Chapter the notions of p-uniform geometric recurrence (Definition
5.3) and p-uniform geometric ergodicity (Definition 5.4) which are slight modifications of
the Definition 2.4 of contracting MDPs. In the context of expected average cost, we shall
define the “contracting framework” to be the p-uniform geometric recurrent MDP, together
with the above assumptions on the transition probabilities, immediate costs and initial
distribution.

We shall assume throughout this Chapter that

) Under any w € Usg, X contains a single (aperiodic) ergodic class,
and absorption into the positive recurrent class (5.2)
takes place in finite expected time.

Note that this assumption may restrict the choice of the initial distribution 8. Sufficient and
necessary conditions for (5.2) in terms of policies in Up can be found in Fisher (1968).

5.1 Occupation measure

For any given initial distribution 3 and policy u, define the finite horizon occupation measure

fea(B,u;2,-)

t

fea(Brwsz, A) = %ZPE(SQLA), A€ A(z). (5.3)

s=1
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We set fL,(B,u) = [1,ex foa(B;w;z,-). With some abuse of notation, we define f, (3, u;z) =
L. (B,u;z,A(z)). The subscript ea stands for expected average. We are interested in the set
of limit points of f!,(B;u) for different u’s. We note that for each 3,u and ¢, fI,(3,u) is a
probability measure over K. However, these probability measures need not be tight, so that
their limits may contain elements that are sub-probability measures. We denote by Feq(/3, )
the compact set obtained as all the limits (in the sense of weak convergence of probability
measures) of {f!,(3,u)}. In case Feo(3,u) = {f} is a singleton, we denote feq(B,u) = f.

Any sub-probability measure on K can be written as

=061 (5.4)
where 67 € [0,1], and where f’ is a probability measure. Define,
L#(B) = U {Fea(B,u)} for any U C U U M (Uyy),

Qea(/@) { pPE Ml(K:) : /}Cp(dﬂ)(éw(l‘t) - th) = va €eX } (5'5)

where M7 (K) are the set of probability measures over K. We set L(3) = Ly (8) U‘CH(UM) ().
L7(0) are called the expected frequencies achievable by U.

Definition 5.1 (Completeness)
A class of policies U is called complete for the expected average criterion (for a given initial
distribution §8) if

L(B) = Lz(B) and VF € Lz(B), F is a singleton .
It is called weakly complete if
L(B) N M (K) = L7(B)
and YF € Lz(f), F is a singleton.

Thus, a complete class of policies U has the property that the achievable expected frequencies
under U is the same as under all policies. A weakly complete class of policies achieves all
those expected frequencies that have mass 1 over K.

Definition 5.2 For any sets B1, Ba of sub-probability measures over K, define By < Bs if
Vf1 € By there exists fo € By such that f{ = f3 and 6f, < b6, (where ' and §¢ are defined

in (5.4)).
Theorem 5.1 (Weakly completeness of stationary policies)
The stationary policies are weakly complete and Ly (B) x Ly, (B).

Proof: Choose a policy € U. Let t,, be some increasing sequence of times along which
fl.(B,u) converges to some limit f € F.o(B,u). Define v that maps states y to measures
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over A(y):

yy(A) = WA
fly,Aly))

whenever the denominator is nonzero. When it is zero, ,(-) is chosen arbitrarily. Define the

stationary policy w as w;(A) = 7,(A). It follows from assumption (5.2) that the Markov

chain with transition probabilities P(w) has a unique invariant probability measure w(w),

independent of the initial distribution 3, that satisfies

ﬂ-y(w) = tli{go féa(ﬂ?u;y)v
and hence, Feq(83,u) = {f*} is a singleton given by

A CA(y)

oy, A) = wy(A)m(w). (5.6)
We show that f* = §f for some § € [0,1]. It follows from (2.3) that for any = € X,
: , (w) S Pt dK) Pro
fea(ﬂvu’ / fea PH!E t (57)

By applying Fatou’s Lemma, we get from (5.7)
f(z,A(z)) = lim fl»(B,u;z) = lim / fin(B,u;dK)Pys > / F(dr)Prg. (5.8)
n—oo n—0 [ K

By definition of v and of Py, (w),
| ranp.. = > 10 Aw) S, 0 Prce = I AD) P (59

which, together with (5.8) leads to
Fa,A@) > f(y,AW)) Pyalw), (5.10)
y

Measures satisfying (5.10) are called excessive measures; m(w) is known to be the unique
probability measure over X satisfying the inequality (5.10), (this is a straight forward ex-
tension of Proposition 6.4 in Kemeney, Snell and Knapp (1976), see Altman and Shwartz
(1991a)). This, together with the definition of , imply that {f} oc {f*}, which establishes
the proof. |

5.2 The contracting framework

It turns out that under the contracting framework, the occupation measures satisfy useful
continuity, tightness and uniform integrability properties, which we describe below. They
will allow us to show that the stationary policies are in fact complete. We begin by relating
the contracting framework to notions of uniform ergodicity and recurrence.
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Definition 5.3 (p-Uniform geometric recurrence)
An MDP is p-uniform geometric recurrent if it satisfies Definition 2.4 (contracting MDP)
with the set M being finite, and where (2.21) is replaced by the weaker requirement that

D[P (w)]ayply) < En(z).

y¢EM

for all w € Up and for some integer ng, where P™(w) is the n step transition probabilities
under policy w.

Definition 5.4 (p-Uniform geometric ergodicity)

The MDP is said to be p-uniform geometrically ergodic if the exists some constants o > 0
and £ < 1 such that for allw € Ug,

{ [P7(u) — T(w)]|,, < o€n, Vn € IN,

) 5.11
P, <o (5-11)

where P"(u) is the n step transition probabilities under policy v, and II(u) matriz, the rows
of which are equal to the steady state probabilities under w.

We present bellow a part of the remarkable equivalence relation which was established in
Spieksma (1990) Chapter 6 and Dekker et al. (1994).

Theorem 5.2 (p-uniform geometric ergodicity and recurrence)
Assume that (5.2) holds. The MDP is p-uniform geometrically recurrent if and only if it is
uniformly geometrically ergodic.

Next we present uniform tightness and integrability properties of contacting MDPs.

Definition 5.5 (Tightness)
A set of probability measures {f™}ner (I is some set) over K is called tight if for any € > 0
there exist some compact set K, € IK such that

MK >1—¢ Vn € 1.

Definition 5.6 (Uniform integrability)

A set of probability measures { f™ },cr (I is some set) over K is said to be uniformly integrable
with respect to c¢ if for any 6 > 0 there exist some € > 0 such that for any B € K, ¢t and «
such that ff,(8,u; B) < e,

/ fza(ﬂ’u;dﬂ)c(h?) < 4.
B

We have (Billingsley (1968) Theorem 6.1):

Lemma 5.1 (Characterization of tighiness)

{ft.(Byu)}iem are tight probability measures iver K, if and only if for any converging sub-
sequence {flz(B,u) tnew, its imit f satisfies f(K) = 1.

Lemma 5.2 (Tightness and uniform integrability)

Under the contracting framework, the sets {f,(B.u)}tewueu are tight and are, moreover,
uniformly integrable with respect to the cost ¢ and to p(y,a) = p(y).
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Proof: The uniform integrability is a direct extension of Lemma 6.8 in Spieksma (1990),
who restricted to Markov policies, to fixed initial states, and to uniform integrability with
respect to p. The generalization to any policy follows from Theorem 2.1. The proof in
Spieksma (1990) extends in a straight forward way to any initial distribution (satisfying of
course (3, ) < 00). The tightness follows from the uniform integrability (see Lemma 6.5 in

Spieksma (1990)). [ ]

If the contracting framework is not assumed, tightness of the occupation measures over the
original space K need not hold (even for a fixed policy u). The Fisher & Ross (1968) Counter
Example illustrates such a situation. This example was further analyzed by Spieksma (1990)
in Section 11.4, called “The importance of being tight”; she showed for some “badly” be-
having policy u that feq(z,u; ) = 0.7.

Finally, we present a result by Spieksma (1990, Proposition 5.1 p. 97) that establishes the
continuity of the occupation measure over the set of stationary policies.

Theorem 5.3 (Continuity of occupation measures)
Consider the contracting framework. Then the map fea(B,+) : Us — Ly, is p-continuous.

Proof: Follows from arguments similar to those in Lemma 3.1 (ii); for any v € Us we use
fea(B, %) to denote the singleton Feq(8,u) = {fea(B,w)}. We shall show that

lim Y sup |fea(B,u";ys A) = fea(B sy, A)l ply) = 0.
yeX ACA®)

By (3.7) in Lemma 3.1 (ii), pj(m;-) are p-continuous in Us. Moreover, due to Definition
5.11, they converge to feq(B,u;-) uniformly in Us. This finally implies the p-continuity of
the map feo(3,*) : Us — Ly, see Royden (1988, Problem 8.3.17). [ ]

5.3 Completeness properties of stationary policies

Theorem 5.4 (Completeness of stationary policies)
(i) L(B) is convex and satisfies

L(B) = Lvy (B) x Lus (B) = Qea()-
(i) In the contracting framework, Ly, (B) is convex and compact, and satisfies
Lu(B) = L(B) = Lus () = coLv, (B) = Qea()-
Hence the stationary policies are complete.

In order to prove the theorem, we need the following Lemma (that corresponds to Lemma
3.2 in the case of total cost). Its proof is quite technical, and is a straight forward extension
of Theorem 5.1 in Altman and Shwartz (1991a), or of Key Lemma in Spieksma (1990) p.
168.
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Lemma 5.3 (Splitting in a state)

Choose w € Ug and a state y. Define w® € Ug to be the policy that chooses always action
a when in state y, and otherwise behaves exactly like w. Then, there exists a probability
measure vy over A(y) such that

FealByw) = /A ) a5,

Proof of Theorem 5.4: (i) Theorem 2.1 implies that £(f) is convex, and that £(8) = Ly,, (B).
Theorem 5.1 implies that Ly, (8) « Ly, (). Since for each w € Ug, (5.10) is obtained with
equality (see paragraph below (5.10)), it follows from (5.9) and (5.10) that feq(8,w) €
Qco(B). It remains to show the converse. For any p € Qcq(8), define again v that maps
states y to measures over A(y):

() = LA g A

oy Ay)

whenever the denominator is nonzero. When it is zero, 7v,(-) is chosen arbitrarily. Define the
stationary policy w as w,(A) = v, (A). it follows from the definition of Q.,(8) and of v that
for all z € X,

e A@) = Y ol AW)) /A () Pyaz = 3 p(3s A)) Pye(w).
yEx (v) y€X

Since my(w) = fea(B,u;y), y € X is the unique solution to 7 = 7Py, (w), it follows that
p(x, A(z)) = fea(B,u;z) for all z € X, and by the definition of v, p = feqa(3,w). This
establishes Ly (8) = Qea(f)-

(ii) Choose some policy w and initial distribution 8. By Theorem 5.1, there is some é € [0, 1],
a stationary policy w such that Fe,(8,w) = {f*“} for some f*, and f = 6§ f*. It follows from
Lemma 5.1 and 5.2 that for any f € Feo(8,w), f(K) = 1. This implies that § = 1, so that
f* = f. Consequently £L(8) = Ly, (8).

We show that £(3) is compact. Let f; € £(8),i € IN. Let f be some limit point of f; in
the sense of weak convergence of measures over K. Our aim is to find a policy w such that
Feo(B,u) = {f}. By Lemmas 5.1 and 5.2, this implies that f(K) = 1.

By Theorem 5.1, there exists a stationary policy g; that achieves f;, i.e. Feu(3,9:) = {fi}-
Let €; = d(f, f;), so that lim,,_, €, = 0. Consider the nonstationary policy u, that uses
g1 until the time ¢, := min{¢ : d(f1, ja(,@,u)) < e}, and uses g; between ¢;_; + 1 and ¢;,
where ¢; := min{t > t;_1 : d(fi, fL,(B,u)) < €}. The fact that ¢, < oo can be proved by
induction using the following fact. Suppose the policy u uses g, from time s onward, and
let xs(2) = pj(s, 2). Then

t—s
FialBrwiy A) = 2 2B A) + 0]y (A2 S () <Z[P”(gn)]zy> :
zeX r=1
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(were P(gn) is the transition probabilities matrix under g,). It then follows easily that
limy_ o0 FL,(B,u)(y, A) = {fn}. Thus

d(f, fea(B.w)) < d(f, fn) + d(fn, foz (B w)) < 26,
and we obtain
Tim fla(6,u) = f. (5.12)

Since f(K) =1 (due to Lemmas 5.1 and 5.2), £ is closed and sequentially compact, hence
compact.

Next we show that Ly () is equal to the convex hull of Ly, (3). Since it is compact, by
the Krein-Milman theorem it is the convex hull of its extreme points. Choose some w € Ug.
Suppose that w is not deterministic, so that w,(-) is not concentrated on a single point in
A(y). But then by Lemma 3.2, w is not an extreme point of Ly, . [ ]

5.4 Relation between cost and occupation measure

For the contracting framework, assumption (2.4) will suffice to obtain similar linear represen-
tation of the cost as was obtained for the total cost case (Section 3.2). When the contracting
framework is not assumed, we shall use assumption (5.1) to show that Us and U have these
properties. For other policies, that representation will not hold in general. To illustrate that,
c(k) =1 for all x € K, consider a policy u for which the occupation measures are not tight
(e.g. the Fisher & Ross (1968) Counter Example). Then we may typically have

1= Cea(Byu) = Cl(Byu) > (e, f), vt € IN.

We have the following properties of the expected average costs (see Altman and Shwartz,
1991a, Lemma 2.3):

Theorem 5.5 (Linear representation of the cost)
(i) Consider the contracting framework. Then for any B, uw € U, and f € Feo(B,u),

CoalBo) > (¢, f) = /’C o) f(dx) (5.13)

with strict equality holding for some f € Foq(B,u); the expected average costs are uniformly
p-bounded over all policies:

sup [|Cea(-, w)]l,, < 00 (5.14)

where Ceq(+,u) is the vector of expected average cost corresponding to all initial states.

(ii) Fiz some B and w € Us or w € U and assume that the cost is bounded below (i.c.
(5.1) holds). If either (i.1) The total expected cost to reach some recurrent state z is finite,
or (11.2) Cea(z,u) = oo, then (5.18) holds with equality. Moreover, for any policy u and
f € Fea(B,u), (5.13) holds.
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Proof: (i) Choose any w € U and let ¢, be some sequence along which the limit f =
limy, o fl2(8,u) exists. Then

Co ) = [ CL(pow) = T [ 1ia(usdi)et)

v

lim [ f22 (B, us dr)e(k).

Due to the uniform integrability of fiz (8, u;dr) w.r.t. the cost ¢ (Lemma 5.2), the integration
and limit may be interchanged, see Billingsely (1968, Theorem 5.4). This establishes (5.13).
Equality is obtained in (5.13) by choosing ¢, so as to achieve the limsup:

T [ B dnietn) = tim_ [ 1835 us )

and so that a limit f = lim, . fI2 (3, u) exists. (That such a choice is possible follows from
diagonalization arguments). Finally, (5.14) follows from Lemma 5.2. This establishes (i).

(ii) Assume (ii.1). Call a “cycle” the period between two consecutive visits to some state
z. If the total expected cost per cycle is finite, then the result follows from standard theory
of Markov chains, see e.g. Chung (1967, pp. 91-92). Note that this cost is always well defined
since the immediate cost is bounded below. If Ceo(z,u) = oo then the expected cost per
cycle is infinite, since the expected average cost equals the expected cost per cycle divided by
the expected cycle duration (which is finite due to assumption (5.2)). In that case, one may
replace the immediate cost ¢ by the truncated cost ¢®(x) = min(c(x, B)). For every finite B,
the corresponding total expected cost per cycle is finite, as well as the total expected cost
till state z is first reached. Hence, by the first part of the proof, (5.13) holds. The result is
then obtained by the monotone convergence theorem.

Finally, to establish (5.13) for the case of cost bounded below, we choose an arbitrary u,
and f' € Foq(B,u), and choose a sequence t,, such that f’ = lim,_,~ fiz(8,u). By applying
Fatou’s Lemma we obtain

Cea(B,u) = llm /fea (B,yu; dr)c(dr) > llm /f ,u;di)c(dr)
> /hm Fin(B,u;dr)e(dr) = {c, f').

n—oo

Next we describe continuity properties of the expected average cost.

Lemma 5.4 (Continuity of the cost, the contracting framework)
Consider the contracting framework. Then Ceo(B,u) is continuous on Ug and on U.

Proof: For Ug, this is an immediate consequence of the p-continuity of the occupation

measures (Theorem 5.3), and from the fact that (5.13) holds with equality for w € Us. The
proof for U is as in Lemma 3.5. [ |
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Lemma 5.5 (Lower semi-continuity of the cost, immediate cost bounded below)
Assume that the cost is bounded below (i.e. (5.1) holds). Ceo(B3,+) is lower semi-continuous
on M(Uyp), and in particular on U.

Proof: Let ¢",n = 1,2, ... and ¢ be probability measures over Uy, and let ¢" and ¢ be the
corresponding policies in M(Uys). Assume that ¢" converges to ¢ (by which we mean that
q™ converges to q weakly). Then by Fatou’s Lemma,

li_m Cea(ﬂaqn) = h?m <qnacea(:85')> > <q7 Cea(ﬂa')) = Cea(ﬂvé)'

n—oo

5.5 Dominating classes of policies

Theorem 5.6 (Relation between complete and dominating policies)
Consider the contracting framework. Then, any complete class of policies is a dominating
class. If COP 1is feasible, then there exist optimal policies in Ug and in U.

Proof: The proof is the same as the one for the total cost, i.e. the proof of Theorem 3.4 (ii).
(The basic steps can be found in Altman and Shwartz, 1991a, Theorem 2.8 and Corollary
5.4.) |

Following an idea by Borkar (1983), which was adapted to constrained MDPs in Altman
and Shwartz (1991a), we introduce the following growth condition on the costs: There exists
a sequence of increasing compact subsets K; of K such that U;K; = K and such that the
immediate cost functions c satisfies

lim {c(k); 5 ¢ Ki} = oc. (5.15)
Note that condition (5.15) implies that ¢ are bounded below by some b. (Note that c and d
achieve their minimum over each compact set K;, since they are continuous in K, bu (2.1)).

A sufficient condition for (5.15), which is frequently used in the literature (e.g. Cavazos-

Cadena (1989), Cavazos-Cadena and Sennott (1992)), is the following moment condition:

VL € R, the set {z € X :inf, c(z,a) < £ is finite } (5.16)
Lemma 5.6 (Tighiness of occupation measure for stationary policies)

The sets {fl,(B,u)}tew are tight for any w € Us and any uw € U.

Proof: Assumption (5.2) implies that the steady state probabilities exit under any v € Us,
sothat 35, x fea(B,u;2) = fea(B,u; K) = 1. Lemma 5.1 then implies the required tightness.
A similar argument implies the tightness for U. [ |
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Theorem 5.7 (Dominance of classes of policies)

Assume that the growth condition (5.15) holds for the immediate cost c or for d*, for some
k=1 .,K.

(i) Let U be a class of policies that is weakly complete and for which (5.13) holds with equality
for both immediate costs c¢ as well as d* for all ' € U. Then U is a dominating class. In
particular, U can be taken to be Us.

(i) U is a dominating class of policies.

Proof: (i) The proof follows Altman and Shwartz (1991a), p. 801, Theorem 4.4. It clearly
suffices to show that for any u for which C.,(3,u) < co and D* (B,u) < o0, k = 1,..., K,
there exists some u’' € U such that

Cea(B,u') < Cea(B,u) Dea(B,u') < Dea(B; ).

Thus, assume without loss of generality that (5.15) holds for ¢. Choose some policy wu,
and f € Feq(B,u). Assume that Ceq(8,u) < oo and that {f!,(3,u)}: are not tight. then
there exists some € > 0 and an increasing sequence {t;} such that fi%(Kf) > e. Denote

c¢;j = inf{c(k): K ¢ K;. It follows that
Cff{l(ﬁ,u) > cje + max(b,0), j € IN.

Since by (5.15), limj_,oc ¢; = oo, it follows that Ceq(3,u) = oo, which contradicts our
assumption. Hence, if Ceo(B,u) < 0o then {f¢,(B8,u)}: are tight. If U is a weakly complete
class of policies, then there exists some u' € U such that fea(B,u") = f (this follows from
Lemma5.6). The last part of Theorem 5.5 and the assumption that (5.13) holds with equality
for u' implies that «' dominates u. The statement for Ug follows from Theorem 5.1 U can
be chosen as Us.

(ii) We delay the proof for U to the next chapter (Corollary 6.1). [ |

Definition 5.7 (Strongly dominance)

A class of policies U is said to be a strongly dominating class of policies for the expected
average cost, for a given initial distribution B, if the following holds: For any policy w € U
there exists a policy w € U such that, for any increasing sequence t, such that the limits

1
— I
Cealfru) = lim — % Eie(Xe, Ar),
" os=1

t
—k . i I N .
Dea(lga’u’) = nh_)néanlEﬁd (XtaAt)

exist (they may depend on the sequence ty),

Coa(B,T) < Cea(B,u), and  Dea(B,7) < DL, (B, ). (5.17)
When (2.16) holds, we say that w strongly dominates u.
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Note that strongly dominance implies dominance.

By observing the proofs of Theorems 5.7 we may conclude that one may replace dominance
by strongly dominance of U. This allows us to further strengthen Theorem 5.7, and establish
the existence of an optimal policy among U. (In general, the fact that a class of policy is
dominant does not ensure the fact that an optimal policy exists; it only implies that we
may restrict our search for such a policy to that dominating class). The existence of optimal
stationary policies for COP was established by Altman and Shwartz (1991a) Corollary 5.4,
and in Altman (1994) Theorem 4.2.

Theorem 5.8 (Strongly-dominance and existence of optimal policies)

Under the conditions of Theorem 5.7,

(i) U is a strongly dominating class.

(i) If COP is feasible then there exist optimal policies for COP within U, and in particular,
within Us and U.

Proof: (i) is a straightforward extension of the proof of Theorem 5.7.
(ii) Assume that COP is feasible, and let g; be a sequence of stationary policies which are
€; optimal, where lim; .~ €; = 0. Assume moreover that f., (ﬁ,gi) converges to some limit
f (in the sense of weak convergence of measures over K). We may repeat now the argument
in the part of the proof of compactness in Theorem 5.4 above (5.12); we may choose an
increasing sequence t, and construct a Markov policy u that uses policy g; during time
[ti,ti+1), such that

T f4(8,u) =
(f is not necessarily a probability measure) and moreover,

aea(ﬂau) = nli)ngo Cz;(ﬂ’u) = nh—rgo Cea(ﬂ’gn) = Cea(ﬂ)a

Elza(,@,u) := lim Dg(’:"(ﬂ,u) = lim Dfa(,@agn) <WEk=1.,K

But then, by the first part of the Theorem, there exists an optimal policy in U, and in
particular, among Us. The statement for U follows from Theorem 5.7 (ii). [ |

Theorem 5.7 holds when the growth condition (5.15) is replaced by a weaker condition, due
to Borkar (1983), which was applied to constrained MDPs in Altman and Shwartz (1991a)
Section 4.

Definition 5.8 (Almost monotone costs)
c: K — R is called V-almost-monotone if there exists a sequence of increasing compact

subsets IC; of K such that U;KC; = K and
im {c(r); s ¢ Ki} > V. (5.18)
17— 00
Theorem 5.9 (Weakly-completeness and dominance)
Assume that U is weakly complete_and that (5.13) holds with equality for both immediate
costs ¢ as well as d* for all w' € U. Assume that there exists some feasible policy v € U
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i.e. D (B,4") < Vi, and define Vo := Ceu(B,u'). If ¢ is Vy-weakly monotone and d* are Vi
weakly monotone for all k =1,...,K, then

(i) U is a strongly dominating class of policies. Moreover, U can be taken as Us or U.

(i) If COP is feasible then there exist optimal policies for COP within U, and in particular,
within Us and U.

Proof: We do not present the detailed proof. The proof of (i) follows from ideas similar
to those in Theorem 5.7 and 5.8. The exact proof of the dominance of U can be found in
Altman and Shwartz (1991a) Lemma 4.6. The existence of optimal policies within Ug was
established in Altman (1994) Theorem 4.2. This, together with the dominance of U, implies
the existence of an optimal policy within /. [ |

5.6 Equivalent Linear Program

We now obtain an LP formulation, similar to the one we obtained for the total cost; we show
again that the COP is equivalent to a LP with countable number of decision variables and
a countable number of constraints. Consider the following LP:

LP3(4): Find the infimum C* of C(p) := (c, p) subject to:

DH(2) = (d", p) < Vik=1,.., K,  p € Qealp)

where Q.q(8) was defined in (5.5). Define w(p) to be any stationary policy such that w,(A) =
p(y, A)[p(y,A(y))]~! whenever the denominator is nonzero. We show that there is a one to
correspondence between feasible (and optimal) solutions of the LP, and the feasible (and
optimal) solutions of COP.

Theorem 5.10 (Equivalence between COP and LPg(S))

Assume either

(A1): the immediate cost is bounded below (5.1) and satisfies the growth condition (5.15) or
(5.18); moreover, for any stationary policy u, the total expected cost to reach some recurrent
state z is either finite, o1 Ceq(z,u) = 0co0. Or

(A2): the contracting framework holds (and, in particular, the immediate costs are p-bounded).
Then

(i) € = Cea(B).

(ii) For any v’ € U, there exists a dominating stationary policy u € Ug such that p(u) :=
fea(61) € QualP). Coo(, ) = Clp(w)) and Dea(f) = D(p(w); comveracly, for any /€
Qca(B), the stationary policy w(p) satisfies Ceo(B,w(p)) = C(p) and D.o(B,w(p)) = D(p),

with equalities for the contracting case.

(iii) LPg(p) is feasible if and only if COP is. Assume that COP is feasible. Then there
ezxists an optimal solution p* for LPg(B), and the stationary policy w(p*) is optimal for
COP.

Proof: We start from (ii). The first claim follows from the fact that it holds for stationary
policies (as is shown in the first paragraph of the proof of Theorem 5.4), by combining
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Theorem 5.4 with Theorems 5.5 (ii), 5.6, 5.7 and 5.9. The claims on the costs follow from
Theorem 5.5. The converse part follows by noting that for any p € Qea(83), p = fea(8,w(p))
(this follows from the first paragraph of Theorem 5.4)), and by applying again Theorem 5.5.
This establishes (ii), and thus implies (i). (iii) now follows from (ii) and Theorems 5.6, 5.7,
5.8 and 5.9. |

5.7 The dual Program

Next, we present the formal dual program DP for the LP above. The decision variables are
P €R, ¢ : X — R and the K dimensional nonnegative vectors A € ]R_If

DP3(3): Find ©%(8) := SUDy 42 P — (A, V) s.t.

dz)+v < Je(z,a)+ (A d(z,a)) + Z Prayd(y)|, =€ X,ae€A(x).
yeX

We shall show in the next Chapter, that when choosing the decision variables ¢ to be in the
appropriate linear space, then there is no duality gap, and

0" =" = Cu(B), (5.19)

for both the contracting framework, and the case of costs bounded below. For the contracting
framework, we shall restrict to ¢ € F#, and for the case of costs bounded below, a possible
choice is to restrict to bounded ¢.
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CHAPTER 6

Expected average cost: Dynamic and
Linear Programming

We present in this Chapter dynamic programming, similar to those in Chapter 4, for the
unconstrained control problem, and then, using Lagrangian methods and duality methods,
obtain a the linear program DPg(3), which is the dual of the one obtained in the previous
Chapter. We show again that there is no duality gap for both the contracting case as well
as the case of costs bounded below. As in Chapter 4, we conclude by presenting a different
LP approach for computing the optimal values and optimal mixed strategies. This chapter

is based on Altman (1995b).

6.1 The non-constrained case: optimality equation

Introduce the (expected) Average Cost Optimality Inequality:

. o ] |
ACOL: p(z) + 9 > i [c(w,a) + yg{ Pmyqﬁ(y)J : (6.1)

where ¢ is some constant, and ¢ : X — IR. This type of equation is closely related to the
optimal value and the computation of optimal policies, as will be established in details in
the following two sections. Before getting into the details, we motivate the above optimality
inequality in the following Lemmas that hold under general cost and ergodic structure. They
provide in particular lower and upper bounds for the expected average cost.

Lemma 6.1 (Upper bound on the value)
Let (¢, ¢) be a solution of (6.1) and let w be a stationary policy that chooses at state x an
action that achieves the minimum of

[e(@,a) + D Poayd(y)]

yEX
Assume that ¢ satisfies
w Xn
lim —=2 $(X) > 0. (6.2)
n—oo n )

Then 1 > Cea(z,w), and hence 9 > Coq(x).
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Proof: We iterate (6.1) and obtain:
¢($) > -+ c(a,', "U) + Z mey¢(y) =—¢+ c(z,'w) + E:)‘f)(XZ)
yeX
> =2¢+c(z,w) + By [¢(Xs, A2) + EX, 6(X3)]
= —2¢+C($,’U})+E;UC(X2,A2)+E$¢)(X3)

> o 2-np+ Y EYe(Xe, Ar) + BYG(Xni1) (6.3)

t=1

Dividing in (6.3) by n and going to the limit as n tends to infinity, we conclude that
Ilp 2 Cea(waw) 2 Cea(w)- |

Remark 6.1 Clearly, a sufficient condition for (6.2) to hold is that ¢ is bounded from below.

Definition 6.1 (Superharmonic pair)
A pair (¢,¢) (where 3 is a constant and ¢ : X — R) is called superharmonic (for the
expected average cost criterion) if it satisfies for all z € X and a € A(z):

$(z) + ¢ < clw,a)+ Y Poayd(y). (6.4)
yeX

Lemma 6.2 (Lower bound on the value)
Assume that there exists some superharmonic pair (v, ¢) such that

lim Er¢(Xn) <0 (6.5)

n— oo n

for some Markov policy w. Then ¢ < Ceo(z,u).

Proof: Iterating (6.5), we get

$(x) < clmu) =P+ D Pouyd(y) = clw,ur) — 9 + ELp(Xs)
yEX

< clzur)—2¢+ EY [C(X27 As) + E§(2(¢(X3))]
= c(z,u1) — 2¢ + E¥%c(Xa, A2) + EX($(X3))

< e <Y EYe(Xy Ad) — ntp + EYG(Xnir)-

t=1

The Lemma follows by dividing by n and taking the limsup as n tends to infinity. [ |

Next we consider the case where the optimality inequality (6.1) holds in fact with equality.
Consider the (expected) Average Cost Optimality Equation:

| i | 1
ACOE : Plz)+4 = v [c(w,a) + g}:{ Pmayqs(y)J : (6.6)
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where 9 is some constant, and ¢ : X — IR. We note that if ACOE holds, then the pair (¢, ¢)
is superharmonic. This allows us to combine both Lemma 6.1 and 6.2 to get the following
optimality results:

Lemma 6.3 (Characterization of optimal value and policy)
Assume that there exists a pair (¢, $) satisfying the ACOE (6.6), and that (6.5) holds for
any Markov policy w. Let w be the stationary policy that chooses at state © an action that
achieves the minimum of [c(x,a) + EyEX Prayd(y)]. Assume that

i Z29) S

n—oo n
Then (i) ¢ is the optimal value and w an optimal stationary policy, i.e. 1 = Ceo(z,w) =
Cea().
(#i) Ceq is the largest constant for which there exists a function ¢' such that the pair (Ceq, ¢')
is super-harmonic and for which (6.5) holds for all Markov policies u.

The following converse can be found in Arapostathis et al. (1993):

Lemma 6.4 (The converse)
Assume that there exists a pair (¢, $) satisfying the ACOE (6.6), and that

EYp( X,
iy Ze$(Xn)

n—oo n

=0

for all w € Us. Then any optimal stationary policy g for which the state is irreducible and
positive recurrent satisfies

c(z,g) + Z Pogyd(y) = min |c(z,a)+ Z Poayd(y)| - (6.7)
yEX aEA(z) yEX

Proof: Let g € Ug be optimal and assume that the state is irreducible and positive recurrent
and that (6.7) does not hold. Then there exists some state zo and action ag € A(zg) such
that

o(20,9) + Y Pogyp(y) = min |e(z,a)+ D Pray(y)| +6
aGA(z)
yeX yeX

for some § > 0. Let ¢’ € Us be the policy given by
» z) fz#cw
g'(z) = { g( ) Zo

if z = xo.

Using the ACOE, it follows from the irreducibility and positive recurrence that Ceq(z¢,¢’) <
Cea(z,g), which contradicts the fact that ¢ is optimal. ]

We now introduce candidates that would serve as the pair (¢,%) in ACOI or ACOE, and
candidates for the optimal value and optimal stationary policies. In the following sections
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we shall establish for either the bounded cost assumptions or the contracting assumptions,
that these candidates are indeed an appropriate choice.

Assume that for any « in a neighborhood of 1, there exists an optimal stationary policy
g(a) for the a-discount problem. Let @, be some arbitrary sequence of discount factors
converging to 1, along which the following limits exist:

g° = lim g(a) (6.8)

h(z) = lim =2 (”13) — C“"(O), vz e X (6.9)
n—00 — Oy

¢* = lim C,,(0), (6.10)

where 0 is some state. The pair (¢*,h) is the candidate for the functions that will satisfy
the ACOI and ACOE, ¢~ is the candidate for the optimal value, and ¢* - for an optimal
policy.

6.2 Non-constrained control: cost bounded below

We assume that (5.1) holds, i.e. that the costs are bounded below. Without loss of generality,
we shall assume that the costs are nonnegative (since the optimality of a policy for the ex-
pected average cost is not affected by adding constants to the costs and to the corresponding
bounds V). Following Sennott (1989), we present below conditions for optimality of some
stationary policies, and relate the values to the dynamic programming equation (6.1). We
then present some sufficient conditions that are simpler to verify. The approach that we
pursue is based on relating the expected average cost to the limit of discounted cost control
problems.
Introduce some assumptions on the model:
e S1: For every state z € X, and discount factor a, the value Cy(z) of the non-constrained

MDP are finite.
e S52: There exists a nonnegative constant b such that
Cu(z) — Co(0)

—h < ho(z) = 1
-«

for all z € X and discount factors a, and for some state 0 € X.

e S3: There exists some nonnegative m(xz) such that hy(z) < m(z) for every z and «; for
every z, there exists an action a(z) such that

Z Pma(m)ym(y) < 00.
yeX

e S83*: There exists some nonnegative m(z) such that hy(z) < m(z) for every z and «a; for
every = and a € A(z), EyEX Praym(y) < oo.

Remark 6.2 (Sufficient conditions for S1-83)
If there exists a g € Up under which the process is ergodic and irreducible with an invariant
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probability measure (g), and Y7, x c(z,9)7(g) < oo then Assumptions S1 and S3 hold. If
X is fully ordered and Cy(z) is increasing in z then Assumption 82 holds. (see Arapostathis
et al., 1993, and Cavazos-Cadena and Sennott, 1992, for these and for references to other
sufficient conditions).

We present explicitly some of the above sufficient conditions for the assumption §2 and
83, which will be needed later in a context of approximations of MDPs. Let

T-1
T = g{{xt =0}, W,:= ; ot re( Xy, Ar). (6.11)

Then Cy(z) can be written as

Co(z) = min [(1 - @)E*W, + E¥a” 1C,(0)] .

ue€Un
and
. 1— EuaT-1
ha = i E*W, - ——2" ¢,
T-1
= i E'W, — E¥ tCy (0 6.12
min | B ; ;a (0) (6.12)
Thus for any «a,
ho(z) < min EfW, < min Cy(z,u) (6.13)
ueUpy ueUyy

(where Cy(z,u) is the total expected cost till the hitting of the set M = {0}). Hence, if
there exists some policy w for which Cy.(z,w) is finite for all z, then the first part of S3
holds, and one can choose m(z) = inf,, C.(z, ). Moreover, it is easily seen from (6.12) that
if the growth condition (5.15) holds, then 82 is satisfied.

The following well known Tauberian Theorem will turn to be very useful. For its proof,
we refer e.g. to Sznadjer and Filar (1992).

Lemma 6.5 (Tauberian Theorem)
Let {an} be a sequence of nonnegative real numbers. Then

n—1 o o0 n—1
1 . — 1
li —E: < lim (1 — E:t < lim (1 — Ejf < 1 —E:.
nl—IEon at_alinq( a) aat_al_)ml( a) aat_nl)ngon ai

t=0 t=0 t=0 t=0
The following is due to Sennott (1989):

Theorem 6.1 (Ezistence of optimal values and stationary policies)

Assume §1-83, and consider nonnegative immediate cost. Then

(i) the value of the expected average conirol problem does not depend on the initial state x
and is given as the limit of the value discount

Ceou = lim1 Co(x)
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(this limit is independent on the sequence ., in (6.8)).

(ii) Any stationary policy g* that is obtained as limit of a-discount optimal policies g(cy,)
(as in (6.8)) is optimal.

(iii) The pair (¢, h) given in (6.9)-(6.10) satisfies the ACOI (6.1). If moreover, 8§ holds,
then they satisfy the ACOE (6.6).

Proof: For each ay,, the following holds for any fixed z € X:
Co, () = (1 — an)e(z,g(an)) + an Z Prgan)yCan(y)-
yeX
By subtracting Cy,, (0) from both sides and dividing by 1 — a,, we get
C (0) + han( ) - (‘ 7g (Xn Z ,ng(an)y Qp ) (614)
yeX

We now take the liminf in both sides and apply Fatou’s Lemma (as hy, are bounded below
by assumption §2), and obtain

Y™+ h(z) > c(z,97) + Z Prgeyh(y),
yEX

so that

P +h(z)> min |c(z,a)+ Z Poayh(y)
acA(z) X
ye
This concludes the first part of (iii). The second part of (iii) follows by applying the domi-

nated convergence Theorem.
It follows from S1 that for all z and a € A(x),

Co, (0) + he, (z) < c(z,0a) Z Prayha (6.15)
yEX
Thus, we get by using S3 and applying the dominated convergence Theorem
Cq, (0) + h(z) < ¢(z,a) + Z Prayh(y). (6.16)
yeX

We conclude that ¢g* minimizes the right hand side of ACOI (6.1), so by Lemma 6.1, g*
satisfies Cea(z, g*) < %*. On the other hand, it follows from Lemma 6.5 that for any policy
'U/’

Cea(zyu) > hm Cq, (T, u) > hm Co, () =797, (6.17)

Qp—

We thus conclude that (i) and (ii) hold. [
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6.3 Dynamic programming approach: the contracting framework

We consider in this section the contracting framework (as defined in Chapter 5, i.e. uniform
p-geometric recurrent MDPs, p-bounded cost, p-continuous transition probabilities, and
initial distribution satisfying (3, p) < 0o). We obtain similar characterization of the optimal
value and policy as in the previous section. is finite.

Theorem 6.2 (Ezistence of optimal values and stationary policies)

Consider the contracting framework. Then

(i) the value of the expected average conirol problem does not depend on the initial distribu-
tion B and is given as the limit of the value discount

Cea(ﬂ) = (}zlinl Ca(ﬂ)
(this limit is independent on the sequence o, in (6.8)).
(i) Any stationary policy g* that is obtained as limit of a-discount optimal policies g(a,)

(as in (6.8)) is optimal.
(#ii) The pair (¢, h) given in (6.9)-(6.10) satisfies the ACOE (6.1).

Proof: For each a,, the following holds for any fixed = € X:

Can(0) + ha, (z) = c(z, g9(an)) + D Poy(9(an))ha, (¥) (6.18)
yEX

(see 6.14). hy are p-bounded, uniformly in « (this follows from Proposition 5.1 in Spieksma,
1990, p. 97, which presents a Laurent expansion of Cy(u,-)) thus, there exists some constant
m such that
ha ()| < mip(z),
for all @ in the neighborhood of 1. Since P(g(ay,)) has a finite g norm (and uniformly bounded
in n), we may take the liminf in both sides of (6.18) and apply a dominated convergence
theorem, to obtain
97+ h(z) = c(z,67) + Y Pegryh(y):
yeX
This establishes (iii).
his p-bounded, and [[P™(u)|, is bounded, uniformly in all policies and all integers n (see
Proposition 5.1.ix in Spieksma, 1990, p. 97); it then follows that for any policy u,
lim w =0 (6.19)
n—oo n
for all policies w. Lemma 6.3 (i) now implies that ¢* is the optimal value, from which
statement (i) follows, and also implies statement (ii). [ ]

6.4 Super-harmonic functions and linear programming
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Theorem 6.3 (The value and superharmonic functions, the contracting framework)
Consider the contracting framework. Then

(i) The pair (Ceq, h) is superharmonic, and h is p bounded.

(ii) For any other superharmonic pair (v, ¢) for which ¢ : X — R is p-bounded, we have
Cea 2 7.

(In other words, consider the class of superharmonic pairs (¢, $) for which ¢ : X — IR are
p-bounded. The value Coy is the largest constant for which there exist a p-bounded function
¢ X — R such that (Ceq, ¢) is within the above class.)

Proof: (i) follows from Theorem 6.2 (i) and (iii).
(ii) follows from Lemma 6.3 (ii), since for any p-bounded ¢,

sup [|¢(Xn)], < o0

by the same arguments as in the proof of Theorem 6.2, and hence (6.5) hold. [ |

Motivated by Theorem 6.3, we introduce the the following infinite Linear Program with
decision variables ¢ € R and ¢(y),y € X, used to compute the optimal expected average
value of COP.

DP(3): Find ©7 := sup,, 4 ¢ s.t.

dz)+y < c(z,a)+ Z Prayd(y), z € X, a € A(z).
yeX

Theorem 6.3 implies the following:

Theorem 6.4 (The dual linecar program, the contracting framework)

Consider the contracting framework. Consider the dual program DP(3), where ¢ is re-
stricted to the linear space F*. DP(f3) is feasible; its value equals Ceo(B). ¢(z) = h(z),z € X
s an optimal solution.

We now obtain a similar statement for the case of nonnegative costs, when restricting
to bounded functions (for which (6.5) clearly holds under any policy). As for the Linear
program obtained for the case of total cost for transient MDPs, the fact that we restrict to
a subclass of functions satisfying the conditions of Lemma 6.3 (ii) might lead to only a lower
bound on the value. However, it will turn out that the family of bounded functions ¢ is rich
enough, to yield the same value as the one obtained by the richer class of policies satisfying
(6.5).

Theorem 6.5 (The dual linear program, nonnegative immediate costs)

Assume that the immediate costs are nonnegative, and the standard moment condition
(5.16) holds. Assume further that conditions S1 and 83 hold, and that there exists some
policy for which the total expected cost from any state to state 0 is finite. Consider DP(J3)
where the decision variables ¢ are bounded functions. Then for any initial distribution (3,

DP(3) is feasible and its value equals Ceoqo().
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Proof: Denote by C* () the value of DP(f3) restricted to bounded ¢. Since for any bounded
function ¢ eq. (6.5) holds for all policies, we have by Lemma 6.2

C*(B) < Cea(B)- (6.20)

Consider a set of approximating COP with an immediate cost c,(z,a) = min{n, c¢(z,a)};
denote by C%(z,u) the corresponding infinite horizon expected discounted cost. Denote by
CP'(B,u) the corresponding total expected cost till state 0 is reached. Denote

ho(z) = Cg(x) — C5(0).

The pair (C2(0), k%) is super-harmonic, since, by the same arguments as those that yield

(6.14),
Cr(0)+hi(z) < en(za)+ Y Poatanyha®)
yEX

c(z,0) + Y Poatanyyhia (). (6.21)
yeX

IN

Consider an arbitrary sequence a,, converging to 1, along which the following limits exist:
C* = lim C7 (0), h*(z) = lim A} (z), Vz, g = lim g*(n),
n—00 ne ’ n—oo ne n— 00

where g*(n) is an optimal stationary policy for the a,-discounted MDP. Since ¢, are bounded
by n, we have C%(z) < n/(1 — a). Hence h%(z) are bounded (in z) by n/(1 — @). Thus, for
any fixed a € (0,1) and n, we have

c* < CH(p). (6.22)
For any o and n we have (as follows from (6.13))
hi(z) < inf Ch(z,w) < inf Cyc(z, u),
and thus in particular, h*(z) < inf,, Ci.(z, ) is finite. For each z € X and n, we have
Ca, (0) + 1z, (@) = en(@,g(n) + 3 Pagiruhis, (¥)
yEX

(as in (6.14). One may verify from the growth condition (5.16) and from (6.12) that A% (z)
are uniformly bounded from below by some constant that does not depend on & nor on n
(which implies in particular condition §2). Taking the limit as n tends to infinity, we get by
Fatou’s Lemma

C*+h*(z) 2 c(z,97) + > Pageyh™(y)
'yEX

We conclude that (C*, h*) satisfy ACOL Since h* is bounded below, it satisfies (6.2), so by
Lemma 6.1, C¢o(8) < C*. This, together with (6.20) and (6.22) establishes the proof. W
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Remark 6.3 (The nonnegativity of the immediate cost)

It is in (6.21) that we made use of the nonnegativity of the immediate cost. One can relax
the nonnegativity assumption by assuming that the immediate costs are bounded below,
since the optimal value and optimal policies can always be computed by shifting all costs
by some constant, so that they be nonnegative.

Remark 6.4 (Relazing the growth condition)

In the above Theorem, the growth condition was only needed in order to ensure that con-
dition S2 holds in a slightly stronger version: A7 (z) should be bounded below, uniformly in
n and a. It can thus be relaxed by other weaker sufficient conditions.

Remark 6.5 (On the methodology of approzimation)

The method used to establish the convergence of the approximation scheme in the proof of
Theorem 6.5 is similar in spirit to the method used by Sennott (1995) to obtain finite state
approximation.

Remark 6.6 (Initial distributions and infinite costs)
Note that we allowed for arbitrary . It may happen, however, that C.,(x) is finite for all
z, but 3 is chosen such that Ce,(3) is infinite.

6.5 Set of achievable costs

Define for any U C U U M(UM) the set of achievable vector performance measures:
MZ(8) = U, g{(Cea(Bu), D¢, (B, u), k = 1,..., K)}, (6.23)
and set M¢*(3) := Mg (8) U M%(Uw)(ﬂ). Define also

Vea = U {((C,p),<d1,p>,<d2,p>,...,(dK,p>)}. (624)
PE Qea

The next characterization of achievable costs follows from by combining Theorems 5.4,

5.5, 5.8 and 5.9.

Theorem 6.6 (Characterization of the sets of achievable costs)

(i) Assume that the immediate cost is bounded below (5.1) and satisfies the growth condition
(5.15) or (5.18). Then
Me<%(3) is conves, and

Vea(f) = My (8) < My, (8) = M*(p)
(< is defined in Section 3.1).

(i) In the contracting framework, My (B) is convex and compact, and satisfies

M3 (8) = M*“(B) = My, (B) = coMy, (B) = Vea().

6.6 Constrained control: Lagrange approach

By the same arguments as the ones used to establish Theorem 4.8 and 4.9, we now obtain:
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Theorem 6.7 (The Lagrangian)

Consider either (1) the immediate cost bounded below (5.1) and satisfying the growth con-
dition (5.15) or (5.18), or (2) the contracting framework.

(i) Let U be any class of policies containing Us. The value function satisfies

Cea(B) = inf sup J5, (6, u) (625)
ucU A2>0
where
J0(Bou) = Cea(B,u) + (A, Dea(B,u) = V).
(ii) For any class U containing Up, the value function satisfies
Cea(#) =sup min JG,(B,u) = supmin J7, (5, u). (6.26)
A>0 uEM(Us) A>0 ueU

and

Cea(B) = 1161£ supJea(,B7 u). (6.27)

Proof: (i) (6.25) is standard: if u € U is feasible (i.e. it satisfies the constraints D.,(8,u) <
V) then

sup J2 (B,1) = Coa(B, u).

A0

Since there exists an optimal policy for COP within U,

ea(,@) > inf Sup']ea(ﬂ’u)
ueU A

If u € U is not feasible then it is easily seen that
sup J2 (B, u) = oo > Cye().
A>0

We conclude that
th(ﬂ) lnf Sllp Jea(lgv ’LL)

The first part of (6.26) is obtained by dpplymg Sion’s minimax Theorem to the sets

G1:={A >0} and G2 := M(Ug), as was done in the proof of part (ii) in Theorem 4.8.
For fixed A, J*(B,u) is minimized by a policy in Up, i.e.
mmJ w(B,u) = mln J w(B,u). (6.28)
uel uel

for any class of policies U that contains Up. This yields the second equality in (6.26).
We use again Sion’s theorem for the set G'; = U, which yields (6.27). [ |

By the same type of arguments as in the proof of part (i) of Theorem 4.8, we obtain from

(6.27) the following
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Corollary 6.1 (Dominance of U)
Let the immediate costs be bounded below (5.1) and satisfy the growth condition (5.15) or
(5.18). Then U is a dominating class of policies.

Corollary 6.2 (Saddle point)

Consider either the case of immediate cost bounded below (5.1) and satisfying the growth
condition (5.15) or (5.18), or the contracting framework (with p-bounded immediate cost).
Then for any class of policies U that contains either Us or U, we have

Cea(ﬂ) = sup mlﬂ Jg‘a(ﬂa ’(L) = ml& sup Jg‘a(ﬂa ’(L) = sup Je/\a(ﬂa U*)
A>0 ueU U A>0 A>0

ue

for some u* € U.

The existence of minimizing Lagrange multipliers is summerized in the following Theorem,
whose proof follows the same lines as the proof of Theorem 4.9.

Theorem 6.8 (The Lagrangian: Slater condition)
If there exists some policy u for which Deq(B,u) < V then there ezist nonnegative Lagrange
multipliers X* = {\}, ..., X% } such that

Cea(B) = Ian N (Byu) = réunJ (B, )

Moreover, any optimal policy w™ satisfies the Kuhn-Tucker conditions:

A(DE(B,u) = Vi) =0,  k=1,..,K

6.7 The dual LP
For any v € Us,
. 1
A T u ;A
T2a(Bru) = lim — X_;Eﬁf (Xa, As)

where

Mz, a) := c(z,a) + (N, d(z,a)).
This, together with the results of Section 6.4, suggests that the following LP can be used

to compute the optimal value of COP, with decision variables ¥y € IR, ¢ € X — IR and
A eRY.

DP3(p): Find ©*(8) := sup¢ s — (A V) st
$le)+4 < c(wa)+ (Nd(z,a))+ Y Peayd(y), = €X,a€A(x).
yeX

Combining Theorem 6.7 with the results of Section 6.4, we get:

Theorem 6.9 (The dual LP, contracting case)

Consider the contracting framework. Fiz an initial distribution B, such that (§8,p) < oo.
DP‘3(ﬁ) is feasible if and only if COP is feasible. The value of DPg(pB) equals Ceo(3) and
¢(z) = h(z),z € X (where h is given in (6.9)) is an optimal solution.
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Theorem 6.10 (The dual LP, cost bounded below)

Assume that for each one of the immediate cost functions c(-,-), and d*(-,-), k = 1,.., K
the following hold:

o the immediate cost are nonnegative,

o the standard moment condition (5.16) holds,

o conditions S1 and 83 hold for the (nonconstrained) MDP with the corresponding imme-
diate cost,

o there exists some policy for which the total corresponding expected cost from any state to
state 0 s finite.

Consider DPg(B) where the decision variables ¢ are bounded functions. Then for any initial

state 3, DP(B) is feasible and its value equals C.qu(f).

DP3(p) is the dual LP to LP3(3). By comparing Theorem 5.10 to 6.9 and 6.10 we see
that there is no duality gap between LPg(3) and DPg(f).

6.8 A second LP approach for optimal mixed policies

In this Section we present an alternative LP formulation for COP. The decision variables
will correspond to the probability measures over the space of all stationary deterministic
policies.

If the immediate cost is bounded below and satisfies the growth condition (5.15) or (5.18),
or if the contracting framework holds, then we know by Corollary 6.1 ior by Theorem 5.7
(1) that Ceq(f) is equal to the value of COP restricted to U:

migll Cea(B,u) 8.8, Deg(B,u) < V.
ue

This can be rewritten as a Linear Program:

LP4(8): min /Cea(ﬂ,u)'y(du)

YEM1(Up)
s.t. /Dfa(ﬂ,u)'y(du) <VE k=1,..,K (6.29)

This yields the following:

Theorem 6.11 (Relation between COP and LP 4(53))

Consider either the case of immediate cost bounded below and satisfying the growth condition
(5.15) or (5.18), or the contracting framework. Then

(i) COP is feasible if and only LP 4(f) is feasible (i.c. the set satisfying (6.29) is nonempty).
If LP 4(B) is feasible then there exists an optimal policy in U for COP.

(ii) The value of COP and of LP4(fB) are equal.

(#i) If v is a solution of LP4(3) then the policy ¥ € U is optimal for COP.
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CHAPTER 7

Sensitivity analysis

7.1 Introduction

We consider in this Chapter a sequence COP,,, n = 1,2, ... of CMDPs and a “limit” CMDP,
denoted by COP ., or simply by COP. COP is assumed to be feasible, and therefore, under
to the standard conditions developed in the previous Chapters, to have an optimal solution.
However, for any given n, COP,, need not be feasible, and even if it is, it need not possess
an optimal solution (i.e., it may only have e-optimal solutions). We are interested in the
following questions:

¢ (i) Do the values of COP,, converge to the value of COP? If yes, then at what rate?
e (ii) Do optimal (or almost optimal) policies converge in some sense?

e (iii) Given an (almost) optimal policy for COP,,, will it be an almost optimal policy for
COP, if n is sufficiently large?

e (iv) Conversely, given an optimal policy for COP, will it be an almost optimal policy for
COP,, for all n sufficiently large?

We shall proceed as following. We first introduce a general framework for approximations,
that will provide sufficient conditions for having convergence in the sense of (i) and (ii)
above, and will provide also the rate of convergence. It turns out that the answers for (iii)
and for (iv) is in general negative, unlike the unconstrained case. The reason is that an
optimal policy for COP,, may be unfeasible for COP, and vice versa. We shall, however,
establish sufficient conditions for the following slightly weaker version of (iii) and (iv):

e (iii’) Given an optimal policy for COP,,, can we perturb it “slightly” so that it becomes

almost optimal for COP, if n is sufficiently large?

e (iv’) Given an optimal policy for COP, can we perturb it “slightly” so that it becomes
almost optimal for COP,,, for all n sufficiently large?

As applications of the general framework, we shall examine the convergence of values
and policies in the discount factor, including the case when it converges to one. and the
convergence in the horizon as it tends to infinity. In Chapter 8 we further use the results
below to obtain algorithms based on finite state truncation, for computing optimal policies
and values of MDPs with a countable state space.

To illustrate the usefulness of the results on approximations, recall that finite horizon
CMDPs have, in general, Markov optimal policies, and their computation is very costly
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for large horizon. Infinite horizon CMDPs, on the other hand, have optimal stationary (or
mixed stationary) policies, and their computation is much less costly. A constructive answer
to question (iv’) will thus provide us with an efficient method for obtaining almost optimal
stationary policies for CMDPs with finite (but large) horizon.

Another application of the approximation results is adaptive CMDPs. It is assumed that
there that the transition probabilities are unknown to the controller. The controller thus has
to design a policy whose role combines estimation and control. Under suitable conditions, an
efficient estimation can be guaranteed, i.e. the estimated transition probabilities converge to
the true value a.s. The controls are updated according to the ‘Certainty Equivalence” rule:
at any given time, the policy that is used imitates the one that would be optimal for an
CMDP whose transition probabilities are those given by the currently estimated ones. The
asymptotic results of the current Chapter can be used to prove the optimality of that policy
for the countable state space. For the precise formulation and solution of adaptive control
of CMDPs in the finite state and action spaces, see Altman and Shwartz (1991a,1991b).

We briefly mention some related work on the continuity and sensitivity analysis of mathe-
matical programs, and of control problems. Many papers and books are devoted to the con-
tinuity of mathematical programs in the case of finite dimensional state, e.g. Dantzig et al.
(1967), Pervozvanskii and Gaitsgory (1986,1988). Several special issues of scientific journals
were focused on such questions questions, as well as other related sensitivity, stability and
parametric analysis: Mathematical Programming 21, 1984, Annals of Operations Research
27, 1990. Convergence results for constrained dynamic control problems were obtained by
Altman and Shwartz (1991b,1991c), Altman and Gaitsgory (1993), Altman (1993,1994),
and Tidball and Altman (1995). Conditions were obtained there for the convergence in the
transition probabilities, in the horizon and in the immediate cost. Conditions for the non-
continuity, and the analysis of the limiting behavior for these cases were obtained by Altman
and Gaitsgory (1993).

Our approach below to obtain convergence conditions is based on Lagrange techniques,
and they are related to the techniques in Rockafelar (1989).

7.2 Key Theorems for approximation

We begin by developing Key Theorems for approximating a COP by a sequence COP,,.
COP is called the limit problem, and will stand for either the finite horizon problem, or
the infinite horizon discounted problem, total cost problem, or the infinite horizon expected
average problem. In fact, the results of this section hold for any constrained optimization
problem where some costs are defined over some topological space (of policies) UcCU:
C():U—-R,D(:):U— IR¥. These costs may stand for the finite horizon, infinite horizon

discounted costs, total cost, or expected average cost. We consider COP(U):

inf C(u) s.t. D(u) <V
uecU
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Denote by CU the value of COP(U). Assume that

|C(u)| < B (7.1)
for all u € U. We shall use below e to denote a K-dimensional vector whose components are
all 1.

We consider next a sequence COPH(U), also called the approximating problems, defined
as following. Consider a sequence of cost functions C,, : U - R, D, : U — RE, n=1,2,..

COP,,(U) is defined by:

inf Cp(u) s.t. Dyp(u) < V.
uelU

Denote by C¥ the value of COP,(U).
Remark 7.1 The sets of policies in the above setting do not depend on m. There are
cases, however, where it is desirable to allow such a dependence. An example is the finite
approximation scheme III in Section 8.4. All the results we present here generalize to this
case, using the same types of arguments, see Tidball and Altman (1995). However, for the
simplicity of presentation we restrict to the simpler model.

We introduce the following assumptions.

e (S1): Slater type condition:
Jv € U such that D(v) < V. (7.2)

¢ (S2): Saddle-point condition: For any value of right hand side constraints V' for which
(S1) holds, there exists u* € U and A* € R with A* > 0, (which depend on V') such
that

CY = C(v*)=minmax[C(u)+ (\,D(u) - V)]
uel A0
= maxmin[C(u) + (A, D(u) = V)]
A20 yeT o
= max[C(u) + (X D(u) = V)]
= win[C(u) + (A", Dlw) - V).
uelU
We shall use sometime the notation wj, and Aj, to express the dependence on V.
e (S83): Cy(u) and D, (u) converge to C'(u) and D(u) uniformly over u € U, i.c. there exists
some sequence €1(n) € R, n = 1,2, ... such that for all u € U,
lim €1(n) =0,
and
|Cr(u) = C(u)| < e1(n),  |DE(u) = D*(u)| < e1(n), k=1,....K.

Remark 7.2 (The unconstrained case)
Our results will be applicable even for unconstrained MDPs. In that case (S1) and (S2) hold
trivially.
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The following theorem establishes the convergence of the value, and the rate of conver-
gence.

Theorem 7.1 Denote n(V) := mink:L___‘K[Vk—Dk(v)]. Assume (S1)-(S3). Then the values
converge, i.e. _ _
lim ¢Y =CV.

n—oo

Moreover, for all n large enough, |Cﬁ - C'TZL]_| is of the order of €1(n), i.e.

¢V -cY 2B ,
lim M < (1 —) (7.3)
n—oo e (n) (V) '
In order to establish the theorem, we need the following Lemmas.
Lemma 7.1 Assume (S2) and (S1). Then
2B _
(A"e) < —. (7.4)
(V)
Proof:
-B < CY
= min[C(u)+ (A%, D(u) = V)]
ucU
< Cu)+{(X",D(v)-V)
< B+ (\,D(v)=V).
Hence, o
(\",V — D(v)) <2B. (7.5)
We then obtain (7.4) by noting that n(V){(A*,e) < (A*,V — D(v)). [ ]

The following Lemma shows that a property similar to (S2) holds also for COP,,(U), for
n large enough.

Lemma 7.2 Assume (S1)-(S3). Fiz some 6y with 0 < &y < n(V), and denote

2B
=14 ——
' (V) = b
For all n large enough, COP,,(U) is feasible, and
C¥ = inf sup[Cn(u) + (A, Dn(u) — V)]
ucU A2>0
< sup inf [Ch(u) + (A, Dp(u) — V)] + 261 (n) k1

A>0ueU

Morcover, there exists ul, € U and X}, € RE with X} >0, and
)< 2B
e) < ———1.

~ (V) = b

(A%

(7.6)

INRIA



CONSTRAINED MARKOV DECISION PROCESSES 83

such that
inf sup [Cy(u) + (X, Dpn(u) — V)]
ueU A>0
< inf [Ca(w) + (AL, Du(w) = V)] + e1(n)ks
uelU
and

sup inf [Cr(w) + (A, Dn(u) — V)]

A>0ueU
2 sup[Ca(un) + (X, Dn(uy) = V)] - ex(n)ka
A>0

Proof: We shall prove the Lemma by using for u;;, A} the pair

( u?ffel(n)e’ A;:}fel(n)e) .
defined in (S2) (corresponding to COP(U) with the right hand side constraint V replaced
by V —€1(n)e). Consider n sufficiently large so that e1(n) < 6.

inf sup[Cr(u)+ (A, Dpn(u) — V)]

uelU A>0

S ig% [Cn(u?/—el(n)e) + <A7 Dn (’u‘?/—el(n)e) - V):I

< sup [Cu7_eye) + €1(0) + (A D(w_yye) = (V = ()]
A>0

= inf [O() + () + e D) +a(n) = (V = a(n)]
ue

< i[O+ O e D) = (V = a(m)] +er ()
ue

< inf [Ca(w) + e1(n) + (Af gy (myes D) +e1(n) = V)] + 2 ()b
uelU :

< inf [Cn(u) + (Ao (ges D) — V>] + 21 (n)ks
ueclU

< sup inf [Ch(u) + (A, Dp(u) — V)] + 261 (n)ky.
A>0ueU

The feasibility follows from the fact that (7.7) is finite for all n large, as the first term in
(7.7) equals to the value of COP(U)with V — €;(n)e replacing V; the latter is bounded
by B since (S1) implies that for all n large enough, COP(U)with V — €;(n)e replacing V
is feasible. The other assertions of the Lemma follow from the above equation. The upper

bound of A, follows by applying Lemma 7.1 to COP(U)with V — €;(n)e replacing V. R

Proof of Theorem 7.1: Choose some small §g > 0 as in Lemma 7.2. It follows from Lemma
7.2 and especially the bound (7.6) that for all n large enough,

cv —cU
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= sup inf [Cpn(u) + (A, Dn(u) = V)]

A>0 ucT
~ 1 min [C(uw) + (A, D(u) - V)]

< Cu(u™) + (AL, Dn(u”) = V) + €1(n)ky
—[Cw") + (AL D(u") = V)]

< tea(n)k +e(n)(1+ (A%,e))

< 2e(n)ky

We obtain similarly by the same kind of arguments, for all n large enough,
C — Cn S €1 (’I’L)kl
which concludes the proof. [ |

There are cases where one knows a-priory that there exists an optimal policy for COP
within some U, but COP,, has optimal policies only within some larger class of policies,
say T'. This is the case, for example, when COP corresponds to the expected average cost
problem, for which we showed that under fairly general assumptions, there exist optimal
stationary policies. However, if COP,, corresponds to the problem with finite horizon (of
length n, say), then one has to consider the larger class Up in order to obtain an optimal
policy. If we chose for both the finite and infinite horizon U = Uy, then condition (S3) will
typically not hold. If we chose U = Usg then we will shall only get a statement of the type

lim CY = Cea(),

whereas we wish to obtain
lim C, = Ceu(B).
To handle these cases, the following will be useful:

Theorem 7.2 Assume (S1)-(S3) (restricted to the class of policies U). Assume that for
any € > 0 and X\ > 0, there exist an e-optimal policy u. within the subclass U C ﬁl, and
some integer Ny (both may depend on X\ and €) for the problem of minimizing over u € T
the Lagrangian

Chn(u) + (X, Dp(u)), Vn > Np.

Then lim,, .o, CU = CU.

n

Proof: According to Theorem 7.1 we have lim,,_, Cg

=CV. Since C'g_ > Cg , we conclude

that that _ _
lim ¢V < Y.
We shall show that _ _
lim ¢ > CY,
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which will establish the convergence of the values. It follows that

C,—-C = inil sup[Crn(u) + (A, Dp(u) — V)]
ueU A>0
— min [C(u) + (A", D(u) — V)]
uel)

2 [Cnlue)+ (A7, Dn(ue) = V)| +e
—[C(ue) + (A", D(ue) = V)]
> e(n)k+e

(where k4 is defined in Lemma 7.2 and €; is defined in (S3)). [ ]

Next, we establish the convergence of optimal policies.
Theorem 7.3 Assume that the values of COP,,(U) converge to the value of COP(U), i.e.

: U _
lim, o C,, =

(S4): C() and D*(:), k =1,..., K are lower semi-continuous on U.

CU. Assume that there is some topology on U such that

Consider an increasing sequence of integers m(n), n = 1,2,... and a sequence ex(n) decreas-
ing to zero. Assume that COPmmy are feasible, and let u;, € U be some €ex(n)-optimal

policies for COPmny, n = 1,2,.... Assume that uy, have some accumulation point u” € U.
Then w™ is optimal for COP.
Proof: From the lower semi-continuity of D(-) and from (S3) it follows that

D*(w*) < lim DF(ul)

n—oo

< nli}olo[Dfn(n) (up) +e€1(n)]
< lim [Vi —e(n)] = Vi

Hence, u* is feasible. On the other hand, from the lower semi-continuity of C(-), from (S3),

and since, by assumption, lim,_, Cg_ = Cﬁ, it follows that

Cu™) < lim C(u})

n—oo

< nli_{go[cm(n) (up) +€1(n)]
< lim [Cr + e2(n) + ex(n)] = C7.
Consequently, C(u™) = CU and v* is optimal, which establishes the proof. [ |

Finally, we consider the construction of almost optimal policies. We need the following
convexity assumption:
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e (S5): For any p,0 < p < 1 and any policies u! € U,u? € U, there is a policy w? € U such
that
D(u?) < pD(ut) + (1 - p)D(a?),
C(u?) < pC(u*) + (1 —p)C(u?).

Theorem 7.4 Assume (S1)-(S3) and (S5).

(i) Let u' = v, u? = u*. Then for any es > 0, there exists some p such that the policy uP
defined in (S5) is es-optimal for COP,(U), for all n large enough.

(ii) Consider some sequence €3(n), n = 1,2, ... converging to zero. Let u' = v, and consider
the sequence of policies u2 € U such that w2 is e3(n)-optimal for COP,(U). Then for any
€s > 0, there exists some p such that the policies uP(n) defined in (S5) when considering the
pairs (u',u2) are es-optimal for COP(U), for all n large enough.

Proof: We first show that for any p > 0, u? is feasible for all n large enough.

D,(u?) < D(uP)+ei(n)e
< pD()+ (- p)D) +ex(n)e
< V —p[V - D(w)]+ er(n)e.

So, for all n for which p[V — D(v)] + €1(n)e < 0, u? is feasible. Similarly,
Calw?) < Cu)+ ()

< pC(v)+ (1 -p)C7 + & (n)
< 2p§+0ﬁ+61(n)6
< CU4+2pB+[CY - CY] + er(n)e

(1) now follows since cU - C’TIL]_ + €1(n) tends to zero (by Theorem 7.1 and by (S3)).
(ii) is obtained similarly. For any n,
D(uP(n)) pD(v) + (1 - p)D(uy)
pD(v) + (1= p)Dn(uy) + er(n)e
V —p[V = D(v)] + e1(n)e

IAINIA

and hence for any p, u?(n) are feasible for all large enough n.

C(uP(n)) < pC(v)+(1=p)C(uy)
< 2pB 4 Cn(ul) + er(n)
< 2B +C7 +es(n) + 1 (n)

(1) now follows since Cg + e3(n) + €1(n) tends to cv (by Theorem 7.1 and by definition of
€1(n) and e3(n)). [ |
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Remark 7.3 (Relazing some assumptions)
The results of Theorem 7.4 (i) clearly extend to the setting of Theorem 7.2. This follows
from the fact that uP is e4-optimal for COP,(U), for all n large enough, and since the class

U has an e-optimal policy for COPn(ﬁl), for all n large enough.

7.3 Discounted cost: convergence in the discount factor

We first consider the four types of convergence where the limit COP is the one with infinite
horizon discounted cost, with discount factor @ < 1, and where COP,, are with infinite
horizon discounted cost with discount factor a,, converging to . The transition probabilities
and immediate costs are the same. The convergence results were already obtained in Altman
(1993) using other general convergence Theorems (that did not provide the estimation of
the error in approximation, as we have here).

We assume that the contracting framework holds, i.e. that the MDP is uniform p-geometric
recurrent (Definition 5.4), the immediate costs are p-bounded (2.4), the transition probabil-
ities are p-continuous, and the initial distribution satisfies (3, p) < oo.

It follows then by Theorem 3.4 (iii) that one may restrict without loss of optimality to
stationary policies, since they are sufficient for both the limiting and the approximating
problems. Hence we may consider in the Key theorems U to be the stationary policies.

We assume that the Slater condition holds, i.e. Do(8,u) < V for some policy u, which
implies condition (S1).

We check all conditions (S2)-(S5). (82) is established in Corollary 4.2 and Theorem 4.9;
Lemma 3.4 (ii) implies (S4). (S5) follows from Theorem 4.7 (ii). For any discount factor a;
such that ay < a/€ (where £ is defined in Definition 2.4),

[Ca, (0, u) = Cale,u)|

n

= io: [(1 —ay)ad - (1- a:)aj] Pi(u)c(u)

m
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(b is defined in (2.4), P7(u) is the j-step transition probability matrix under the stationary
policy w and c¢(u) is the vector whose components are c(z,).) This converges to 0 as a;
converges to @, uniformly in the policies. This establishes (S3). Using Theorem 7.1, we have
that the difference between Ca, (8) and Co () is of order € (a1, @).
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7.4 Convergence of the discounted problem to the expected average problem

We counsider the four types of convergence where the limit COP is the one with infinite hori-
zon expected average cost, and where COP,, are with infinite horizon discounted cost with
discount factor a,, converging to 1. The transition probabilities and immediate costs are the
same. The convergence results were already obtained in Altman (1993) using other general
convergence Theorems (that did not provide the estimation of the error in approximation,
as we have here).

We consider again the contracting framework (as in Section 7.3). Finally, we make the
unichain assumption (5.2) (from Chapter 5).

It follows then by Theorem 3.4 (iii) and 5.6 that one may restrict without loss of optimality
to stationary policies, since they are sufficient for both the limiting and the approximating
problems. Hence we may consider in the Key theorems U to be the stationary policies.

(S1) holds when assuming the standard Slater condition. (S2) is established in Corollary
6.2 and Theorem 6.8; Lemma 5.4 (ii) implies (S4). (S5) follows from Theorem 6.6 (ii). It
remains to establish (S3). We prove it for C¢q; a same proof holds for Dfa. Fix an arbitrary
stationary policy u, and let II(u) denote the matrix whose rows are all equal to the steady
state probability distribution 7 (). Then

[Cale,u) = Ceale, )],

j=0

= {i(l — )l Pi(u) — H(u)} c(u)

= Z(l —a)ad [Pj(u) — ()] e(u)

i=0

< O'Z 1— )bl = 1(1_?) =: e1(a)

Using Theorem 7.1, we have that the difference between Cy () and Ceq(3) is of order € ().

Remark 7.4 (The multichain case)

It is possible to obtain similar results for the gemeral multichain case under appropriate
conditions. This was done for the finite state and actions case in Tidball and Altman (1995).
The class of policies U they consider is U, which is a dominating class for the multichain
case. It used the fact that the optimal policies and values of COP are obtained by LP 4(f5)(see
Feinberg 1995) even in the multi-chain case.

7.5 Convergence in the horizon: discounted cost

We consider all four types of convergence where the limit COP is the one with infinite
horizon discounted cost, with discount factor @ < 1, and where COP,, are with horizon of
length n that goes to infinity, and discounted with the same discount factor a. The transition
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probabilities and immediate costs are the same. We assume that the contracting framework
holds (Definition 2.4).

One may restrict Markov policies, since they are sufficient for both the limiting and the
approximating problems (see Theorem 2.1). In order to apply below the Key theorems, we
shall thus consider U to be the Markov policies.

Remark 7.5 (Almost optimal stationary policies)

Note that COP has optimal stationary policies (Theorem 3.4 (iii)). One can then show by
using Theorem 7.4 that for any € > 0, there ezists some stationary u? (which depends only
on €, not on n) that is e-optimal for COP,, for all n large enough.

Conditions (S1),(52),(S4) and (S5) were established in Section 7.3. (S3) follows from
Lemma 3.4 (i). Since we specialize to discounted cost, for which we relaxed the contracting
assumption (2.21) to (3.20), we repeat the calculation for Cy; a same proof holds for Dk,
We have for any Markov policy u,

||C§(ﬂ,u) — Ca(ﬁﬂu)“u

< 1-a) Zoth(ul)P(uz)...P(ut) b
t=T ]
(1- a)aT+15 oy,
S lfg = €1(T).

(Using Theorem 7.1, we have that the difference between CL(3) and C,(/3) is of order €;(T).)

7.6 Convergence in the horizon: expected average cost

This problem is more involved than the previous ones; if we considered the class of Markov
policies as candidates for U, then property (S3) is not satisfied. On the other hand, a
smaller class of policies is not dominating for the finite horizon problem. We therefore use
the approach of Theorem 7.2 and Remark 7.3.

We counsider the four types of convergence where the limit COP is the one with infi-
nite horizon expected average cost, and where COP,, are with infinite horizon discounted
cost with discount factor @, converging to 1. The transition probabilities and immediate
costs are the same. The convergence results were already obtained in Altman (1993) using
other general convergence Theorems (that did not provide the estimation of the error in
approximation, as we have here).

We consider again the contracting framework, i.e. the cost is assumed to be pg-bounded
(2.4), the transition probabilities are p-continuous (Assumption (2.22)), and the initial dis-
tribution satisfies (3, p) < oc; the MDP is assumed to be uniformly geometric ergodic (see
Definition 5.4). Finally, we make the unichain assumption (5.2) (from Chapter 5).

It follows by 5.6 that one may restrict to optimal policies for the limiting case COP, thus
we take U = Ug. For the finite horizon case COP,, we may choose U =Uy.

We show first that the four type of convergence, given in Theorem 7.1, 7.3 and 7.4 holds
when restricting to Ug. In other words, we show that
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the optimal values CQ converge to Ceq (), that is, the value of the finite horizon problems
restricted to the (non-dominating class of) stationary policies converge to the optimal value
of the infinite horizon problem. (This does not mean a-priory that the values converge
without the above restriction). In particular, we can obtain an optimal policy for the expected
average cost as the appropriate limit of stationary policies that are almost optimal for the
(restricted) finite horizon case.

Conditions (S1),(52),(S4) and (S5) were established in Section 7.4. It remains to establish
(S3). We prove it for Ceq; a same proof holds for DEF . Fix an arbitrary stationary policy w,
and let II(w) denote the matrix whose rows are all equal to 7(w).

T
Cea(maw) = Z %Z[Pt(w)]zyc(yaw)a

yEX t=1
T
Cea(z,w) = (m(w),c(w))= Z 71 Ewy(‘w)(,(y, w)
yeX t=1
so that
T
[CL(w) = Cealw)]], < T*ZHPt(w)—H(w)llunc(u)uu
szt l.ft ob
=TT Cra-d

This establishes (S3), which proves the convergence of the finite horizon CMDP restricted
to stationary policies, to the infinite horizon one. Moreover, it follows from Theorem 7.1
that the rate of convergence of the values is of the order of T71.

Next, we consider the original problem of the convergence of COP,, to COP, i.e. with-
out the restriction to stationary policies. The proof of the Theorem below is based on an
extension of Lemma 1 in Altman and Gaitsgory (1995).

Theorem 7.5 (Convergence of the finite horizon problem to the infinite horizon)
Consider the contracting framework with (3, p) finite. Assume that the Slater condition holds,
i.e. for some stationary policy, D.o(B,u) < V. (i) The value of the finite horizon problem
converges to the value of the infinite horizon one.

(i) There exists a stationary policy ue which is e-optimal for the finite horizon constrained
MDP, for all horizons T sufficiently large.

Proof: We shall use Theorem 7.2. We need to show that for any nonnegative A and €, there
exists an e-optimal stationary policy w (that may depend on A and €) for the Lagrangian

INT(Byu) = CL(B,w) + (A, DL, (8 ZE“ A (Xy, Ar),
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for all T sufficiently large, where
j)\('7 ) = C(-, ) + <)\7 d(.’ ))

(We thus set U = Ug and ﬁl = Uy in Theorem 7.2. The fact that Uys is a dominating class
for the finite horizon problem follows from Theorem 2.1.) Denote the value of the above
minimization by JT (8), and let J2. be the value corresponding to the expected average
cost (with infinite horizon, which thus does not depend on 3). For simplicity, we shall omit
below A from the notation.

Let jo € F# denote some terminal cost, and consider the problem of minimizing the total
expected cost during a horizon of T step:

T
TT(Byusjo) =Y ERi(Xe, Ar) + Efjo(Xro1). (7.7)

t=1

Denote the value of this problem by JT (8, Jo). We shall use the following (see e.g. Puterman,
1994):

Lemma 7.3 (Computing the optimal value and policy for a finite horizon problem)

(i) JT(B,jo) is given by the recursive solution of

I (z,50) = Jol(z),
T (4 g _ ; 5 § P Tz ] 7.8
('T’]O) HR?) J(waa')_i' zay (337.70) ( . )
acR\(z

yeY
for all z € X (J*(B,jo) is then given by (B, J*(-,Jo))).

(ii) Consider the Markov policy g = (g%, 97 7',...,g"), where g; attains the minimum in
(7.8) for i = t. Then g is optimal.

(Note that any finite horizon problem can be embedded into an infinite horizon problem by
encorporating the time into the state space, see e.g. Tidball and Altman, 1995. Theorem 4.1
then implies that the recursive equations above indeed yield the optimal value).

Let (J,h) be solutions of ACOE (6.6) where c is replaced by j, such that h € F* are
obtained as the limits of the discounted cost optimal values in (6.9)-(6.10) (the fact that
these limits are indeed solutions of ACOE Theorem 6.1). Let g* be a stationary optimal
policy achieving the min in ACOE. Define

Jo(z) := h(z).
It follows from (7.7) that
JT(z,0) + jo(z) > T (x, jo). (7.9)
We now compute JZ (3, jo). By (7.8), we have
Jo(majo) = JO(m)v
JY(z,j0) = min {j(z,a)+ Z Paay I’ (2, jo)
acA(z) veY
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min { j(z,a) + E Prayh(z)
acA(z) Y
ye

= h(ﬂ?) + Jea7

where the last equality follows from (6.6). Moreover the Markov policy g1 = g* is optimal.
We may now continue recursively and obtain

JT(@,j0) = h(z) + TJea;
moreover, the Markov policy g = (g%, ...,g™) is optimal, i.e. for all T’
Iz, jo) = T (2,97, 50) = JE (z,97,0) + jo(z). (7.10)
Combining (7.9) with (7.10) we get
(B, 1)

T T *
Jea(ﬂ) 2 Jea(ﬁag )+ T

Hence, the stationary policy g* is € optimal for the problem of minimizing JZ, (3, u) for all T
larger than (8, h>_1. This establishes the conditions of Theorem 7.2 from which statement
(1) follows. Statement (ii) follows by combining (i) with the first part of the Section. [ ]

Theorem 7.2 can also be used in order to establish the convergence of the horizon for the
general multi-chain case, under suitable conditions. In particular, for the case of finite states
and actions, one may consider in Theorem 7.2 U = U. Indeed, it is known that in this class
(and in particular, within Up) there exist e-optimal stationary policies for all horizon T
sufficiently large. Moreover, it can be shown that the approximation error is of the order of
T~!. (This follows from Federgruen, 1979). The fact that (S3) holds follows since there are
only a finite number of elements in Up. (S2) follows since, when restricting to u € U, the
performance measures are linear in u, and obtained as a finite Linear Program (see Tidball

and Altman, 1996).
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CHAPTER 8

State truncation and approximation

In this chapter we consider several schemes for replacing a problem involving an infinite state
space with problems with finitely many states. We are then interested in the convergence
of the optimal values and policies of the truncated problems to those of the original one,
as well as the robustness of optimal policies (or, as we already know, ot some modifications
of optimal policies). The results of this Chapter are useful in two situations. In the first,
we might want to solve a constrained MDP with a countable number of states. The only
way at this point to do that is via an LP with infinite number of decision variables. The
truncation techniques in this Chapter will allow us to use a finite state approximation of the
original problem, which can be solved by an LP with finitely many decision variables. As
a second application, consider constrained MDPs with a very large state space, for which
an LP solution may be too costly. In some special cases, one may extend in a natural way
the finite problem to an infinite problem; the latter may possess some special nice structure,
which enables to solve it with some simple techniques other than the ones involving infinite
LPs. The solution for the extended problem can then serve to approximate the original finite
one. Examples of this type are presented in Altman (1993,1994). We shall use throughout
the chapter the contracting framework (see Definition 2.4 for the total cost, and Remark 5.1)
for the expected average cost). (We presented a different approach and resulats for the non-
contracting framework, with cost bounded below, see Remark 4.3 for the non-constrained
case, and Section 4.6 for the constrained case).

The theory of state truncation (as well as other state approximations schemes, such as dis-
cretization) in MDPs is a very active area of research, even in the non-constrained case. Some
of the important references in that area are Whitt (1978) White (1980,1982), Herndndez-
Lerma (1986,1989), Cavazos-Cadena (1986), Thomas and Stengos (1985) and Sennott (1995).
The case of more that one controller was investigated in Nowak (1985), Whitt (1980), Tidball
and Altman (1995) and Tidball et al. (1995). Altman (1993,1994) presented state trunca-
tion techniques for the constrained MDPs, and the scheme presented in this Chapter are
extensions of those. Our approach is based on the sensitivity analysis tools developed in
the beginning of Chapter 7, which allows us not only to obtain convergence results but also
estimation on the approximation errors.

In the first two approximating schemes which we present, we modify the “limit” CMDP
in the following way. We Consider an increasing set of states Xy, X1, X3, ... converging to X,
such that M € X; (M is defined in the beginning of Chapter 3). The nth CMDP (COP,,)
is restricted to the set X,, (states not in X,, will be considered to be transient, and not of
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interest). In COP,,, we modify the transition probabilities so as to eliminate all transitions
outside the set X,,. The two schemes will differ by the way that such transitions will be
replaced.

8.1 The approximating sets of states

The sets X,, may or may not be given a-priory. In some problems, the following “finite
neighbours” property may hold: from any z € X, only finitely many states are reachable in
one step. In other words,

From any z € X, {y : Pgay > 0 for some a} is finite. (8.1)

(This property holds in particular in many queueing applications). When it holds, we may
construct the sets X,, in the following way. Let X’ be a finite given set (in which we would like
to approximate the values and policies), and set Y(z) = {y : Pyqy > 0 for some a}. Then
we define X, in the following way:

X, = X, Xo= |J Y@)[JXn (8.2)
:cEXn

The above construction may be useful especially when the sets of neighbours of a “typical”
state is not too large. When it is large, then the sets X,, become large very rapidly, which
suggests that obtaining good estimates of optimal value and policies might require an unac-
ceptably high complexity of computations. We thus present an alternative more general way
of constructing finite sets X,, (even when (8.1) does not hold). We define a parametrized
family {X,,(e)}, where € is a positive real number. Define Xy (e) = &, where, again, X is a
given set (in which we would like to approximate the values and policies). {X,,(€)} are then
chosen to be an arbitrary sequence increasing to X that satisfies the following. If for some
I>0,sayl= i,

sup sup Z P:l:ay S € (83)
zeXy(e) acA(z) y# X (e)

then X, (e) = X for all n > [. Otherwise, Xi+1(€) is chosen such that

sup  sup Z Pray < € &4
zeXz(G) aEA(_w) y¢X1+1(€)

“e_

In other words, we replace neighbouring sets in the previous scheme (8.2) by some
neighbouring sets”; in (8.2), the probability under any policy to go from a state in X,, to
a state which is not in X,4; is zero. In (8.3) and (8.4), it is less than e. One could also
consider weighted versions of (8.3) and (8.4), where Pgqy are replaced by Pray(y).

Next, we consider the case where the sets X,, are given a-priori. In that case, we shall be

interested in identifying an increasing sequence g, = gn(€), such that the nth step of the
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approximation will yield an error of the order of e. To that end, we begin by defining

6(r,m) == sup Z Prayit(y).

zeXT X
aEA(z) yEin
Due to the contracting assumption (2.21), the following holds
lim é6(r,n) =0, Yr (8.5)

if X,, are finite sets for all n. This follows from the following argument. Assume that (8.5)
does not hold. Then, there exists some b > 0 such that for some z,

i max | Y Paayp(y)l{y ¢ Xn} | =0. (8.6)

n—oo a
y€X

Let a,, be some actions achieving the max (the fact that the max is achieved follows from the
compactness of the action space and continuity assumption (2.22)). Choose a subsequence
n(£),£ = 1,2, ... along which the limsup is obtained and along which a,, converges to some
action a”. Then Pzq, ., e converges (pointwize) to the probability Py« o as £ — oco. But
then it follows from a dominant convergence Theorem (Royden 1988, Ch. 11 Sec. 4) and
from the fact that X,, increase to X, that

Jim 7 Prayuit) 1y ¢ Xnw} = Y Poaryit(y) -0 =0
yeX yeX

which contradicts (8.6). Hence (8.5) indeed holds.

We use an idea introduced by Cavazos-Cadena (1986) and further developed by Tidball
and Altman (1995). Fix e arbitrarily small, and define the sequence gy, in the following way.
go = min{m : X C X,,} and recursively,

g = g(:e,gk_l), g(_e,r) = min {m : 6(T, m) <e€}, (8.7)

where § is defined above (8.5). Due to assumption (8.5) this sequence is well defined, and
for all k, g;, is finite. Finally, we define

m*(e) = max {gm,m = 0,1...,k} .

In the approximation schemes that we introduce in the next sections that involve the use
of the truncated state space X,, instead of the original one, we show that for n > mk(e),
the approximation error of the value for states in X will be of order max(e, ") (€ is the
conraction factor defined in Definition 2.4).

In the special case that X,, are given by the y-weighted versions of (8.3) and (8.4), we get
€(X) =0, ¢" = 0, and hence g* = k and my(e,e(X)) = g* =k for k < I.

We shall use in the next Sections the following version of the p-norm, adapted to the
truncated state space. For any & C X and any functions ¢ : X — IR, we define

q(z)

lall? = sup 1)
H TEX p(m)
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Our aim in the approximation schemes below are to obtain convergence of the values and
policies. Moreover, let X be a given finite subset of X. We wish to obtain an estimate of the
approximation errors for initial distributions having their support in X.

8.2 Scheme I: the total cost

In COP,,, we modify the transition probabilities so as to eliminate all transitions outside
the set X,,; we replace transitions outside of X,, by transitions to some state 0 € M. Hence,

Pzay s defined by:

PzaO + Ezgxﬂ Pmaz Yy = 0
0 y ¢ Xn

Both COP and COP,, have optimal stationary policies according to Theorem 3.4. We
can therefore consider COP and COP,, restricted to Us. When applying the results and
checking the assumptions of Section 7.2, we shall use U = Ugs to conclude that the optimal
values and policies converge.

Let C7.(8, w), ch’n(ﬂ, w), k=1, ..., K, the costs under a policy w corresponding to the nth
approximation (i.e. to the transition probabilities P™). Let C7.(3) denote the corresponding
optimal value. For any policy u, the value of C}.(z,u) and chn(L,u) outside of X,, are
taken to be zero. (All values are zero also in M.)

Fix an arbitrary stationary policy w. From Remark 4.1 it follows that Cji(-,w) and
C}.(-,w) are the unique solutions in F¥ of the fixed point equations

¢(z,w) = c(z,w)+ Z Powyd(y, w) (8.9)
yGX/
c(z,w) + Eyexl Proy " (y,w), forzeX,
" (z,w) =
0 forz ¢ X,

Theorem 8.1 (Convergence of values and policies)
Consider the contracting framework. Assume that there exists some policy v satisfying the
Slater condition

Dy (B,v) < V. (8.10)
Under Scheme I,
(i) The values C{L(B) of the truncated MDP converge to the value Cic(8) of the original one;
(ii) For any € > 0, there exists a stationary policy w (characterized in Theorem 7.4 (1)) that
is e-optimal for COP,, for all n sufficiently large;
(#ii) Any policy w which is a limit of optimal stationary policies for COP,, (as n tends to
o0) is optimal for COP.

Proof: The Proof is obtained by applying Theorems 7.1, 7.3 and 7.4. We show that the
assumptions there indeed hold.
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(S1) holds by assumption (8.10); (S2) is established in Corollary 4.2 and Theorem 4.9;
Lemma 3.4 (ii) implies (S4). (S5) follows from Theorem 4.7 (ii). It remains to establish (S3).
We prove it for C.; a same proof holds for DE.

Fix a stationary policy w. We estimate ||CJL(-, w) — th(',’w)”f- We first present a simple
proof for the special case where the finite neighbour assumptions (8.1) holds, and when X,,
are defined in (8.2). In that case, for z € X, we have

1 : .
— |Ciu(z,w) — Cie(z,w
oy i) = Cucl )
S Z P:cwylcénc(yaw) _th(yaw)l

yeY (2)

n( X,
< LG w) = Cre( w)l

Continuing that way, we obtain for

o o X,
IC(w) = Cre )y < €M ICR( w) = Crel )",

and since
" X, 2b
[Cte(-;w) = Cre(, w7 < T—¢
we finally get
n x _ 2b¢n
CE( w) = Cre(, wl}, < ¢

This establishes (S3) under the conditions (8.1) and when X,, are defined in (8.2).
Next we consider the general case. Let n > m”(€), where v is some given integer. Clearly,

n . . no X,,
ICR(w) = Cre(sw)y < NCR(w) = Crelr,w)
since X C Xg,. For z € X,
1
— |Cli(z,w) — Cie(z, w
1 n n .
= 7 Z meyctc(y7w.) - PzwthC(yaw)
p(z)
yEM
1 .
S o X Phwy|Ciew) ~ PenCuclyw)]
y&XgI\M
1 .
t—— > [Pl Cryw)| + [PawyCrely, w)|
()
ygxfn
< Z meyﬂ(y) |,Pgwyc1?c(yau7) - ,P:Ewyctc(vaﬂ
- p(z) 1(y)
'yEXgl \M
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)

In the last inequality, the first term is bounded by & || CiL(-, w) — Cic(-,w) ||Z(‘c’1 (because

c

of assumption (2.21)) and the second by 2be/(1 — ¢) (due to the definition of the sequence
X, and by Theorem 3.3 (i)). We obtain

Cri(y, w)
1(y)

th(‘ya ’U))
* ‘ (y)

1
+—— > Pruyily)
() Xy (

be
1-¢

n 0 n Xgl
| Gty w) = Cuelw) X0 < € | Cpalsw) = Cuelyw) ™ +2

In the same way we get for k < m”(e) < n

be
1-¢

e .o ny o .
| Ciew) = Cuew) [l < € || Coelrsw) = Gl w) [l ™ +2

Since

n : X, 2b
| Cro(-w) = Crclw) || ™ < Tﬁ’

we get for any integer v with n > m(e),

. : 2b 2e [1—¢¥ o

C™(-,w) — Ciel-, X<y ) 8.11

I Crtow - Culu) I < €70+ 1o (125 (811)

Since v can be chosen arbitrarily large, and £ is strictly less than 1, this bound can be as
small as needed for n large enough. By applying the same arguments again for for DE (z,u),
k=1,..,K, we obtain finally establish condition (S3). [ ]

Remark 8.1 Other results from Chapter 7 can be used to further characterize the con-
vergence of values and policies. In particular, one may use Theorem 7.1 (ii) to further
characterize the rate of convergence of C,(B) to Cic(B). Moreover, a construction of almost

optimal policies for COP based on policies that are optimal for COP,, can be carried as in

Theorem 7.4 (ii).

8.3 Scheme II: the total cost

In the previous scheme, we replaced transitions outside of X,, by transitions to state 0. In
some applications this may be undesirable; this is the case when the MDPs with truncated
space describe real problems that we wish to approximate by some MDP with an infinite
state space. To illustrate this, consider a queue with a finite length L, and assume that
the state is the number of customers in the queue. Then, typically, if a transition from
state L to state L 4+ 1 were possible in the case of infinite queue, then in the problem with
truncated state space, which corresponds to a finite queue, it is replaced by a transition
from L to L. In the previous scheme, it would be replaced by a transition to state 0. This
would be especially undesirable, since in queueing problems, we usually have the property
of transitions to closest neighbors: from each state, only finitely many neighboring states
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can be reached in one step. So, having a transition from state L to 0 does not describe a
realistic model of a finite queue.
Let {q7,,: =,y € X,a € A(z)} be a sequence of measures such that for all n, z € X,
a € A(z),
>0fory€Xn, g, =0fory¢X,, > (Paay + dhay) = 1.
yeX,

qmay

The transitions for the finite problems are then given by

n Pza +q:;la mayexn 2 3
Plray = { Y v (8.12)

0 otherwize

It follows that

> Gy =D Poay: (8.13)

yeX, g X,

We make the following assumption on g and on X,,.

For any n > m and z € X, \ X, p(z) > sup p(z) =: @,
yeX,,

As in the first approximation scheme, we have CJ.(z,u) = ch’n(w,u) =0,k=1,..,K for
all z ¢ X,,.

Theorem 8.2 (Convergence of the values and policies)
Consider the contracting framework. Assume that there exists some policy v satisfying the
Slater condition (8.10). Then under Scheme II, all the statements of Theorem 8.1 hold.

Proof: The Proofis obtained by applying again Theorems 7.1, 7.3 and 7.4. We have to check
again assumption (S3); the other assumptions (S1), (S2), (S4) and (S5) were established
already in the beginning of the proof of Theorem 8.1. For any stationary policy w, C{.(-, w)
and CJL(-,w) are again the unique solutions in F* of the fixed point equations (8.9) (with
the new transition probabilities P™), and are zero outside of X,,.

We begin by obtaining a bound for C}.(z, w), uniformly over n and w.

Cr(z,w) =c(z,w)+ Y. Ph,Crly)

YEX,, \M
= + 2 PO+ D 6w, Crly)
YEX, \ M yEXL, \ M
) . oy n - C;:”c(yl)
S c(m,w) + Z PIwthc(y) + Z Qmwylun sup ( ,)
YEX, \ M YEX, \ M yeX, MY
c™ ('
S $ '(1}) + Z Pzwy tC y) + Z Pzayll' sup L:I,/)
YEX L, \ M yEX, y'eX,, y’(y)
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We thus conclude that

ICE( w)ll, < b+ ECE(w)ll,
so that

e wl, < 77
Let n > mY(€), where v is some given integer (hence, in particular, n > g1). For z € Xy,
(and thus, in particular, for z € X),
1R w) — Cunl, w)
plz) "

1 . . .
W Z ngwycg(y’w) - Pﬂwycte(y’w)
T yEM
1
- Z fpwwylcg;(va) - th(yalwv)l

y€X91 \M

Y @y Gy, w)

yeX,\M

Z ’waylctré(y, )|+Pzwy|th(yaw)|
v¢X,,

IN

w(z)
1
(z)

u()

zwyllf(y) |Pzwy tc(yaw) meyctc(va)|
2. p(z) my)

INA

yeX‘Ql \M

1 n Cr(y',w
m E qmwyll’(y) sup %
yEXn\M Yy eEA,

> Powyily) (

y¢ X,

Chly, w) ‘

e )

| () = Cral >||ff“

1 Cp(y',w
+ (_ Z meyljf sup | tC((y ’)'w)l T €
y¢X91 y X i

INA
o

3be
-¢

IN

€1 Cialew) = Cucle) [+ <

Thus,
De
1-¢&

n 0 n X
| ity w) = Crelw) X0 <€ || Clalsw) = Crely ) [l
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As in (8.11), we get for any integer v with n > m”(e),

. 2b 3be [1-—¢¥
1Cilsw) = Crelw) Il < & 75 + 7 _Ef ( - _65 ) (8.14)

This establishes (S3). [}

Again, one may use Theorem 7.1 (ii) to further characterize the rate of convergence of
CPL(B) to Cic(B); a construction of almost optimal policies for COP based on policies that
are optimal for COP,, can be carried as in Theorem 7.4 (ii).

8.4 Scheme III: The total cost

The basic idea of the approximation scheme is to fix some stationary policies for both players,
and use them in all states except for a subset X,,. The problem is then of determining optimal
strategies in the remaining set of states X,,. We are interested in studying the asymptotic
behavior of this approach as X,, — X. We first fix some arbitrary policies v € Us. We note
that in this approach, the set of policies depends on n (see Remark 7.1):

Up,=A{w € Us:w, =u,, Vo ¢ X,}.
To avoid this problem, we introduce the projection w : Ug — U,:
w(z) ifzeX,,
Ty (w) =
w(i) iz ¢ Xy;
We then define for any w € Us:
Ci(B,w) :i= Cie(B, 7" (w)).

Using the same techniques as in the previous Sections, one can show again that the results
of Theorem 8.1 hold also for Scheme III.

8.5 The expected average cost

All the results of previous Sections hold also for the expected average cost. This is summer-
ized in the following:

Theorem 8.3 (Convergence of values and policies)
Consider the contracting framework. Assume that there exists some policy v satisfying the
Slater condition

D..(B,v) < V. (8.15)
Under Scheme I, II or III,
(i) The values CZ,(8) of the truncated MDP converge to the value Ceo(B) of the original
one;
(i) For any € > 0, there exists a stationary policy w (characterized in Theorem 7.4 (i)) that
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is e-optimal for COP,, for all n sufficiently large;
(#ii) Any policy w which is a limit of optimal stationary policies for COP,, (as n tends to
00) is optimal for COP.

Proof: The Proof is obtained by applying Theorems 7.1, 7.3 and 7.4. We show that the
assumptions there indeed hold. (S1) holds by assumption (8.10); (S2) is established in
Corollary 6.2 and Theorem 6.8; Lemma 5.4 (ii) implies (SENS4). (S5) follows from Theorem
6.6 (ii). It remains to establish (S3). We prove it for C,,; a same proof holds for DF,.
Since we are in the contracting framework (see Remark 5.1) some finite set M for which

D[P (w)]aynly) < én(2). (8.16)

y¢EM

(for some integer ng). It follows (see Spieksma 1990) that one may choose some state, say
0, with 0 € M, some g’ and &’ such that (8.16) holds for M’ = {0} and p’ and ¢’ (instead
of M and p and £). In other words, we may assume, without loss of generality, that M
contains a single state 0. Define

T:= %gg{Xt =0}, T (w) := EyT.

For any stationary policy, say w, we have

th(o,w)
Cea ’ = "=~
() = ")
(see Chung 1967, pp. 91-92), where by C%.(0,w) we mean the standard total costs till we
hit the set M = {0}. Similarly, we have

Cr(0,w)
T (w) ’

where both C}, and 7" (w) are the corresponding total expected costs and expected recur-
rence times corresponding to Scheme I, I1, or III. It follows as in the previous Sections that
C71(0,w) converges to Ctc(0,w) uniformly in Ug. Similarly, one can show that 7" (w) con-
verges to 7 (w) uniformly in Ug (this is obtained by identifying 7" (w) as the total expected
cost till hitting M = {0}, for the immediate cost of ¢'(z,a) = 1{z # 0}). This, together with
(8.17), implies that C?,(z,w) converges to Ceq(x,w) uniformly in w € Ug, which establishes
(S3). [ |

Cl.(z,w)= (8.17)
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CHAPTER 10

List of Symbols and Notation

(q1, g2):= scalar product between two vectors.
q1 < q2:= componentwize ordering between two vectors.

A°: the complement of a set A.

a, Az, A: actions, actions at time ¢, actions space, Section 2.1.

B, B a borel set, set of Borel subsets, Section 2.1.

b: bound on the costs, eq. (5.1). b: constants, used for bounds, eq. (8.6).
B upper bound on C(z,u), eq. (7.1).

c- immediate cost, Section 2.1.

CT(B,u), CT(B,u), Cie(B,u), Ca(Bsut), Cea(B, 1), Can(B,u):= finite horizon expected cost,
finite horizon discounted expected cost, total expected cost, total discounted expected cost,
expected average cost, average cost.

C(p) := ¢ p - linear expressions in the primal LP.

d*- immediate costs, Section 2.1.

D*T(B,u), DET(B,u), D(B,u), DE(B,u), D¥,(B,w), D, (B,w):= the other costs.
Dk(p') :=dF - p:= the linear expressions in the primal LP.

DP;: Linear Programs related to COP.
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EE - expectation related to initial distribution 8 and policy w.

f, f - occupation measures, expected occupation measure.
F,, limit set of occupation measures for the expected average cost.
F#:= the set of p-bounded functions (defined in Section 2.5).

g - staionary deterministic policy, Section 2.1.
G, G:= denotes a set together with its o-algebra, Section 2.1.

hgo:= some difference of optimal discounted costs, Section6.2.
h:= lower bound on h, (Section 6.2).
hy, Hy, Hy: history till ¢, the space of histories, Section 2.1.

J*:= the Lagrangian. Section 4.

k, K: indices (of constraints), Number of constraints.
K, k:= state action pairs, generic element. Section 2.1.

L,L,L® - set of occupation measures for total cost eq. (3.1), expected average cost eq.
(5.5), discounted cost eq. (3.17). In particular, when they have the subscripts M, S, D they
correspond to occupation measures obtained by the Markov, stationary and stationary de-
terministic policies, respectively.

LP;: Linear Programs which are equivalent to COP.

m(+):= upper bound on h, (Section 6.2 and ?7).

M - set of achievable costs for total cost eq. (4.18), expected average cost eq. (6.23). In
particular, when they have the subscripts M, S, D they correspond to costs obtained by the
Markov, stationary and stationary deterministic policies, respectively .

M:= a set, relates to the definition of contracting MDPs, Section 2.5.

M#:= the set of measures ¢ with E7y finite (defined in Section 2.5).

My(G), M(G), M(G):= set of probability measures over a set G, the set of measures over
G. Mixed strategies over G C U.

pp(t;iz) = P(Xy = z) and pj(t;2,a) = P(X; = z, Ay = a), Section 2.1.

P, Py, EE - transition probabilities; probablity generated by initial distribution 3 and policy
u, and the corresponding expectation.
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Qic, Qea, Q*- the feasible set for the primal LPs. eq. (3.2), (5.5), (3.18).
Q- matrix, Section 2.5, Definition 3.2.
q,§:= probability distribution; mixed policy with parameter ¢, Section 2.1.

r - deviation measure.
(S1)-(S5) conditions defined in Section 7.2 for the convergence of values and policies.
s,t, T: time, horizon length.

Tic:= the dynamic programming operator for the total cost, defined in (4.1).
T,7:= hitting times, and expected hitting times see eq. (3.8), (6.11), Example 4.1, and
Section 8.5.

u,v,U,U,Up,Ug,Up: policies, set of behavioral and non-behavioral policies, Markov, sta-
tionary, stationary deterministic policies, Section 2.1.

Vic, Ve - sets related to primal achievable costs. eq. (4.19), (6.24).
V = (W, ..., Vk )- r.h.s. of constraints, Section 2.1.

w: stationary (randomized) policy, Section 2.1.
W (u; z) := the total cost from z to y, see (6.11).

x,y,z, Xy, X states, state at time t, state space, Section 2.1.
Y (z) sets of neighbouring states of z, Chapter 8.

a: discount factor.

[: initial distribution.

v: parameter for time-sharing policy, probability measure.

A: Lagrange multiplier.

&, {:: involved in the definition of contracting MDPs, Section 2.5, and Definitions 5.3 and
5.4 of uniform geometric recurrence and ergodicity.

o := a constant in the Definition 5.4 of uniform geometric ergodicity.
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v:= measure. Used in showing that f;. is continuous in v € Usg.
x: used in the proof of the compactness of L, for the average cost.

p, ¢ - decision variables in the primal LP; p corresponds to the occupation measure (3.2)
and Section 3.4, (5.5) and Section 5.6. ¢ will appear later in the multi-chain case, expected
average cost and will correspond to the deviation measure.

(¢,%) - decision variables in the dual LP. ¢ correponds to the value for the finite horizon
case and - to the relative cost.

w(+): steady sate probabilities. 7(g):= steady state probailities corresponding to a stationary
policy g¢.

«"(+):= projection, Section 8.4.

O: value of the dual program.
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