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Abstract: We usually think of the physical space as being embedded in a three-dimensional Eu-
clidean spacewhere measurements of lengths and anglesdo make sense. It turns out that for artificial
systems, such as robots, this is not amandatory viewpoint and that it is sometimes sufficient to think
of the physical space as being embedded in an affine or even projective space. The question then
arises of how to relate these geometric models to image measurements and to geometric properties
of sets of cameras.

We first consider that the world is modelled as a projective space and determine how projective
invariant information can be recovered from the images and used in applications. Next we consider
that the world is an affine space and determine how affine invariant information can be recovered
from the images and used in applications. Finally, we do not move to the Euclidean layer because
this is the layer where everybody else has been working with from the early days on, but rather to
an intermediate level between the affine and Euclidean ones. For each of the three layerswe explain
various calibration procedures, from fully automatic onesto onesthat use somea priori information.
The calibration increases in difficulty from the projective to the Euclidean layer at the sametime as
theinformation that can be recovered from the images becomes more and more specific and detailed.
The two main applications that we consider are the detection of obstacles and the navigation of a
robot vehicle.
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Applications delavision non-métrique a des taches robotiques
guidées par lavision

Résumé: Nous considérons souvent que I’ epace physique peut étre représenté par un espace tri-
dimensionnel Euclidien ou les notions de longueur et d'angle ont un sens. |l s'avere que pour des
systemes artificiels comme les robots, ceci 0’ est pas nécessaire, et qu’il est parfois suffisant de consi-
dérer I’ espace physique comme représenté par un espace affine ou projectif. Le probléme se pose
alors de savoir comment relier ces modéles geométriques aux mesures effectuées dans lesimages, et
aux propriétés géométriques des caméras.

Nous considérons tout d’ abord que le monde est représenté par |’ espace projectif, et nous déter-
minons comment de |’ information projectivement invariante peut étre extraite des images et utilisée
dans un certain nombre d’ applications. Ensuite, nous considérons que le monde est un espace affine,
et nous déterminons comment des informations invariantes au sens affine peuvent ére extraites des
images et utilisées dans des applicationsrobotiques. Enfin, nousn’alons pasjusgqu’ au niveau Eucli-
dien, car c’est le niveau que tout le monde a considéré depuisle début, mais nous nous limitons aun
niveau intermédiaire entre I’ affine et I’ Euclidien. Pour chacun de ces trois niveaux, nous décrivons
un certain nombre de procédures de calibration, certaines etant compl&ement automatiques, d’ autres
utilisant des connaissancesa-priori. lorsquel’ on passedu niveau projectif au niveau Euclidien, laca-
libration devient de plus en plus difficile, mais|’information que |’ on peut extraire desimages est de
plus en plus spécifique et détaillée. Les deux principal es applications que nous considérons sont la
détection d’ obstacles et la robotique mobile.

Mots-clé: géomeétrie projective, affine, Euclidienne, stéréo, mouvement, auto-calibration, robotique
mobile, évitement d’ obstacles
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1 Introduction

Many visual tasksrequire recovering 3-D information from sequencesof images. This chapter takes
the natural point of view that, depending on the task at hand, some geometric information is relevant
and someis not. Therefore, the questions of exactly what kind of information is necessary for a gi-
ven task, how it can be computed from the data, after which preprocessing steps, are central to our
discussion. Sincewe are dealing with geometric information, avery natural question that arisesfrom
the previous onesis the question of the invariance of thisinformation under various transformations.
An obvious exampleis viewpoint invariance which is of course of direct concernto us.

It turnsout that viewpoint invariance can be separated i nto three components: invarianceto changes
of internal parameters of the camerasi.e to some changes of coordinatesin the images, invarianceto
some transformations of space, and invariance to perspective projection viathe imaging process.

Thus, the question of viewpoint invariance is mainly concerned with the invariance of geome-
tric information to certain two- and three-dimensional transformations. It turns out that a neat way
to classify geometric transformations is by considering the projective, affine, and Euclidean groups
of transformations. These three groups are subgroups of each other and each one can be thought of
as determining an action on geometric configuration. For example, applying a rigid displacement
to a camera does not change the distances between points in the scene but in general changes their
distancesin theimages. Theseactionsdeterminethree natural layers, or stratain the processing of vi-
sual information. This hasthe advantagesof 2) of identifying the 3-D information that can thereafter
be recovered from those images and 1) clearly identifying the information that needsto be collected
from theimages in order to "calibrate” the vision system with respect to each the three strata.

Point 1) can be considered as the definition of the preprocessing which is necessary in order to
be able to recover 3-D geometric information which isinvariant to transformations of the given sub-
group. Point 2) is the study of how such information can effectively be recovered from the images.
Thisviewpoint hasbeenadoptedin[4]. Inthischapter wefollow the sametrack and enrichit conside-
rably on two counts. From the theoretical viewpoint, the analysisis broadened to include a detailed
study of the relations between the images and a number of 3-D planes which are then used in the
development of the second viewpoint (absent in [4]) the viewpoint of the applications.

To summarize, wewill first consider that theworld is model ed asa projective space and determine
how projectiveinvariant information can be recovered from theimagesand used in applications. Next
wewill consider that theworld is an affine space and determine how affineinvariant information can
be recovered from the images and used in applications. Finally, we will not move to the Euclidean
layer because this is the layer where everybody else has been working with from the early days on,
but rather to anintermediate level between the affine and Euclidean ones. For each of thethreelayers
we explain various calibration procedures, from fully automatic ones to ones that use some a priori
information. Clearly, the calibration increasesin difficulty from the projective to the Euclidean layer
at the same time as the information that can be recovered from the images becomes more and more
specific and detailed. The two main applications that we consider are the detection of obstacles and
the navigation of arobot vehicle.

Section (2) describes the model used for the camera and its relation to the three-dimensional
scene. After deriving from this model a number of relations between two views, we analyzethelinks
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4 Luc Robert, Cyril Zeller, Olivier Faugeras and Martial Hébert

between the partial knowledge of the model’s parameters and the invariant properties of the recons-
tructed scenefrom those two views. Section (3) describestechniquesto compute some of the model’s
parameters without assuming full calibration of the cameras. Section (4) describes the technique of
the rectification with respect to a plane. This technique, which does not require full calibration of
the cameras either, allows to compute information on the structure of the scene and is at the basis of
all the remaining sections. Section (5) shows how to locate 3-D points with respect to a plane. Sec-
tion (6) showshow to computelocal surface orientations. Lastly, section (7) presentsseveral obstacle
avoidance and navigation applications based on a partially calibrated stereo rig.

INRIA
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2 Stratification of the reconstruction process

In this section weinvestigate the rel ations between the three-dimensional structure of the sceneandits
images taken by one or several cameras. We define three types of three-dimensional reconstructions
that can be obtained from such views. Thesereconstructionsare obtained modulo the action of one of
the three groups, Euclidean, affine, and projective considered as acting on the scene. For example, to
say that we have obtained aprojective (resp. affine, Euclidean) reconstruction of the scenemeansthat
the real scene can be obtained from this reconstruction by applyingto it an unknown projective (resp.
affine, Euclidean) transformation. Therefore the only properties of the scene that can be recovered
from this reconstruction are those which are invariant under the group of projective (resp. affine,
Euclidean) transformations. A detailed analysis of this stratification can be found in [4].

We also relate the possibility of obtaining such reconstructionsto the amount of information that
needsto be known about the set of camerasin aquantitative manner, through a set of geometric para-
meters such asthe fundamental matrix [5] of apair of cameras, the collineation of the plane at infinity,
and theintrinsic and extrinsic parameters of the cameras.

We first recall some properties of the classical pinhole camera model, which we will usein the
remainder of the chapter. Then, we analyzethe dissimilarity (disparity) between two pinholeimages
of ascene, and its relation to three-dimensional structure.

2.1 Notations

We assume that the reader has some familiarity with projective geometry at the level of [6, 23] and
with some of its basic applications to computer vision such asthe use of the fundamental matrix [5].
We will be using the following notations. Geometric entities such as points, lines, planes, etc...are
represented by normal latin or greek letters; upper-case letters usually represent 3-D objects, lower-
case letters 2-D (image based) objects. When these geometric entities are represented by vectors or
matrixes, they appear in boldface. For example, m represents a pixel, m its coordinate vector, M
represents a 3-D point, M its coordinate vector.

The line going through m and n is represented by (m, n). For athree-dimensional vector x, we
note[x] . the3 x 3 antisymmetric matrix suchthatx x y = [x] .y for all vectorsy, where x indicates
the cross-product. I representsthe 3 x 3 identity matrix, 0; the 3 x 1 null vector.

We will also be using projective, affine and Euclidean coordinate frames. They are denoted by
theletter F, usually indexed by apoint such asin . This notation meansthat the projective frame
Fc iseither an affineor aEuclidean frame of origin C. To indicate that the coordinates of avector M
are expressed in the frame ', we write M, =. Given two coordinateframes ; and F», wenote Qg
the matrix of change of coordinates from frame 7 to frame 7>, i.e. wehave M /z, = erjM/fl.

Notethat Q7 = (Q7) ™.

2.2 Thecamera

The cameramodel that we useisthe classical pinhole model. Widely used in computer vision, it cap-
tures quite accurately the actual geometry of many real imaging devices. It is also very general, and
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6 Luc Robert, Cyril Zeller, Olivier Faugeras and Martial Hébert

Figure 1: The pinhole model.

encompasses many camera models used in computer vision, such as perspective, weak-perspective,
paraperspective, affine, parallel or orthographic projection. It can be described mathematically as
follows: If the object spaceis considered to be the three-dimensional Euclidean space R ® embedded
in the usual way in the three-dimensional projective space P* and the image space to be the two-
dimensional Euclidean space R? embedded in the usual way in thetwo-dimensional projective space
P2, the camerais then described as a linear projective application from P2 to P2 (see[6]). We can
write the projection matrix in any object frame Fo of P3:

|-au 'yu0-||-1000-| -

0 a 010 0|QE 1

| o B vloJ[0010JQfo ()
A K

where A is the matrix of the intrinsic parameters, C' the optical center (see figure 1). The special
frame in which the projection matrix of the camerais equal to the matrix K is called the normalized
cameraframe.

In particular, the projection equation, relating apoint not inthefocal pIaneM}”fC =[Xe¢, Ye, Zc, TC]T,

expressed in the normalized camera frame, to its projection m =, = [z,y,1]”, expressed in the
image frame and written m for simplicity, is

Zcm = AKM/FC (2)

2.3 Digparity between two views

We now consider two views of the scene, obtained from either two cameras or one camerain motion.
If the two images have not been acquired simultaneously, we make the further assumption that no
object of the scene has moved in the mean time.

INRIA



Applications of non-metric vision to some visually guided robotics tasks 7

Theoptical centers correspondingto the viewsare denoted by C for thefirst and C’ for the second,
the intrinsic parameters matrixesby A and A’ respectively, the normalized camera frames respecti-
vely by ¢ and Fcr. The matrix of change of frame F¢ to frame F¢: isamatrix of displacement
defined by arotation matrix R and a translation vector t:

Q% = gr 1] ©

More precisely, given a point M of an object o, we are interested in establishing the disparity
equation of M for the two views, that is the equation relating the projection m’ of M in the second
view to the projection m of M in the first view.

2.3.1 Thegeneral case

Assuming that M is not in either one of the two focal planes corresponding to the first and second
views, we have, from equations (2) and (3):

Zem'=A'KM )z, =A'[R t |[M,z, = ZcA'RA " 'm + TcA't
Thisisthe general disparity equation relating m’ to m, which we rewrite as:

Zrm' = ZcHoom + Tee' 4
where we have introduced the following notations:
H,=ARA ! and ¢ =A't (5)

H. representsthe collineation of the planeat infinity, asit will becomeclear below in section (2.3.3).
e’ isavector representing the epipole in the second view, that is, the image of C' in the second view.
Indeed, thisimageis
A’KC/r,=A'[R t]C,z, =A"t
sinceC,r, = [0, 0, 0, 1]%. Similarly,
e=ARTt (6)

is avector representing the epipole e in thefirst view.
Equation (4) meansthat m lies on the line going through ¢’ and the point represented by H . m,
which isthe epipolar line of m. Thislineis represented by the vector

where
F =[e'].Hx ®)
or equivalently ?
F=A"[t]xRA! ©)

F isthe fundamental matrix which describesthe correspondence between an image point in the first
view and its epipolar line in the second (see [5]).

Lusing the algebraic equation [Au]x = A*[u]x A (validif det(A) # 0), where A* = det(A)A 17 isthe adjoint
matrix of A.
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2.3.2 Thecaseof coplanar points

Let us now consider the special case of pointslying in aplane . The planeisrepresented in F¢ by
thevector II” = [ nT —d ], wheren isunit normal in F¢ and d, the distance of C'to the plane.

Its equation is HTM/;c = 0, which can be written, using equation (2),
n"KM,r, — Tcd = Zen"A™'m — Ted = 0 (10)

If wefirst assumethat d # 0, that is the plane does not go through C', we obtain the new form of the
disparity equation?:

Zim' = ZcHm (12)
where
IlT
H=H_+ e'TA—l (12)

This equation defines the projective linear mapping, represented by H, the H-matrix of the plane,
relating the images of the points of the planein thefirst view to their imagesin the second. It isat the
basis of theideawhich consists of segmenting the scenein planar structures given by their respective
H-matrices and, using this segmentation, to compute motion and structure (see[7] or [29]).

If the plane does not go either through C’, its H-matrix represents a collineation (det(H) # 0)
and itsinverseis given by
rl/T
ra
wheren’ istheunit normal in . and d’, the distancefrom the planeto C". If the plane goesthrough
only one of the two points C' or C', its H-matrix is still defined by the one of the two equations (12)
or (13) which remains valid, but is no longer a collineation; equation (10) shows that the plane then
projectsin one of the two views in aline represented by the vector

H'!'=H =H_'4e—A'"! (13)

A*n or A"n 14

If the planeis an epipolar plane, i.e. goesthrough both C' and C’, its H-matrix is undefined.
Finally, equations (5) and (6) show that ¢’ and e always verify equation (11), as expected, since
e’ and e are the images of the intersection of theline < C'C’ > with the plane.

2.3.3 Thecaseof pointsat infinity

For the points of the plane at infinity, represented by [0, 0,0, 1], thus of equation T = 0, the dis-
parity equation becomes
Ztm' = ZcHoom (15)

Thus, H. isindeed the H-matrix of the plane at infinity. Equation (15) is also the limit of equa-
tion (11), when d — oo, which is compatible with the fact that the points at infinity correspondto the
remote points of the scene.

2using the algebraic equation (u? Mv)w = (wulM)v.

INRIA
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2.4 Reconstruction

Reconstruction is the process of computing three-dimensional structure from two-dimensional image
measurements. The three-dimensional structure of the scene can be captured only up to a group of
transformations in space, related to the degree of knowledge of the imaging parameters. For ins-
tance, with acalibrated stereorig (i.e., for which intrinsic and extrinsic parameters are known), it is
well known that structure can be captured up to arigid displacement in space. This has been used for
along timein photogrammetry. It has been shown more recently [14] that with non-calibrated affine
cameras (i.e. that perform orthographic projection), structure can be recovered only up to an affine
transformation. Then, the case of uncalibrated projective cameras has been addressed [2, 11, 28] and
it has been shown that in this case, three-dimensional structure can be recovered only up to a projec-
tive transformation.
Wewill now use the formalism introduced above to describe these three casesin more detail.

2.4.1 Euclidean reconstruction

Here we suppose that we know the intrinsic parameters of the cameras A, A’, and the extrinsic pa-
rameters of therig, R and t. Thisisthe case when cameras have been calibrated. For clarity we call
it the strong calibration case. Through equation (5) we can compute H, and e’. Equation (4) gives
us

Zc  (m'xe)-(m'x Hom)
Te ||m’ x Hoom||?
and equation (2)
Xc Zo [z
¥ | = T A ! [ , ]
T C Yy

Thus, we have computed the coordinates of M with respect to F¢.
The projection matricesfor thefirst and second views, expressed in their respectiveimage frames
and in F¢, arethen written

A[L 0;] and A'[R t ]

These matrices and the coordinates of M are thus known up to an unknown displacement Pfg cor-
responding to an arbitrary change of the Euclidean reference frame.

2.4.2 Affinereconstruction

We now assume that both the fundamental matrix and the homography of the plane at infinity are
known, but the intrinsic parameters of the cameras are unknown.

We show below that by applying an affine transformation of space, i.e., atransformation of P3
which leaves invariant the plane at infinity, we can compensate for the unknown parameters of the
camera system. The guiding idea is to choose the affine transformation in such a way that the pro-
jection matrix of the first camerais equal to K asin [21]. We can then use the same reconstruction
equations asin the Euclidean case (strong calibration). Since structure is known up to this unknown

RR n’2584



10 Luc Rabert, Cyril Zeller, Olivier Faugeras and Martial Hébert

affinetransformation, we call this case the affine calibration case. L et us now describe the operations
in detail.

Supposethen that we have estimated H ., (see section 3.4), thuswe know H ., up to an unknown
scale factor. Let us denote by H, one of the possible representations of H..:

H, = \H,

where A isan unknown nonzero scalar. Suppose also that we have estimated the fundamental matrix
F (seesection 3.2) whichisof rank 2, i.eits null-spaceis of dimension 1. Equation (8) showsthat e’
isin the null-space of FT, hence e’ is known up to a nonzero scalar i and we write in analogy with
the previous case:

&' = pe’ (16)

Neither equation (2) nor equation (4) is usable since A, H,. and e’ are unknown. Both equations
can be rewritten in another frame F 4 defined by the matrix of change of frame Qig :

1A 0
Fa _ by 3
-8 Y
Hence .
M1 0
Fe _ 3
U, = [ 0F n ]
Since we have
M — Q]:C/M — Q]:cl Q]-'CM
/Fer Fe Y/ Fo Fo RF IV Fa
thisimplies

Feor A\ — R t AA_l O
My =@z @2 Mim = [ gr ][N0 S M

IfM';”fA =[X4,Ya, Za,Ta]T isavector representing M in F 4, equation (4), written in frame F 4,
becomes

ZLm' = Z Hoom + Tyé' (17)
and equation (2),
ZAl’nIKM/}-A (18)
Equation (17) yields :
Za (m’' x &) (m' x Hoom)
Ta m’ x Homl||?
and equation (18),
% ZA x
i | T,
Ta A Y

Thus, we have computed the coordinates of M with respectto F 4.

INRIA
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It is easy to verify that the projection matrices for the first and second views, expressed in their
respectiveimage frames and in F 4, are then written

[Ib 03 ]=K ad [H, & ]

They are thus known up to the unknown affine transformation Pig, corresponding to an arbitrary
change of the affine reference frame?®.

2.4.3 Projectivereconstruction

We now address the case when only the fundamental matrix F is known. Thisis known as the weak
calibration case. The representation of the epipole e’ is also known up to a nonzero scalar factor, as
belonging to the null-space of FT. Neither equation (2) nor equation (4) isusablesince A, H . and
e’ are unknown. Asin the previous paragraph, we eliminate the unknown parameters by applying a
projective transformation of space. Here, the plane at infinity isnot (necessarily) left invariant by the
transformation: It is mapped to an arbitrary plane. Let us now go into more details:

Let us first assume that we know, up to a nonzero scalar factor )\, the H-matrix of a plane not
going through the optical center C of the first camera, as defined in section (2.3.2):

nT

H = \Hx +e'—

A7 (19)

where n is the unit normal expressed in F¢ of the plane and d, with d # 0, the distance of C to the
plane. We define aframe Fp by the matrix of change of frame from F¢

1A 04
Q7 = l a1 (20)
wod M
hence )
AA~ 0
.7'-(: — 1 3
QG [/\“TA Iz ]

T
sothat[ %%A—l 1 ] isthevector representingtheplaneatinfinity in 7. If M7 - = [Xp, Yp, Zp, Tp]"
is the vector representing M in Fp, we have then, using equation (2),

1 T 1 1 T 1
Tp = ——n—KM/y:c 4+ T = —Zc—n—A71m+ —Tc (21)
nod jZ pod K

and, eliminating T¢ from equation (4),

T
ZLm' = Ze(Hoo + e’%A*)m + Tpé (22)

31t is affine because it does not change the plane at infinity

RR n’2584



12 Luc Rabert, Cyril Zeller, Olivier Faugeras and Martial Hébert

Equation (4) isthus written in Fp
Z’C,m' = ZpHm + Tpé’ (23)
Asfor equation (2), it iswrittenin Fp

me = KM/_»;:P (24)
Equation (23) then gives us
Zp _ (m’ x &) - (m' x Hm)
Tp [|m’ x Hml||?
and equation (24),

o

FIEN

Thus, we have computed the coordinates of M with respect to frame F p.
The projection matricesfor thefirst and second views, expressedin their respectiveimage frames
andin Fp, are then written
[I; 03] and [H €|

Indeed, the projection matrix for the second view is

A'KPLY =[ A" 0; |PLOPIC=[ AR ¢ | [ M0 ]
Fp — 3 Fe Y Fp = )\%A—l [
and is actually of rank 3 as product of a3 x 4-matrix of rank 3and a4 x 4-matrix of rank 4.

Both projection matrices and the coordinatesof M are thusknown up to the unknown collineation
Q?; , corresponding to an arbitrary change of the projective referenceframe. Thisresult had already
been found in a quite different manner in [2, 12].

The reconstruction described above is possible as soon as the H-matrix of a plane which does
not go through C' is known. In particular, when F isknown, one is always avail able as suggested by
equations (8) and (22). It is defined by

nT eIT tTAITAIR
R I N €T )

which gives, using equation (8),*
eI
H=[%].F
lle’]]™
The equation, expressedin Fc, of the corresponding planeis [ n”  —d | Pﬁg,M/FC, =0, thus,

using equation (25),
e"A'KM,z_, =0

which shows, using equation (2), that this plane is the plane going through C” which projects, in the
second view, to the line representing by e’, as already noticed in [21].

4using the algebraic equation uu® = ||u||215 + [u]? .

INRIA
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3 Computing the geometric parameters

Now that we have established which parameters are necessary to deduce information on the structure
of the scene, we describe methods to compute these parameters, from real images.

If noapriori knowledgeis assumed, the only source of information is theimages themselvesand
the correspondences established between them.

After showing how accurate and reliable point correspondencescan be obtained in general from
theimages, we describe how they can be used for estimating the fundamental matrix on the one hand,
plane collineations on the other hand.

3.1 Finding correspondences

Matching is done using the image intensity function I(z,y). A criterion, usually depending on the
local value of I(z,y) in both images, is chosen to decide whether a point m 4 of thefirst image and
apoint m» of the second are the images of the same point of the scene. It is generally based on on
aphysical model of the scene. A classical measure for similarity between the two images within a
given areais the cross-correl ation coefficient

(iy —i1).(ig — i2)

[[ix = T l[fi> — 5]

C(:m1, mz) = COS(i1 - §7 i — E) =

where i, isthe vector of the image intensity valuesin aneighborhood around the point m ; and i; its
mean in this neighborhood.

The context in which the views have been taken plays a significant role. Two main cases have
to be considered: the case where the views are very similar and the opposite case. The first case
usually corresponds to consecutive views of a sequence taken by one camera, the second, to views
taken by astereo rig with alarge baseline. In thefirst case, the distance between the images of a point
in two consecutive frames is small. This allows to limit the search space when trying to find point
correspondences. Below, we briefly describe a simple point tracker which, relying on this property,
provides robust correspondences at a relatively low computational cost. In the second case, corres-
ponding points may have quite different positions in the two images. Thus, point matching requires
more sophisticated techniques. Thisisthe priceto pay if wewant to manipulate pairs of imagestaken
simultaneously from different viewpoints, which allow general reconstruction of the scene without
worrying about the motion of the observed objects, as mentioned in section (2.3).

In both cases, the criterion that we use for estimating the similarity between image pointsis not
computed for all of them, but only for points of interest. These points are usually intensity corners
in theimage, obtained asthe maximaof some operatorsappliedto I(z,y). Indeed, they arethe most
likely to beinvariant to view changesfor these operators since they usually correspond to object mar-
kings.

Thecorner detector. The operator that we useis the one presented in [10], which is aslightly mo-
dified version of the Plessey corner detector:

det(C) — k(trace(C))?
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where . -
- 2 I
C= 2 z Y
o, 5
and I denotes a smoothed version of . Based on experiments, Harris suggeststo set & = 0.04

for best results. € is computed at each point of the image, and points for which it is larger than a
given threshold are retained as corners.

The pointstracker. The implementation has been strongly influenced by the corner tracker des-
cribed in [18].

It works as follows: First, corners are extracted in both images. Then, for a given corner of the
first image, the following operation is performed: its neighborhood is searched for corners of the
second image; the criterion C' is computed for each pair of the corner of the first image and one of
the possible matchesin the secondimage; The pair with the best scoreisretained asa correspondence
if the scoreis above afixed threshold.

Then, for each corner of the second image for which a corresponding point in thefirst image has
been found, the preceding operationis applied from the secondimageto thefirst. If thecorresponding
point found by this operation is the same as the previous one, it is then definitely taken asvalid.

Thestereopointsmatcher. Themethod described in the previous section no longer works as soon
as the views are quite different. More precisely, the correlation criterion is not selective enough:
there are, for agiven point of animage, several points of the other image that lead to agood correla-
tion score, without the best of them being the real correspondent point searched. To achieve corres-
pondence matching, the process must then keep all those potentially good but conflicting correspon-
dencesand invokesglobal techniquesto decidebetweenthem: aclassical relaxation techniqueisused
to converge towards a globally coherent system of point correspondences, given some constraints of
unigqueness and continuity (see [30]).

3.2 Thefundamental matrix

Once some image point correspondences, represented in the image frame by (m/, m;), have been
found, the fundamental matrix F is computed, up to a honzero scalar factor, as the unique solution
of the system of equations, derived from the disparity equations,

m/"Fm; =0 (26)

This system can be solved as soon as seven such correspondences are available: only eight coeffi-
cientsof F need to be computed, since F is defined up to anonzero scalar factor, while equation (26)
supplies one scalar equation per correspondenceand det(F) = 0, the eighth. If there are more cor-
respondences available, which are not exact, asit isthe casein practice, the goal of the computation
is to find the matrix which best approximates the solution of this system according to a given least
sguares criterion.
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A study of the computation of the fundamental matrix from image point correspondencescan be
foundin [20]. Here, wejust mention our particular implementation, which consists, on the one hand,
of adirect computation considering that all the correspondencesare valid and in the other hand, of a
method for rejecting some possible outliers among the correspondences.

The direct computation computes F which minimizes the following criterion:

1 1 (1T 2
¥ (oo oy * ) O
which is the sum of the squares of the distance of m; to the epipolar line of m, and the distance of
m!; to the epipolar line of m;. Minimization is performed with the classical Levenberg-Marquardt
method (see [26]). In order to take in account both its definition up to a scale factor and the fact
that it is of rank 2, aparametrization of F with seven parametersis used, which parametrizes all the
3 x 3-matrices of rank strictly lessthan 3. These parameters are computed from F the following way:
aline! (respectively, acolumn c) of F is chosen and written asalinear combination of the other two
lines (respectively, columns); thefour entries of F' of thesetwo combinationsare taken as parameters;
among the four coefficients not belonging to ! and ¢, the three smallest, in absolute value, are divided
by the biggest and taken asthe last three parameters. [ and ¢ are chosenin order to maximize therank
of the derivative of F with respect to the parameters. Denoting the parametersby p1, p2, ps, P4, Ps,
pe and p; and assuming, for instance, [ and ¢ equalsto 1 and the bottom right coefficient being the
normalized coefficient, leads to the following matrix:

Pe(pap1 + psps) + pr(pap2 +ps)  Pap1 +DPsps Pab2 + s
Pep1 + p1p2 p1 P2
PeP3 + D1 P3 1

During the minimization process, the parametrization of F can change: the parametrization chosen
for the matrix at the beginning of the processis not necessarily the most suitable for the final matrix.

The outliers rejection method used is a classical least median of squares method. It is described
in detail in [30].

3.3 The H-matrix of a plane

If we have at our disposal correspondences, represented in the image frames by (m/}, m;), of points
belonging to a plane, the H-matrix H of this planeis computed, up to a nonzero scalar factor, asthe
unique solution of the system of equations (11),

Z’C,m; =ZcHm;

This system can be solved as soon as four such correspondences are available: only eight coeffi-
cientsof H need to be computed, sinceH is defined up to anonzero scalar factor, while equation (11)
supplies two scalar equation for each correspondence. If there are more correspondencesavailable,
which are not exact, as it is the case in practice, the goal of the computation is to find the matrix
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which approximates at best the solution of this system according to a given criterion: a study of the
computation of plane H-matrices from image point correspondences can be found in [6].

Since e’ and e verify equation (11), three point correspondences are in general sufficient for de-
fining H. In fact, thisis true as long as the homography is defined, i.e., when three points are not
alignedin either image (aproof canbefoundin [3]). If the planeis defined by one point and aline L,
given by its projections (1,1'), so that e doesnot belongto ! and ¢’ doesnot belongto ', its H-matrix
is computable the same way, as soon as we know the fundamental matrix. Indeed, the projections of
two other points M and NV of the plane are given by choosing two pointsm andn on, which amounts
to choosing M and N on L: the corresponding points+n’ andn’ arethen given by intersecting !’ with
the epipolar line of m and the epipolar line of n, given by the fundamental matrix.

As an application of this idea, we have a purely image-based way of solving the following pro-
blem: given a point correspondence (m, m') defining a 3-D point M, and a line correspondence
(1, 1") defining a3-D line L, find the H-matrix of the plane going through M and L. In particular,
if L isat infinity, it definesadirection of plane (all planes going through L are parallel) and we can
find the H-matrix of the plane going through M and parallel to that direction. Thiswill be used in
section 6.2.

Giventhe H-matrix H of aplaneIl and the correspondences(m, m') and (n, n') of two points M
and N, it is possible to directly compute in the images the correspondences (z,4") of the intersection
I of theline (M, N) with II. Indeed, i’ belongsboth to (m/, n’) and theimage of (m, n) by H, so:

i’ =(m’' x n') x (Hm x Hn)

(see[27])

Similarly, given two planesII; and IT, represented by their H-matricesH; and H,, itispossible
to directly compute in the images the correspondences of the intersection L of II; with II,. Indeed,
the correspondences of two points of I are computed, for example, as intersections of two lines L4
and L, of II; with II,; the correspondences of such lines are obtained by choosing two linesin the
first image representing by the vectors 1, and 1,, their corresponding lines in the second image being
given by H; *T1; and H 71,

3.4 Thehomography of the plane at infinity

To compute the homography of the plane at infinity H ., we can no longer use the disparity equa-
tion (4) with correspondencesof pointsnot at infinity, evenif we know the fundamental matrix, since
Z{.,, Ze and T arenot known. We must, thus, know correspondencesof pointsat infinity (m/}, m;)
and compute H,, like any other plane H-matrices, as described in section 3.3.

The only way to obtain correspondencesof points at infinity isto assume some additional know-
ledge.

First, we can assume that we have some additional knowledge of the observed scene that allows
to identify, in theimages, someprojectionsof pointsat infinity, like, for instance, the vanishing points
of parallel lines of the scene, or the images of some points on the horizon, which provide sufficiently
good approximationsto points at infinity.

Another way to proceed is to assumethat we have an additional pair of views. More precisaly, if
this second pair differs from the first only by atranslation of therig, any pair (M, N) of stationary
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Ti9 M.

Figure 2: Determining the projections of points at infinity (see section 3.4).

object points (see figure 2), seen in the first views as (i, m}) and (n;,n} ), and in the second as
(my, m}) and (n,, n}), givesustheimages (i1, i} ) and (i, i, ) in the four images of the intersection
I of theline (M, N) with the plane at infinity. Indeed, on one hand, since I is at infinity and the
stationarity of M and N implies the stationarity of 1, we have, from equations (15) and (4),

. . Y [
Zczlg = ZC1H001211 and ZC§12 = ZC{HOOIZII

where H 1> (respectively, H'_,,) is the homography of the plane at infinity between the first (res-
pectively, second) view of the first pair and its corresponding view in the second pair. In the case
wherethe two pairs of viewsdiffer only by atranslation, A; = A3, Rjo = I3, A] = A}, R, =1
and we have, by equation (5),

Hopn=1I; and H_,=1;

which impliesthat i; = i, = ¢ and i} = 4% = 4'. Ontheother hand, as I lieson (M, N), i, lieson
(m1, n1), iz, 0N (my, ns), 44, 0N (m}, ni) andis, on (mh, nh). Consequently, 7 and i’ are obtained
astheintersectionsof (my, ny) with {m2, ns) and of (m}, n{) with (m}, n}), respectively:

i=(myxmn;)x(myxmny) and i’ = (m) x n}) x (m) x nj)

Once H ., has been obtained, the ratio of the lengths of any two aligned segments of the scene
can be computed directly in the images. Indeed, given three points My, M, and M3 onaline, asin
figure 3, from their images (m1, m} ), (m2, m}) and (ms, m} ), we can compute the images (m, m’)
of theintersection of thislinewith the planeat infinity, using H ., asexplainedin section 3.3. Wecan
compute in each image the cross-ratio of those four points. Asaprojectiveinvariant, this cross-ratio
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Figure 3: Determining ratios of lengthsin affine calibration (see text).

is then exactly equal to the ratio of M4, M, and M3. More precisely:

M1M3 . M1M3 . M2M3 _ mims i maoms

M,M; MM, M,M., Tim Tgm
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4 Therectification with respect to a plane

In this section, we assume that we know the epipolar geometry. This allows usto rectify the images
with respect to a plane of the scene. This process explained below, allows not only to compute amap
of image point correspondences, but also to assign to each of them a scalar that represents a measure
of the disparity between the two projections of the correspondence.

4.1 Theprocess of rectification

Like in section 2.4.3, we assume that we know, up to nonzero scale factors, F, thus &', given by
equation (16), and the H-matrix H of a plane II given by equation (19). Let us then choose two
homographies, represented by the matrices H' and H, such that

HE = aof1,0,0 (27)

H = HH (28)
where « is any nonzero scalar. Equation (23) can then be rewritten
' ZLw' = 2 Zp + Tpall,0,0]T (29)
whereth = [#, 9, 1]7, m’ = [#,9’,1]T and
i’ = H'm' and 21 = Hm (30)

Therectification with respect to aplane consistsof applying such matrices, called therectification
matrices, H' to the second i mage and H to the first.

Equation (29) shows that the corresponding point 7 in the second rectified image of a point
of the first rectified image lies on the line parallel to the z-axis and going through +.. Applying a
correlation criterion to s and each point of thislinethusallowsto determines’, if theimageisnot too
distorted through the process of rectification. Equations (27) and (28) do not completely determine
H and H': Thisindetermination is used to minimize the distortion of the images, as explained in
section 4.3.

Once ' has been determined, a measure of the disparity between 71" and 7 with respect to this
planeisgivenby &' — Z. If M belongsto II, it is equal to zero since T'p then vanishes as shown
by equations (10) and (21); otherwise, itsinterpretation dependson the information available for the
model, as explained in section 5.

4.2 Geometric interpretation of therectification

From the Q R-decomposition [9] any nonsingular matrix H decomposed as:

H=RU (31)
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where R. is arotation matrix and U, a nonsingular upper triangular matrix. Decomposing H ~* like
in equation (31), inverting it, and noticing that the inverse of an upper triangular matrix is also an
upper triangular matrix, we seethat H can also be decomposed as:

H=UR (32)

where R’ is arotation matrix and U’, anonsingular upper triangular matrix.

To give a geometric interpretation of the rectification, we decompose H and H' the following
way: By applying equation (32) to the non-singular matrices HA and H'A’, there exist two scalars
A and )/, two rotation matrices R and R’ and two upper triangular matrices A and A’ of the same
form as A in equation (1), such that

H=JARA™! and H' = VA'R'A'"! (33)

Then, we study how the constraints on H’ and H given by equations (27) and (28) propagateto A,
A, R and R/. On one hand, from equations (27), (33), (5) and (16), we have
R't = —A'"1[1,0,0]T
pA!

and we define £, such that )
R't = [t,,0,0]7 (34

On the other hand, from equations (28), (33), (19), (5) and (34), we have then

I, =HHH '
<
I, = \WVA'R'A"1(A'/RA 1 + A't2 A 1)L ARTA !
<~

SIRPT — A AI-1A _ [ T nTRT
R'RR _/\S\IA A —[t;,0,0] y

from which we deduce that R’RR7 is an upper-triangular matrix. Sinceit is a rotation matrix, this
means that

R'RRT =1, (35)
We then also deduce that X R
AN = A (36)
and .
I =A'A"' + A'[i,,0,0]T “T;{TA* (37)

We are now able to interpret the equations (30). From equation (27) and (20), we have 2’ Z(,, =
2Zp = #2<_ Using equation (36), we can then define Z » by
275, 3Zc

Zp= —" = — 38
R= = (38)
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so that the equations (30) are written
Zpth = ZcARA™'m and Zpm' = ZL, A'R'A"'m/

They are interpreted as the disparity equations of two pairs of views (see figure 4): Thefirst pair is
composed of theview of optical center C', cameraframe F, retina plane’R and intrinsic parameters
matrix A and its rectified view of optical center C', cameraframe F¢, retinal plane R and intrinsic
parameters matrix A ; similarly, the second pair is composed of the view of optical center C’, camera
frame F¢, retinal plane R’ andintrinsic parameters matrix A’ and its rectified view of optical center
C', cameraframe F¢., retinal plane R’ and intrinsic parameters matrix A’. The basis of ¢ isthe
image of the basis of F¢ by the rotation of matrix R. Similarly, the basisof F¢ istheimage of the
basis of F¢. by the rotation of matrix R’. Furthermore, according to equations (35) and (34), we
have

Q7 = QzQzIQf’
[ R o0 R t][RT o,
~ [ of 1 of 1 ol 1
[1 0 0 i
o 10 0
oo 10
[0 0 0 1

which shows that ¢ and F¢+ have the same basis By, and that the z-axis of this basisis parallel to

cc'. Lastly, for thetwo rectified views, the homography of theplaneatinfinity isH,, = A’A~!, the
epipoleof thesecondview isé’ = A'[t,,0,0]7, so that, according to equation (19), the homography
of ITisIs.

In summary, the processof rectification consistsof projecting thefirstimageontoaretinal plane R
and the secondimageonto aretinal plane R’ suchthat R and R’ are parallel and choosing the rectified
image frames such that the z-axis of the two rectified images are parallel and the homography of 1T
for the two rectified imagesis the identity.

4.3 Minimizing image distortion

We now examine the distortion caused by H and H' to the images.

4.3.1 How many degreesof freedom areleft ?

H being known, equation (28) shows that H is completely determined as soon as H' is. So, all the
degrees of freedom left are concentrated in H'. Only eight coefficients of H' need to be computed,
since H' is defined up to anonzero scale factor, and equation (27) suppliestwo scalar equations: Six
degrees of freedom remain, but how many of them are really involved in the distortion ?
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Toanswer this question, we proposetwo approaches: Thefirst onedecomposes H' and the second
one, H'~!. In each case, we propose a method for computing the values of the parameters which
minimize the image distorsion.

432 Thedecomposition of H'.
According to equation (32), there exist two matrices, U and R. such that
H = UR
U isan upper triangular matrix and R, arotation matrix. If we decompose R as a product of three

rotations around the z- - and z-axis, we can write

I:Il _ Uz A" ] [ Rg 02 U2R2 v

—lof x| of 1]Rsz:[ of A]RVR“”

'

U R.

/N

where U, isa2 x 2 upper triangular matrix, Ro, a2 x 2 rotation matrix, v avector and X, ascalar.
Now, according to equation (31), U,R; can berewritten asR/, U}, where R/, isarotation matrix and
U/, an upper triangular matrix and we can write

i — R, 0, ] [ U, Riv

—lof 1 of A ]Rsz

~~

R he

z

where R/, is arotation around the z-axis and U’, an upper triangular matrix. Lastly, if we extract
from U’ the translation and scaling components, we have

R sz 0 1w 1 szy O
H = /\R; 0 sy wo 0 1 0[RyR, (39
0 0 1 0 0 1

Based on equation (39), R.,, is chosen such asto cancel out the third coordinate of H'¢’, involved in
equation (27), (making the epipolar linesparallel) and R, such asto cancel out its second coordinate
(making the epipolar lines parallel to the z-axis). The tranglation terms, ., and v,, are not involved
in the distortion, four degrees of freedom are left, given by the two scaling factors, s, and s, the
skew s, and the rotation anglein R.;.

Minimizing distorsionusingacriterionbasedonareas. Thecriteriontobeminimizedistheratio
of the area of the rectangle with sides parallel to the z- and y-axes circumscribing the rectified image
to the area of the rectified image (seefigure 5).

Thiscriterion isvalid as soon asthese areas are not infinite, that is, assoon astheline! (resp. '),
which is mapped by H (resp. H'), to the line at infinity, does not go through any point of the first
(resp. second) image. If e (resp. ¢’) does not lie in the first (resp. second) image, H (resp. H') can
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r-axis
—

y-aXis

Figure 5: The area-based criterion: Minimizing the relative area of the filled region.

be chosen to verify this constraint, since equation (27) (resp. (28)) show that I (resp. '), whichis
represented by the last row of H (resp. H'), is only constrained to go through e (resp. ¢’).

H' is decomposed as explained in the paragraph above so that the criterion is ascalar function of
Sz, Sy, Szy andtheangled, of R,. Sincethe criterion isnon-linear and its derivatives are not easily
computable, a direction-set method is used, namely, the Powell’s method. s, and s, are initiaized
to1and s;, and §,, to 0. At the end of the minimization, s, s,, uwo and v, are adjusted so that the
rectified image is of the same size and at the same position in the plane asthe initial image.

433 Thedecomposition of H1.

Here we present another approach in which a particular parametrization of H~* allows usto isolate
the parameters responsible for image distorsion, and estimate their values so as to minimize distor-
sion.

For simplicity, we expressimage points coordinates with respect to anormalized coordinate sys-
tem, in which the image occupies the unit square. Using homogeneous coordinates, we denote by
[e. €y, €] the coordinates of the epipole e. We now describe a parametrization of H! that expli-
citly introduces two free rectification parameters. The other parameters correspond to two scaling
factors (one horizontal and one vertical), and one horizontal translation which can be applied to both
rectified images. Theseparameterscan be set arbitrarily, and represent the magnification and clipping
of the rectified images.

_ Letusnow see how, using the mapping of four particular points, we define a parameterization for
HL.

1. H~" maps point [1,0,0]T onto the epipole. This is the condition for the epipolar lines to be
horizontal in the rectified images.
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2. Weimpose that the origin of the rectified image be mapped onto the origin of the image. This
setstwo translation parametersin the rectified image plane). In other words, H1[0, 0, 1]T =
A[0,0, 1]T.

3. SinceH ! maps horizontal lines onto epipolar lines, weimposethat the top-right corner of the
image be mapped onto point ¢, = [e,, e, €,] Of theimage, intersection of the epipolar line of
theleft corner with theright edge of theimage® (Figure 6). This setsthe horizontal scalefactor
on the rectified image coordinates.

4. Fourth, we impose that the low-lefthand corner of the rectified image be mapped onto the epi-
polar line of the low-lefthand corner of the image. This sets the vertical scale factor of the
rectified image coordinates.

From the first three points, we infer that matrix H~! is of the form:

e, 1 0
ey 7 0

e, 1 ep;—e,

From the fourth point, we have (H~1[0,1,1]T)T (e x [0,1,1]T) = 0. In other words, H~1[0, 1, 1]T
isalinear combination of eand [0, 1, 1]T, so there exist «, 3 such that

X € aeg 0
H!= ey aey+f 0
e ae,+P+e,—e, ex—e,

Assuming that the rectification plane is known (homography H), any choice of «, 8 definesarecti-
fication matrix for the two images.

Minimizing distor sion using orthogonality. Wechoosea, 3 so asto introduce aslittleimagedis-
tortion as possible. Since there is no absolute measure of global distortion for images, the criterion
that we useis based on the following remark: In the rectified images, epipolar lines are orthogonal to
pixel columns. If the rectification transformation induced no deformation, it would preserve ortho-
gonality, so theimage by H~! of lines along pixel columns would be orthogonal to epipolar lines.

Let us now consider one scanline (d,.) of the rectified image, and two points ¢, b which are res-
pectively the top, bottom points of a vertical line (1) of the rectified image. The epipolar line (d)
correspondsto epipolar lines{d;), (d;) in theinitial images. Thetwo linesd,. and (I) are orthogonal.
Assuming that the rectification transformation preserves orthogonality, lines (H~(¢), H~1(b)) and
(d;) should be orthogonal (see Figure 7), aswell aslines (H'~'(¢), H'~ (b)) and (d}).

For agiven value of parameters «, 3, we define the residual

R(e,B) = (Vd;)"V(H 't) x (H 'b))’

5Since cameras are in a horizontal configuration, this intersection point exists. However, the same method can be easily
adapted to other cases.
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rectified image leftimage

Figure 6: = maps three corners of the rectified image onto particular points of the image, and the
point at infinity [1,0, 0]T onto the epipolee.

with

10 0
V:[()lo]

Thisterm is the dot-product of the directions of the two lines (H~*(¢), H~(b)) and (d;). An analo-
gousterm R’ (a, 3) can be defined in the right image, with the rectification transformation H' ! =
H'H L.

To determine rectification transformations, we compute o, 8 which minimizethe sum ( R(«, 8) +
R'(a, 3)) computed for both the left and the right columns of the rectifiedimage, i.e. t and b having
respective values[0, 0, 1]T and [0, 1, 1]¥ onthe one hand, [1,0,1]T and[1, 1, 1]T on the other hand.
One can see easily that the resulting expression is the square of alinear expressionin «, 3. It can be
minimized very efficiently using standard linear |east-squares techniques.

The two epipolar lines {d;), (d}) are chosen arbitrarily, so as to represent an “average direction”
of the epipolar linesin the images. In practice, the pair of epipolar lines defined by the center of the
left image provides satisfactory results.
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Figure 7: Linesinvolved in the determination of the rectification transformation (see text).
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5 Positioning pointswith respect to a plane

Measuring the positions of points with respect to a reference planeis essential for robot navigation.
We will show in sections 6 and 7 several applications which are based on this measurement. In this
section we study how to compare distances of points to a reference plane under minimal calibration
assumptions.

5.1 Comparing point distancesto areference plane

For convenience we will adopt the terminology which corresponds to the particular application of
section 7.3 where the reference planeis the ground plane, and the robot needsto estimate the relative
heights of visible points, i.e., their relative distancesto the ground plane.

Thedistanceof apoint M to thereference planeisrelated to thelocation of M along thedirection
orthogonal to the plane. This notion can clearly not be captured at the projective level. Let us now
see under which calibration assumptions we will be able to compare point heights.

Let usintroduce an (arbitrary) reference point O which does not belong to the ground plane. In
practice this point is defined by its two image projections o, o', chosen arbitrarily so as to satisfy the
above constraints:

e 0,0 satisfy the epipolar constraint,
e both o and o’ lie outside of the images,
e o and o’ do not satisfy the homographic relation of the reference plane

This guaranties that point O does not lie on the plane, and is different from any observable point.

We now consider theline (D) orthogonal to the reference plane and passing through O. Denoting
by @ p the intersection between (D) and the ground plane, the height of M isin fact equal to the
signed distance Q p M p, where M, is obtained by projecting M on (D) parallel to the reference
plane.

From simpl e affine geometric properties, theratios of signed distancesQ p Mp/OQp andQM/0Q
areequa. Thus, if we consider an arbitrary point M, which we declare to be at height one from the
reference plane, the height of M in terms of this unit can be expressed as (see Figure 8):

. _ _QM/0Q

= 0.10./00. (40)

Affineprojection: In practice, we cannot directly compute distancesbetween 3D points. However,
we can compute their projections on the image planes. Ratios of distances are affine invariants, so if
we assumethat, say, the right camera performs affine projection, we can write

h _ qlml/olq/

qmy/o'q;
Under affine viewing, this definition of height is exact in the sense that 4 is proportiona to the
distance between M and the reference plane. Otherwise, thisformulais only an approximation. At

INRIA



Applications of non-metric vision to some visually guided robotics tasks 29

Figure 8: Computation of relative heights with respect to unit point M, under affine projection (see
text).

any rate, it turnsout to be accurateenoughfor some navigation applications, in which pointsfor which
heights have to be compared are at relatively long range from the camera, and within a relatively
shallow depth of field (cf Section 7.3).

Per spectiveprojection:  If the affine approximation is not valid, we need to relate relative heights
to projective invariants. Instead of considering ratios of distances, we consider cross-ratios, which
are invariant by projection onto the images.

L et us assume that we know the homography of aplaneIl ;, paralel to the ground plane (Thisis
in fact equivalent to knowing the line at infinity of the ground plane). Intersecting line (O M) (resp.
(OM,)) with plane I, , definesapoint N (resp. N,) aigned with O, Q, M (resp. O, Q,, M,).

The cross-ratio {Q, N; M, O} is by definition equal to

QM/0Q
NM/ON

Based on simple affine properties, the denominator of the above fraction is also equal to
NpMp/ONp

where N isthe projection of N on (D) paralel to planell ,, i.e., theintersection of IT ,, and (D).
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Similarly, we have
Qer/OQr
NpMp/ONp

Asaconsequence, theratio of cross-ratios {Q, N; M,0}/{Q., Ny; M,,0} isequal to h (asde-
fined in Equation 40). Using projective invariance, we can then expressthe height of M with respect
to M, as

{Oa QrQMraNr} =

{g,n;m, 0}
h=—"1—"1-—
{qra Ty My, 0}
We remark that the ratio of heights with respect to a plane can be captured at a calibration level
which is intermediate between projective and affine: knowing the plane at infinity is not necessary,
one only needsto know theline at infinity of the reference plane.

5.2 Interpreting disparities

In this section we assume that images have been rectified with respect to the reference plane, and
relate positions ot points relative to the plane to image disparities.

The measure D of the disparity assigned to a point correspondence after the rectification with
respect to a plane and the correlation along the epipolar lines, described in section 4, isin turn related
to the position of the corresponding point of the scene with respect to the plane.

Indeed, with the notations of section 4,

N A~
D=z -1z

So, according to equations (29) and (38), we have

D=« =a\ — (41

In order to interpret D, we introduce the signed distance d( M, II) of apoint M = [X,Y, Z, T|T
to aplane I defined by its unit normal n and its distance d to the origin:

XY 7y
T 'T'T
The sign of d(M,1I) is the same for all the points M located at the same side of II and |d( M, II)|

is equal to the distance of M to II. Similarly, we introduce the signed distance d(m, ) of a point
m = [z,y, z]T toaline! defined by its unit normal n and its distance d to the origin:

d(M, 1) = d —n”|

Tt YT
dm,l)=d—-n [Z,Z]
Thesignof d(m, 1) isthe samefor all the pointsm located at the same side of I and |d(mn, 1) isequal
to the distance of m to I. We have then, according to equations (21) and (3),
Tc

Tp = =Sd4(M,1)
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Zg = Ted(M,1)

1 :
g o= pd(mlI) with k=/hZ +h2
Zrp = Tecd(M,Iy)

where H} is the focal plane of the second view, II ¢ the focal plane of the rectified views (see fi-
gure (4)) and I’_ theline of R’ whoseimageby H' = [h;;] istheline at infinity.
Now, using these signed distances, we write D in three different ways:

g d(MII)
D = (l;ul(M,H’f) 42
_ ka d(M,10)
b= dp d(m/, 1) d(M, 1T (“43)
_aX d(M,ID)
T dp d(M, i) “9

Since o, p, d, A" and & do not depend on M and m, we deduce from these equations the following
three interpretations:

e Fromequation (42), wededucethat, if M isavisible point, whichimpliesthat d( M, II’;) > 0,
the sign of 2'D givesits position with respect to II. Furthermore, |2'D| is proportlonal to the
ratio of the distance of M to II to the distance of M to H’

e From equation (43), we deduce that, if M is a visible point, the sign of D usually gives its
position with respect to II. Indeed, I’ usually does not go through any point of the image
so that the sign of d(m’,1..) is usually the same for all the points considered. In fact, I/
usualy far away from theimage, so that d(m/, I, ) does not really depend on m for the points
considered and | D| is approximately proportional to the ratio of the distance of M to II to the
distance of M to II;.

e Fromequation (44), we deducethat the sign of D givesthe position of A7 with respect to IT and
IT; and |D| is proportional to the ratio of the distance of M to II to the distance of M to TI;.
According to equation (27), e’ € I{, sothat I isan epipolar line. I’ isthusthe imagein the
second view of an epipolar plane II.. Now, theimagein R’ of II, istheline at infinity, so II,
|sparallel to Hf Smcer is an epipolar plane, Hf = II, and I/ is, indeed, the intersection
of TT; and R'. Consequently, since I/, is usually far away from the image, IT; and R’, thus
Il ¢ and H’f, are approximately parallel around the image, so that H} may be approximated by

Il ¢ for the points considered and we turn again to the preceding interpretation.

When IT is the plane at infinity, according to equation (21), we have Tp = T¢ and, so,

(%

D = ——
d(M,1I})
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ka
d(m’, 100)d(M. 1T}
a)
d(M,1I5)

Thus, in that case, 2'D isinversely proportional to the distance of M to IT';, D is approximately in-
versely proportional to the distance of M to H’f and D isinversely proportional to the distance of M

tOfIf.
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6 Computing local terrain orientations using collineations

Once a point correspondence is obtained through the process of rectification and correlation along
the epipolar lines described in section 4, it is possible to estimate, in addition to a measure of the
disparity, ameasure of local surface orientations, by using the image intensity function.

Thetraditional approach to computing such surface propertiesis to first build a metric model of
the observed surfaces from the stereo matches, and then to compute local surface properties using
standard tools from Euclidean geometry. This approach hastwo major drawbacks. First, reconstruc-
ting the geometry of the observed surfaces can be expensivebecauseit requiresnot only applying geo-
metric transformations to the image pixels and their disparity in order to recover three-dimensional
coordinates, but also interpolating a sparse 3D-map in spaceto get dense three-dimensional informa-
tion. Second, reconstructing the metric surface requires having full knowledge of the geometry of the
camerasystem through exact calibration. In addition, surface properties such asslopeare particularly
sensitive to the calibration parameters, thus putting more demand on the quality of the calibration.

Here, we investigate algorithms for evaluating terrain orientations from pairs of stereo images
using limited calibration information. More precisely, we want to obtain an image in which thevalue
of each pixel is ameasure of the difference in orientation relative to some reference orientation, e.g.
the orientation of the ground plane, assuming that the only accurate calibration information is the
epipolar geometry of the cameras.

Weinvestigatetwo approachesbased onthese geometrical tools. Inthefirst approach (Section 6.2),
we compute the Sum of Squared Differences (SSD) at a pixel for al the possible skewing configura-
tions of the windows. The skewing parameters of the window which produce the minimum of SSD
corresponds to the most likely orientation at that point. This approach uses only knowledge of the
epipolar geometry but does not allow the full recovery of the slopes. Rather, it permits the compari-
son of the slope at every pixel with areference slope, e.g. the orientation of the ground plane for a
mobile robot.

The second approach (Section 6.3) involves relating the actual orientations in space with win-
dow skewing parameters. Specifically, we parameterize the space of all possible windows at a given
pixel by the corresponding directions on the unit sphere. This provides more information than in the
previous case but requires additional calibration information, i.e, the knowledge of the approximate
intrinsic parameters of one of the cameras and of point correspondencesin the plane at infinity.

6.1 Theprinciple

The guiding principle of this sectionisthefollowing: the collineation that represents aplanar surface
is the one that best warps the first image onto the second one.

Thisprincipleisusedimplicitly in al area-based stereo techniquesin which the images are recti-
fied and the sceneis supposed to belocally fronto-parallel (i.e., parallel to the cameras) at each point
[8, 25, 22]. In this case, homographies are simple trandlations. A rectangular window in image 1
maps onto asimilar window in image two, whose horizontal offset (disparity) characterizesthe posi-
tion of the planein space. The pixel-to-pixel mapping defined by the homography allowsto compute
asimilarity measure on the pixel intensities inside the windows, based on a cross-correlation of the
intensity vectorsor a SSD of the pixel intensities.
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Another example of this concept isthe use of windows of varying shapesin area-based stereo by
compensating for the effects of foreshortening due to the orientation of the plane with respect to the
camera. Inthe TELEOSsystem[24], for example, several window shapesare used in the computation
of the disparity.

We usethis principlefor choosing, among all homographiesthat represent planesof variousorien-
tations passing through a surface point M, the one that best represents the surface at M. We use a
standard window-based correlation algorithm to establish the correspondences between the images
(m,m’) of M. Since the methods presented above are sensitive to the disparity estimates, we also
use asimple sub-pixel disparity estimator.

6.2 Window-based representation

When applying an homography to arectangular window in image 1, one obtainsin general a skewed
window in image 2. Since the homographies that we study map m onm/’, two other pairs of points
are sufficient for describing them (see section 3.3). This allows us to introduce a description of the
plane orientation by two parameters measured directly in the images.

The standard configuration In order to simplify the presentation, we first describe the relations
in the case of cameras in standard configuration, i.e.whose optical axes are aligned and such that
the axes of the image planes are also aligned. We also assume that the cameraintrinsic parameters
are known, and considering metric coordinates in the retinal plane instead of pixel coordinates we
end up with A = T and H,, = I (using the same notations as in Section 2). Choosing the frame
attached to the first camera as the reference frame, the translation between the camerasis assumed to
bet = [t,,0,0]*. Although we describe the approach in this simplified case, the principle remains
the samein the general case, though interpreting the equationsis more complicated.
In the current case, Equation (12) gives us:

1+'niitx ngiit.z: n.ty

0 1
0 0 1

tnt
H=1+— =
+ d

(e} ~H

(45)

The distance parameter d can be obtained from the image points asfollows: theimagesm, m' of
the three-dimensional point M are known, and related by a horizontal disparity D. From the projec-
tion geometry, we have:

tof

d

In this equation, C the origin of the image coordinate system (a 3D-point) and m is a2-D pro-

jective point of the form [, v, 1]*. Therefore, we have a simple expression of d as a function of the
known variables, m and D:

CM =

Cm (46)

e
d=n'CM = %ntCm 47
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@

Figure 9: Parametrization of window deformation; (a): left image. (b): right image if the cameras
are aligned. (c): right window in general camera configuration.

Substituting (47) in (45), H can be expressed as function of n, D, and m:

l+a, ap a,
H:l y :| = Dn, _ Dny

g é ? " fniCm Y= fniCm (“48)

a, only hasatranslational effect through H, so it has no influence on the resulting window shape.
Thetwo parametersa,, and «,, fully characterizetheeffect of H on thewindow shape. Geometrically,
a, is the horizontal displacement of the center points of the left and right edges of the correlation
window and o, is the displacement of the centers of the top and bottom edges of the window (See
figure 9 (b)).

The general case To simplify the equations, this discussion of window skewing was presented
in the case in which the cameras are aligned. The property remains essentially the same when the
cameras are in a general configuration. In that case, the window shape can till be described by
o = [a,, a,]" that represents the displacements of the centers of the window edges along the epipo-
lar linesgiven by F instead of along the lines of theimagein the case of aligned cameras (Seefigure9
(©)). Also, we havenot included theintrinsic parameter matricesin the computations. It can be easily
seen that including these matrices does not change the general form of equation (48); it changesonly
the relation between o and the orientation of the plane.

We have shown how to parametrize window shape from the corresponding homography. It is
important to note that the reasoning can be reversed in that a given arbitrary value of a corresponds
to aunique homography at m, which itself correspondsto a unique plane at M.

Slope Computation Using Window Shape:  The parameterization of window shape as afunction
of planar orientations suggests a simple algorithm for finding the slope at M. First, choose a set of
valuesfor o, and «,. Then, compute a measure (correlation or SSD) for each possible ¢, and find
the best slope o™ as corresponding to the minimum of the measure. This is very similar to the
approach investigated in [1].

If all the parameters of the cameras were known, a™*™ could be converted to the Euclidean des-
cription of the corresponding planein space.
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Figure 10: Left: Selected pixelsinimage 1. Center (resp. right): SSD error as function of [a,, ay]
at the road (resp. tree) pixel. The reference orientation (ag, vy ) is approximately the orientation of
the road, and is represented by the vertical dotted lines. Both surfaces have a sharp minimum, but
only one (the road point) is located at (ag, ay ).

Otherwise, it is till possible to compare the computed orientation with the orientation of arefe-
renceplaneIT° whoseline at infinity is known. Indeed, the homography of the plane passing through
M and parallel to II° can be computed (Section 3.3), and its parameters a.® derived; the distance
D = [|a™™ — a°|| isameasure of the difference between the slope of theterrain at M and the refe-
rence slope. Figure 10 shows an examplein the case of two single pixel correspondencesselected in
apair of images. The SSD iscomputed from the L aplacian of theimagesrather than from theimages
themselvesin order to eliminate the offset between the intensities of the two images.

In practice, I1° can be defined by three point correspondencesin a pair of training images, two
of which lying far enough from the camera to be considered as lying at infinity, thus defining the
line at infinity of the plane. Another way to proceed would be to estimate I1° from any three point
correspondences, and to compute its intersection with the plane at infinity II ., estimated with three
non-aligned correspondences corresponding to remote points.

Limitations:  There are two problems with the [, a, ] representation of plane directions. First,
depending on the position of the point in space, the discretization of the parameters may lead to very
different results due to the non-uniform distribution of the plane directionsin a.-space. In particular,
the discrimination between different plane directions becomes poorer as the range to the surfacein-
creases. This problem becomes particularly severe when the surfaces are at a relatively long range
from the camera and when the variation of range across the image is significant.

Thesecond problemisthat it isdifficult tointerpret consistently the distance D between a ™" and
o’ acrossthe image. Specifically, a particular value of D correspondsto different angular distances
between planes depending on the disparity, but also on the position of the point in the image.

6.3 Normal-based representation

Based on thelimitationsidentified above, we now devel op an alternate parameterization, that consists
of discretizing the set of all possible orientations in space, and then of evaluating the corresponding
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Figure 11: Distribution of SSD at the two selected pixels of figure (Left: road; Right: trees). The
SSD distribution is plotted with respectto (n, ny ), i.€., two coordinates of the 3D normal. Therefe-
rence orientation (close to the road) is represented as a plain surface patch. On the left diagram, the
computed SSD valuesarelow in the neighborhood of the reference orientation. On the other one, the
low SSD values are further from the reference orientation.

homographies. This assumes that the intrinsic parameters of the first camera are known as well as
the collineation of the plane at infinity.

Slope computation using normal representation:  Assuming that we know H ., and A, we can
compute the homography H of a plane II defined by a given pair of points (m,m') and a normal
vector n in space. Indeed, the plane I that is orthogonal to n and contains the optical center C'
projectsin the first image onto aline [>° and Equation (14) tells us that

1°=A"Tn (49)

Thislineisthe projection in thefirst image of any line of the plane that doesnot contain C, so unless
C isatinfinity, it is theimage of the line at infinity of 1z and thus of II since both planes are paral-
lel. Given the homography H ., of the plane at infinity, we can then compute the corresponding line
15° = H, 715 in the second image. Finally, according to section 3.3, (m,m’), 15°, 13° and the
knowledge of the epipolar geometry allow to compute H.

By sampling the set of possible orientations in a uniform manner, we generate a set of homogra-
phiesthat represent planes of well-distributed orientations at agiven point M. Then the algorithm of
the previous section is used directly to evaluate each orientation n;. In the current implementation,
we sample the sphere of unit normalsinto 40 different orientations using aregular subdivision of the
icosahedron.

Figure 11 showsthe SSD distributionsin the case of the two pixels studied in Figure 10. Though
correct, the results point out one remaining problem of this approach: the SSD distribution may be
flat because of the lack of signal variation in the window. Thisis a problem with any area-based
technique. In the section 6.4, we present a probabilistic framework which enables usto address this
problem.

It isimportant to note that the orientation of the cameras does not need to be known and that the
coordinate system in which the orientations are expressed is unimportant. In fact, we expressall the
orientationsin areference frame attached to the first camera, which is sufficient since all we need is
to compare orientations, which does not require the use of a specific reference frame. Consequently,
it is not necessary to use the complete metric calibration of the cameras.
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A-priori geometric knowledge: In practice, H ., is estimated as described at the end of the pre-
vioussection. Sincethisonly givesan approximation, thelines15°, 15° that we compute from agiven
orientation do not really represent aline at infinity. Thus, the planes that correspond to this orienta-
tion rotate around afixed line in spaceinstead of being parallel. For practical purposes, thelineisfar
enough so that this discrepancy does not introduce significant errors.

The matrix A represents the intrinsic parameters of the first image. Since we are interested in
the slopes in the image relative to some reference plane, it is not necessary to know A precisely.
Specifically, anerror in A introducesaconsistent error in the computation of the homographieswhich
is the same for the reference plane and for an arbitrary plane, and does not affect the output of the
algorithm dramatically.

Wefinally remark that if A ismodified by changing the scalein thefirst image, the resultsremain
unchanged. Thisgeometric property, observed by Koenderink [16], impliesthat only the aspect ratio,
the angle of the pixel axes and the principal point of the first camera need to be known.

6.4 Application to estimation of terrain traversability

Although the accuracy of the slopes computed using the algorithms of the previous section is not
sufficient to, for example, reconstruct terrain shape, it provides a valuable indication of the traver-
sability of the terrain. Specifically, we define the traversability at a point as the probability that the
angle between areference vertical direction and the normal to the terrain surfaceislower than agiven
angular threshold. The term traversability comesfrom mobile robot navigation in which the angular
threshold controls the range of slopes that the robot can navigate safely.

Estimating traversability involvesconverting thedistribution of SSD valuesS(«) at apixel m toa
function f (o) which can beinterpreted asthe likelihood that o correspondsto theterrain orientation
at m. Wethen define the traversability measure T'(m ) asthe probability that this orientation iswithin
aneighbourhood R around the direction of the reference plane a°:

T(m)= ) f(e)
OER

We use aformalism similar to the one presented in [22] in order to define f. Assuming that the pixel
valuesin both images are normally distributed with standard deviation o2, the distribution of o is
given by:

fle) = 2 exp ——- (50)

where K isanormalizing factor.

This definition of T' has two advantages. First, it integrates the confidence values computed for
all the slope estimates (50) into one traversability measure. In particular, if the distribution of f(a) is
relatively flat, T'(m) hasalow value, reflecting the fact that the confidencein the position of the mi-
nimum of S(e) islow. Thissituation occurswhen there is not enough signal variation in theimages
or when m is the projection of a scene point that is far from the cameras.

The second advantage of this definition of traversability is that the sensitivity of the algorithm
can be adjusted in anatural way. For example, if R is defined asthe set of plane orientations which
are at an angle less than # from I1°, the sensitivity of T'(m) increases as @ decreases.
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Figure 12: Examples of traversability maps computed on two pairs of images (see text).

Figure 12 shows the results on two pairs of images of outdoor scenes. The first image of each
pair is displayed on the left. The center images show the compl ete traversability maps, Once again,
the influence of the signal is noticeable. In particular, in the top example, alarge part of the road has
arather low traversability, because there is little signal in the images. On the contrary, the values
corresponding to the highly textured sidewalk are very high.

Theright image showsthe regionsthat have aprobability greater than the value we would obtain
if therewere no signal in theimages, i.e. the regionsthat could be considered as traversable. In both
cases, the obstacles have low traversability values.

Figure 13 shows the result of evaluating 7'(m) for three different values of 6. Only the traver-
sableregions are shown. As @ increases, the influence of the signal becomes|ess noticeable, and the
likelihood of aregion to be traversable increases.

The measure of traversability can be easily integrated into navigation systems such as the one
presented in section 7.
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Figure 13: Traversability map from the distribution of slopes on real data. Left: small admissible
regionf = 20°; Center: medium admissibleregion = 45°; Right: large admissibleregion = 75°.

INRIA



Applications of non-metric vision to some visually guided robotics tasks 41

7 Navigating

In this section we show three robotic applications of the geometric properties presented in the above
sections. In the first one, stereo is used to detect close obstacles. In the second one, the robot uses
affine geometry to follow the middle of acorridor. In the third one, relative heights and orientations
with respect to the ground plane are used for trajectory planning.

7.1 Detecting obstacles

This section describes how to use the previous results to provide a robot with the ability to detect
obstacles. The only requirement is that the robot is equipped with a stereo rig which can be very
simply calibrated, as explained next.

Let usimagine the following calibration steps:

e asdescribed in Section 3.1, some correspondences between two views taken by the cameras
arefound;

o thesecorrespondencesare used to computethe fundamental matrix, asdescribedin Section 3.2;

o threeparticular correspondencesare given to the system; they correspond to three object points
defining avirtual planeIl in front of the robot;

o the H-matrix of II is computed as described in Section 3.3;

The fundamental matrix, as well as the plane H-matrix, remain the same for any other pair of views
taken by the system, aslong astheintrinsic parameters of both cameras and the attitude of one camera
with respect to the other do not change.

Accordingto Section5, by repeatedly performing rectificationswith respect to IT, the robot knows
whether there are points in front between itself and II by looking at the sign of their disparity and
can act in consequence. If the distance d, of the robot to II is known, the robot may, for example,
moveforward from the distanced, . Furthermore, if IT and IT’, intersect sufficiently far away fromthe
cameras, it can detect whether the points are moving away or towardsitself. Indeed, II and the focal
plane H’f may then be considered as parallel around the images, so that, for the points considered,
d(M. II) isproportional tod(M, I’; ) —d(IL, I’ ), whered(II, 1T, ) = d(Mm, II'; ) for any point Mn €
IT. According to equation (42), z"D isthen apprOX|mat|ver proportlonal to

d(11, 11}
d(M,1T};)

thus, is amonotonic function of the distance of M to IT',.

At last, since we are only interested in the points near the plane, which have a disparity closeto
zero, we can limit the search along the epipolar line of the correspondent point s»" of any point 7: to
an interval around 7n,, which significantly reduces the computation time.

An example is given in Figures 14, 15, 16 and 17. Figure 14 shows as dark square boxes the
points used to define a plane and the image of afist taken by the left camera. Figure 15 showstheleft
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T

Figure 14: The paper used to define the plane and the left image of the fist taken as an example.

Figure 15: The left and right rectified images of the fist.

and right images oncerectified with respect to this plane. Figure 16 showsthe disparity map obtained
by correlation. Figure 17 shows the segmentation of the disparity map in two parts. On the left side,
pointswith negative disparities, that is pointsin front of the reference plane, are shown. Theintensity
encodes closenessto the camera. Similarly, the right side of the figure showsthe points with positive
disparities, that is the points which are beyond the reference plane.
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Figure 17: Theabsolutevalue of the negativedisparitieson theleft, showing that thefist and aportion
of thearm are between the robot and the plane of rectification, and the positive disparitieson theright,
corresponding to the points located beyond the plane.
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Figure 18: Determining a point at the middle of a corridor (see Section 7.2).

7.2 Navigating along the middle of a corridor

If we add to the computation of the fundamental matrix during the calibration stage, the computation
of the homography of the plane at infinity, using the method described in Section 3.4, the robot be-
comes able to computeratios of three aligned paints, thus, for example, the middle of a corridor and
do visual servoing.

Indeed, if we represent the projections of the sides S; and S» of the corridor by s; and s5 in
the first image and s} and s/, in the second image (see Figure 18) and choose any point a of s; and
any point b of s,, projections in the first image of a point A of S; and a point B of S5, then the
corresponding points ¢’ and b in the second image are computed as the intersections, respectively,
of the epipolar line e,, of a with s} and the epipolar line e; of b with s}. Having (a,a’) and (b,b’)
alowsto compute the projections (m, m') of the midpoint A of A and B. If we consider S; and S,
aslocally parallel, then M liesonthelocal middleline of the corridor and computing the projections
of another point of this line the sameway as M allows to have the projections of thislinein the two
images.

Figure 19 shows some real sequencesused to perform the affine calibration of a stereoscopic sys-
tem. Six strong correspondences between the four images have been extracted, from which fifteen
correspondencesof points at infinity have been computed to finally get the homography of the plane
at infinity. Figure 20 shows some midpoints obtained once the system calibrated: the endpoints are
represented as black squares and the midpoints as black crosses. Figure 21 shows the midline of a
corridor obtained from another affinely calibrated system: the endpointsare represented as numbered
oblique dark crosses, the midpoints as black crosses and the midline as ablack line.

7.3 Trajectory evaluation using relative elevation

A limitation of the conventional approach to stereo driving is that it relies on precise metric calibra-
tion with respect to an external calibration target in order to convert matchesto 3-D points. From a
practical standpoint, thisis a seriouslimitation in scenariosin which the sensing hardware cannot be
physically accessed, such asin the case of planetary exploration. In particular, thislimitation implies
that the vision system must remain perfectly calibrated over the course of an entire mission. Ne-
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Figure 19: Thetop images correspond to afirst pair of viewstaken by a stereoscopic system and the
bottom imagesto a second pair taken by exactly the same system after atranslation. Among the 297
detected corners of the top left image and the 276 of the top right image, 157 points correspondences
have been found by stereo points matching (see Section 3.1), among which 7 outliers have been re-
jected when computing the fundamental matrix (see Section 3.2). Thetop to bottom correspondences
matching has been obtained by tracking (see Section 3.1).
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Figure 20: Midpoints obtained after affine calibration (see Section 3.4).

Figure 21: Midline of acorridor obtained after affine calibration (see Section 3.4).
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vertheless, navigation should not require the precise knowledge of the 3-D position of pointsin the
scene: What isimportant is how much a point deviatesfrom the reference ground plane, not its exact
position. Based on these observations, we have developed an approach which relies on the measure
of relative height with respect to a ground plane (see Section 5.1).

7.3.1 Thedriving approach

Wegiveonly an overview of the approach since adetailed description of the driving systemis outside
the scope of thisbook. A detailed description of the stereo driving system can befound in [17]. The
autonomous navigation architecture is described in [19] and [13].

In autonomousdriving, the problem isto use the datain the stereo images for computing the best
steering command for the vehicle, and to update the steering command every time a new image is
taken. Our basic approach is to evaluate a set of possible steering directions based on the relative
heights computed at a set of points which project onto a regular grid in the image. Specificaly, a
given steering radius corresponds to an arc which can be projected into a curve in the image. This
curve traces the trgjectory that the vehicle would follow in the image if it used this steering radius.
Given the points of the measurement grid and the set of steering radii, we computeavotefor every arc
and every point of the grid which reflects how drivable the arcis. The computed value lies between
-1 (high obstacle) and +1 (no obstacle) (Figure 22).

For agiven steering radius, the votes from all the grid points are aggregated into a single vote by
taking the minimum of the votes computed from theindividual grid points. Theoutput is, therefore, a
distribution of votes between -1 and +1, -1 being inhibitory, for the set of possible steering arcs. This
distribution is then sent to an external module which combines the distribution of votes from stereo
with distributions from other modulesin order to generate the steering command corresponding to the
highest combined vote. Figure 23 shows examples of vote distributions computed in front of visible
obstacles.

Characterization of thereferenceground plane:  Thehomography of the reference ground plane
isestimated from anumber of point correspondencesrelated to scenepointsonthisplane. Thesepoint
correspondencesare obtained by selecting pointsin thefirstimage. Their corresponding pointsin the
second image are computed automatically through the process of rectification and correlation along
the epipolar lines, described in Section 4.

Measuring obstacle heights Let uswe consider one point of the grid in the first image, for which
acorresponding point in the second image has been found by the stereo process. Based on the results
of Section 5.1, we can compute its height with respect to the ground. The unit height is defined by
apoint of the scene, selected manually in one of the two images at the beginning of the experiment
and matched automatically in the other image.

This measurement is not sufficient, since we aim at measuring heights along trajectories which
are estimated in the ground plane. So, after determining the elevation of apoint selectedin oneimage,
we determine the point of the ground plane to which this elevation has to be assigned, by projecting
the measured 3D point on the (horizontal) ground plane, along the vertical direction. This means
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computing the intersection between the ground plane and the vertical line passing through the 3D
point. To apply the method of Section 3.3, we need to compute the images of the vertical the line
passing through the observed point. For this, we compute the images of the point at infinity in the
vertical direction (also called vertical vanishing point) in both images. First, we select manually four
points representing two vertical linesin the left image. Matching two of these points we obtain one
of the two corresponding lines in the right image. The left vertical vanishing point is obtained by
intersecting the two lines in the left image. Computing the intersection of its epipolar line with the
line in the right image, we obtain the right vertical vanishing point.

Computing imagestrajectories This approach assumesthat atransformation is availablefor pro-
jecting the steering arcs onto theimage plane. Such atransformation can be computed from features
in sequences of images using an approach related to the estimation algorithm described above for
computing the homography induced by the ground plane.

We first introduce a system of coordinates in the ground plane, attached to the rover, which we
call “rover coordinates’. At eachtime, weknow in rover coordinatesthe trgjectory which will befol-
lowed by the rover for each potential steering command. Further more, for a given motion/steering
command sent to the robot, we know from the mechanical design the expected change of rover coor-
dinates from the final position to the initial one. We can even estimate the actual motion using dead-
reckoning. Sincethe transformation is a change of coordinatesin the plane, it can be represented by
a3 x 3 matrix T" operating on homogeneous coordinates.

The transformation which we compute is the homography H*” which maps pixel coordinatesin
theleft image onto rover coordinates. Theinverse of this matrix then allows usto map potential rover
trgjectories onto the left image plane.

Computation of H®" is done by tracking points across the |eft images taken at various rover po-
sitions. Let us consider two images acquired at positions 1 and 2, with a known rover motion T,
Given a point correspondence (p1, p2) we have the following equation (up to a scale factor):

Hirpl — T'{ZHi7‘p2
where the only unknown is the matrix H*". This can be also written
Hp; x (T{,H"p2) =0

Thisyieldsasystem of two independent quadratic equationsin the coefficientsof H'". Given aset of
displacements and point coordinates, we can write alarge system of such equations, which we solve
in the least-squares sense using the L evenberg-Marquardt technique.

Using heightsto speed up stereo matching Therelative height is also used for limiting the search
in the stereo matching. More precisely, we define an interval [hmin, hmaz| Of heights which we an-
ticipate in atypical terrain. Thisinterval is converted at each pixel to adisparity range [d.nin, dmaz |-
Thisis an effective way of limiting the search by searching only for disparities that are physically
meaningful at each pixel.
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Figure 22: Evaluating steering at individual points; (top) Three points selected in a stereo pair and their pro-
jections; (bottom) Corresponding votesfor all steering directions.

7.3.2 Experimental results

Thisalgorithm hasbeen successfully used for arc evaluationininitial experimentsonthe CMU HMMWV [13],
aconverted truck for autonomousnavigation. In this case, a400 points grid was used. The combina-

tion of stereo computation and arc evaluation was done at an average of 0.5s on a Sparc-10 worksta-

tions. New steering directions were issued to the vehicle at that rate. This updaterate is comparable

to what can be achieved using alaser range finder [19].

An important aspect of the system is that we are able to navigate even though arelatively small
number of pointsis processed in the stereo images. Thisisin contrast with the more conventional
approach in which a dense elevation map is necessary, thus dramatically increasing the computation
time. Using such asmall number of pointsisjustified becauseit has been shown that the set of points
needed for driving is a small fraction of the entire data set independent of the sensor used [15], and
because we have designed our stereo matcher to compute matches at specific points.
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Figure 23: Evaluating steering directionsin the case of alarge obstacle (Ift) and asmall obstacle (right). (Top):
Regular grid of points (dots) and corresponding projections (squares); (Bottom): Distribution of votes (seetext).

INRIA



Applications of non-metric vision to some visually guided robotics tasks 51

8 Conclusion

In this chapter we have pushed alittle further the ideathat only the information necessary to solve a
given visual task needsto berecovered from theimagesand that this attitude paysoff by considerably
simplifying the complexity of the processing.

Our guiding light has been to exploit the natural mathematical idea of invariance under a group
of transformations. This hasled usto consider the three usual groups of transformations of the 3-D
space, the projective, affine and Euclidean groups which determine athree-layer stratification of that
space in which we found it convenient to think about and solve a number of vision problemsrelated
to robotics applications.

We believethat this path, eventhoughit may look abit arduousfor anon mathematically enclined
reader’s point of view, offers enough practical advantagesto make it worth investigating further. In
particular we are convinced that, apart from the robotics applicationsthat have been described in the
paper and for which we believe our ideas have been successful, the approach can be used in other
areas such as the representation and retrieval of images from digital libraries.
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