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Les domaines d’événements « context-free »
sont reconnaissables

Résumé : Nous considérons la classe des « domaines d’événements ». Il s’agit
des domaines de configurations de structures d’événements a conflit binaire
ou de facon équivalente des domaines de configurations d’automates trace.
Nous prouvons que tout domaine d’événements dont la réduction transitive de
I’ordre sur les éléments finis est un graphe « context-free » au sens de Miiller et
Schupp peut étre engendré par un automate trace fini. Nous montrons par ail-
leurs que I’ensemble des grammaires de graphes qui engendrent des domaines
d’événements est récursif. Globalement nous disposons d’une procédure effec-
tive décidant si une grammaire de graphes non étiquetés engendre un domaine
d’événements et qui construit dans 'affirmative un automate trace fini reco-
naissant ce domaine. [’avantage des automates trace vis a vis des grammaires
de graphes est de fournir une représentation plus concrete des domaines d’évé-
nements et donc a priori plus facilement utilisable en vue d’une vérification
automatisée de leurs propriétés.

Mots-clé : Domaines d’événements, automates trace , graphes context-free,
reconnaissabilité
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1 Introduction

This study arises from the junction of two related trends in concurrency theory,
namely the comparison of semantic models and the concern for expressivity.
The first trend, best represented in [NW93], aims at charting embeddings and
equivalences between categories of models of concurrency, thus comparing their
intrisic power of representation. For instance, we showed in [BD93] that sepa-
rated trace automata are equivalent with saturated trace nets and correspond
at the level of domains of configurations with event structures with binary
conflict. The resulting circuit between models preserves behaviours i.e. do-
mains of configurations, and it also preserves finiteness. Such behaviour pre-
serving correspondences between models help saving the effort of constructing
explicitly several interpretations for a given programming language while re-
maining free to choose the most convenient model for analysing such and such
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4 E. Badouel, Ph. Darondeau & J.-C. Raoult

semantic feature (e.g. nets for causality, automata for cycles and termination,
etc.). The second trend, appeared in [deS84] and [BBK87a] and amplified in
[Vaa92], aims at measuring the extension of one or several (fragments of) pro-
gramming languages interpreted in a given model. Possible scales of measure
are the polynomial and arithmetic hierarchies of sets or the Chomsky hierarchy
of languages, applied to the objects of the models viewed as sets or languages.
For example, it was shown in [deS84] that a combined use of unguarded recur-
sion and of operational rules in de Simones’s format yields enough power for
assigning a finite expression to any recursively enumerable transition system
considered up to strong bisimulation. We show in this paper that any event
domain which is generated from a context-free graph grammar can also be
generated from some finite trace automaton. In order to establish that result,
we construct an effective (partial) mapping of unlabelled graph grammars into
finite trace automata, preserving domains of configurations.

An event domain is the set of configurations of an event structure with
binary conflict, ordered by set inclusion, and it is in particular a coherent and
finitary Scott domain [Win80]. As such, an event domain is totally determi-
ned by the transitive reduction (i.e. Hasse diagram) of the order on its finite
elements. An event domain is said to be context-free when that diagram may
be generated from a context-free graph grammar or equivalently when finitely
many types of non isomorphic connected components are left after removing
all nodes at depth less that some arbitrary constant [MS85]. We will show
that the sub-family of unlabelled graph grammars generating event domains
forms a recursive set. The mapping of that recursive set into the set of finite
trace automata induces regular labellings on Hasse diagrams of context free
event domains, where vertices are mapped to a finite set of states and arcs are
mapped to a finite concurrent alphabet. The outcome is a more concrete and
tractable presentation of event domains, well suited to an automated verifica-
tion of their properties.

Let us add a few words about the background of this work. Context-free
graphs, which may in general present cycles, have been studied at depth. For
instance, they are known to coincide with the algebraic graphs of [Cou90] and
with the pattern graphs of [Cau92]. On the other hand, recursively defined and
effective domains have been thoroughly investigated [Smy77], but no attention
has been paid so far to families of domains with a regular structure, such

INRIA



Context-Free Event Domains are recognizable 5

as the context-free event domains. The present work is a limited attempt in
this direction. Context-free event domains are much more general than the so-
called context-free processes which are usually considered in the litterature on
bisimulation [BBK87b]; in our opinion, the associated event structures provide
a tractable alternative to the recursively defined event structures of [GL91].
The rest of the paper is organized as follows. Section 2 recalls the ba-
sic relationships between conflict event domains, event structures with binary
conflict, and trace automata. Section 3 introduces a general definition of re-
cognizable (but not necessarily context-free) event domains, and reports our
early work towards their order theoretic characterization. We focus on context-
free event domains in Section 4, which contains the main results. We give in an
appendix two alternative procedures deciding whether a graph grammar de-
fines a conflict event domain. The first procedure relies on Miiller and Schupp’s
theorem, which states the decidability of the monadic theory of context free
graphs [MS85]. The second procedure is more explicit and relies solely on the
computation of fixed points of monotone operators on finite lattices.

2 Trace Automata and Conflict Event Do-
mains

This section recalls the definitions of conflict event domains, event structures
with binary conflict and trace automata, and the basic theorems stating their
tight relationships. All the material of the section is borrowed from the littera-
ture, especially from [Win80], [Win88], [Sta89a] and [Sta89b]. A Scott domain
is an w-algebraic and consistently complete partial order, and it is finitary if
every finite element dominates finitely many elements.

In an ordered set (D, <), a subset X is compatible (notation: X 1) if
it has an upper bound, and two elements z and y are compatible (no-
tation: z | y) if {z,y} is compatible. A PO is consistently complete if
every consistent subset has a least upper bound (X is consistent, or fini-
tely compatible, if every finite subset of X is compatible). Consistently
complete PO’s coincide with bounded complete CPO’s (a PO is a CPO
if every directed subset X has a least upper bound and a CPO is boun-
ded complete if every compatible pair has a least upper bound). A PO is
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6 E. Badouel, Ph. Darondeau & J.-C. Raoult

algebraic if, for every element x, the set of finite elements smaller than z
is directed and z is its least upper bound (y is finite if, for every directed
X with least upper bound | X,y < /X =3z € X .y < z). A PO
is w-algebraic if it is algebraic and has countably many finite elements.

All the elements of a Scott domain are least upper bounds of sets of finite
elements. In the particular case of an event domain, a finite element may be
further decomposed into a set of indivisible grains of information, called events,
each of which is obtained by passing through a specific class of projective prime
intervals on some path leading to that element.

We reserve the notation [z, y] to the prime intervals, i.e. to the intervals
such that z <y (z is covered by y), meaning that < y and there is no
element between them (z < 2 <y = z = z or z = y). The projective or-
der C on prime intervals is the least order relation such that [z, y] C [z, ]
ifz =y A zandt =yV z The relation of projectivity, noted >—<, is the
equivalence on prime intervals generated by C. An equivalence class of
prime intervals is called an event. Intuitively, projective prime intervals
represent the same increment of information.

The finite elements of an event domain are mapped bijectively to the asso-
ciated sets of events, called configurations. This mapping may be extended by
continuity to arbitrary elements, resulting in an isomorphism between every
event domain and the associated set of configurations ordered by inclusion
(this isomorphism maps the least upper bound of a compatible set of elements
to the union of their associated configurations).

Let us analyze the axiomatic requirements for the above representation
in a finitary Scott domain, where we associate to every pair of finite
elements z and y such that z —<y a transition z = y labelled by the
projective class a of the prime interval [z,y]. In order that a finite
element z may be represented by the set of event F, occurring on an
arbitrary sequence of transitions from the infimum to z, the following
should hold:

Axiom JD: all the paths from the infimum to x have the same length
and they are labelled by the same set of events, each of which occurs
exactly once on each path.

In order that the function which maps y to F, should be injective, the
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Context-Free Event Domains are recognizable 7

transition system must be deterministic:

Axiom R: [z,y]><[z,¢] = y=1v

In order that E.y, = £, U E,, the following is finally required :
Axiom C: [z <y & z2—<z]&[ylz & y#z2]= [y=<(yVvz) &
z—<(yVvz)]

Now, the configuration F, associated with an arbitrary element z may
be defined as the union of configurations £, for finite approximations
y of x .

A characteristic feature of conflict event domains, not taken into account in
the above analysis of general event domains, is the following: in a conflict
event domain, the relation of compatibility between elements or configurations
is totally determined by a binary relation on events, called the conflict rela-
tion. Namely z and y are compatible (z 1 y) if and only if £, and E, do not
contain conflicting events. By adding a specific axiom (V) encoding this fea-
ture, and dropping axiom (JD) which then becomes redundant, one ends up
with Winskel’s definition of conflict event domains.

Definition 1 (Conflict Event Domains) A conflict event domain is a com-
plete w-algebraic partial order whose finite elements satisfy the following four
axrioms:

Axiom F: {y|y <z} is finite

Axiom C: z <y, z—<z,y#2z,ylz=>yVzexists & y—<(yVz), 2—<(yV2)

Axiom R: [z,y]><[z,¢] = y=1¢

Axiom Vi [z,2)5<[5,y'] & [2,2") <[y, 9"] & o' | 2" = o' | 4"

In fact, one can prove (see for instance [Cur86]) that any two paths between
two finite elements are equivalent by permutations, where the equivalence by
permutations is the congruence (w.r.t. left and right concatenations) generated
by the pairs z Sy L~ ly’ % 2. Moreover, one can also prove (see again
[Cur86]) that axioms (F) and (C) imply that the order is consistently complete,
thus a conflict event domain is a finitary Scott domain. Conflict event domains
may be given a purely set theoretic representation in the form of (conflict) event
structures defined as follows.

Definition 2 (Event Structures and their Configurations)

An event structure is a triple (E,#,F) where
1. E s a countable set of events;
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8 E. Badouel, Ph. Darondeau & J.-C. Raoult

2. # 1s a binary, symmetric and irreflexive relation on E, called the conflict
relation;
3. let Con be the family of finite and conflict-free subsets of £ then - is
a subset of Con x E, called the enabling relation, such that
(XFe and XCY €Con) = Yte

A configuration is a subset X C E which is
1. conflict free: e#e’ = (eg X or ¢ ¢ X) and,

2. secured: Ve € X Jeg... e, € X such that e, = e and {eg,...e;_1} F ¢; for
t=1,...,n.

Theorem 3 (G. Winskel)
i) The set of configurations D(E) of an event structure E, ordered by inclusion,
is a conflict event domain.
ii) Conversely, let D be a conflict event domain, then (Ep,#p,bFp) is an event
structure with the following definitions.
1. Ep is the set of events (i.e. classes of projective prime intervals) of the
event domain D,

2. a#pb if and only if there exist z, y, and z in D such that [z,y] € a,
[z,2] €b, and y } z,

3. let E_ be the representation function mapping elements of D to configu-
rations, i.e. E,={[y,¢]></ v <z}, then X bp a for a finite and conflict
free set of events X iff there exist some x and y in D such that E, C X
and [z,y] € a.

Moreover, E_ is an isomorphism from D onto D(Ep).

The above theorem yields an explicit connection between conflict event struc-
tures and conflict event domains. Let us now explain the relationship between
conflict event domains and trace automata. Given a conflict event domain D,
a labelled and acyclic transition system Tp may be derived from D by setting
z % yin Tp when [z,y] € a. Two events a and b are independent, written a||pb
when there exist z , y and z in D such that [z,y] € @, [2,2] €D, and y | 2.
It should be clear from the following definition that Tp becomes in this way a
trace automaton over the concurrent alphabet (Ep,||p).

INRIA



Context-Free Event Domains are recognizable 9

Definition 4 (Trace Automata) An automaton A = (A,Q,q,T) consists of
a countable set A of actions, a set Q of states with initial state qo € Q, and
a transition relation T C Q X A x Q. A trace automaton A = (A,|,Q,q,T) ts
an automaton whose alphabet comes equipped with a symmetric and irreflexive
relation || C A x A, called the independence relation, such that the following
conditions on transitions p = q € T' are satisfied:

determinism : (p2q N p2r)=>q=r

commutativity : (a|b A ¢>7 A ¢ LN s)=(3p r LN p A s5p)

Indeed, axiom R says exactly that Tp is deterministic, while axioms C' and V'
entail commutativity.

Notation 5 By an abuse of notation, we let Tp = (Tp,||p) denote the trace
automaton derived from the conflict event domain D.

Observe that a trace automaton may be infinite (like Tp if D is infinite) and
that it may present cycles (unlike Tp). Two trace automata which are finite
and cyclic, resp. infinite and acyclic, may nevertheless generate two isomorphic
domains of configurations as defined below.

Let us fix notations and terminology. In a deterministic transition sys-

tem T C Q X AX Q, 2 = is an abbreviation for 3y . 2 = y, and z.a de-

notes the unique y such that 2 = y when exists. For ¢ € Q and u € A*,

g = and q.u are defined inductively: ¢ = for every ¢, with ¢.c = ¢, and
a.u - a u .

q = iff ¢ = & q.a —, with ¢.(a.u) = (¢.a).u.

The language L(A) of an automaton A is the set of words {m € A*/ ¢y =}
labelling its paths from the initial state. The equivalence by permutations ~ is
the equivalence on £(.A) generated by those pairs (uabv, ubav) in L{A) x L(A)
such that a||b in A. Let < be the prefix order, and < = (< U ~)* be the pre-
fix preorder modulo permutations. The equivalence by permutations coincides
with the equivalence induced by the preorder (m ~ n iff m< n and ng m), thus
the following definition makes sense.

Definition 6 (Domain of Configurations of a Trace Automaton)
The set of finite configurations of a trace automaton A s L(A)] ~, and the
domain of configurations D(A) of A is the ideal completion of the ordered set

(L(A)/ ~ 5 S ] ~).

RR n~° 2588
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ba22
e =
ai az I a3 as az21
ba ba ba ba ba ba2 ba1s T
- - >
a“ az 1 a3 a4 a1 az11
ba|  bi ba|  by| b bing
o= by -
a1 az | a3 as b ar21
by b1 b1 b1 b1 12 b112¢
e
ai a2 as as a ai a1
D, D,

Figure 1: two recognizable event domains

Now D 2 D(Tp) for any conflict event domain D. The explicit connection bet-
ween conflict event domains and trace automata is stated by the following
theorem.

Theorem 7 (E.W. Stark) The domains of configurations of trace automata
are the conflict event domains.

Summing up theorems 3 and 7, we see that conflict event structures and trace
automata are just alternative “syntactic” forms for event domains.

3 Recognizable Event Domains

This section presents the early steps of a general study aiming at an order
theoretic characterization of the recognizable event domains defined as follows.

Definition 8 (Recognizable Event Domains) A conflict event domain is
recognizable if it s isomorphic to the domain of configurations of some finite
trace automaton.

Figure 1 shows two recognizable event domains D; = D(A;) and Dy 2 D(Ay),
where A; and A, are the two different trace automata with a single state ¢q

and two transitions ¢y — ¢o and g LA ¢o which are obtained by setting al|b in
Ay and @ fjb in A;. Given a (finite or infinite) trace automaton A, and given
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Context-Free Event Domains are recognizable 11

an event domain D inducing a trace automaton T as defined in section 2, the
domain D is indeed isomorphic to the domain of configurations of the trace
automaton A if and only if A is a folding of Tp according to the following
definition, adapted from [BD93].

Definition 9 (Folding morphisms for Trace Automata) A folding mor-
phism (n,0): Ay — Ay between trace automata is a pair of mappings n: Ay — Az,
o: Q1 — Qy between their respective sets of actions and states, satisfying condi-
tions 1 to 4 :

1. U((]o,l) = {qo,2,

. q > ¢ in Ty implies o(q) n(e) o(q') in Ty,

2
3. at every q € Q1, n restricts to a bijection between {a/q =} and {b/o(q) —b>},
4. for every a,b € Ay, if ¢ = and g Lo A for some q € Qq then al1b &

n(a)||2n(b).

Ay is said to be a folding of Ay (notation: Ay > Ay) if there exists some
folding morphism (n,0) from Ay to A;.

Theorem 10 (E. Badouel & Ph. Darondeau) Leti be the unfolding ope-
rator that maps a trace automaton A to the acyclic trace automaton UA=Tp 4
derived from the domain of configurations of A, then

1. UA > A, and

2.B>A=>UA=ZUB,

where = denotes isomorphism of trace automata.

Corollary 11 A conflict event domain D is recognizable if and only if the
derived trace automaton Tp admits a finite folding Tp > A.

This corollary entails the non-recognizability of the event domain D shown in
Fig. 2. As a matter of fact, any two events a; and a; such that ¢ # j are co-initial
at some state and independent in T, hence from condition (4) in Def. 9, n(a;)
| m(a;) and a fortiori n(a;) # n(a;) for any folding morphism (n,0): A — B,
whereby B must be infinite. It is worth noting that the domain D has exactly
five types of isomorphic types of residuals, where the residual D, is the upper
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12 E. Badouel, Ph. Darondeau & J.-C. Raoult

- OF ay
OF b
{a;} F a;4q
{b;i} F biyq
{b;} Fa;41
ai # bip

Figure 2: a non recognizable event domain

restriction of D determined by x. We can now state two necessary conditions of
recognizability for conflict event domains, inspired from the above, and propose
a conjecture. First, a recognizable event domain D must have a finite number
of types of isomorphic residuals, bounded by the number of states of any finite
trace automaton A such that D = D(A).

This follows clearly from Def. 6 and the property of left cancellation
(see [Sta89a]) stating that wv< ww if and only if v< w for the prefix
ordering in the trace monoid over the concurrent alphabet of A, which
coincides when restricted to £(.A) with the preorder < of Def.6 (see
again [Sta89al).

Second, a recognizable event domain D must have bounded cliques of events
for the relation j defined as follows: 7 is the least irreflexive and symmetric
relation on Ep such that ejjey if eq||pey or eg#pey or as in Fig.3 eq||pes and
es# pes for some event ez co-initial with e; and e, at two different states in
Tp). If D = D(A), and since condition (4) in Def. 9 entails n(e1)||n(es) and
n(es) fin(es) for 1 , €5 , and ez as above, the size of the 3-cliques must actually
be smaller than the size of the alphabet of A.

INRIA



Context-Free Event Domains are recognizable 13

€1 _ 1 - - _ - _ - __ __ €1

€9 N

€3

\62

Figure 3: an example where efes: e1||pes#pes

Conjecture 12 A conflict event domain is recognizable if and only if it has
simultaneously a finite number of non isomorphic residuals and bounded j-
cliques.

This conjecture would be solved easily if any set E equipped with an
irreflexive and symmetric relation § could be decomposed into a fi-
nite partition {£;|i < n} made of subsets F; independent of §, i.e. such
that F; x F; ng = 0. If so, one could decompose further each subset F;
into a finite partition {£;;|j < n;}, such that F; X Eyyn#p =0 or
E;; X Eyjn||p = 0 for every 4,7 and ¢, j'. Unfortunately, such decom-
positions do not exist for arbitrary relations § (see ex.5 p.345 in [Ber73].

A detailed example in support of the above conjecture is presented at the end
of the section. In the meantime, we restate the question of recognizability of
conflict event domains in terms of finitely labelled dags. A folding morphism
(n,0): B— A may always be split into a labelling morphism (n,1): B — C,
where C inherits the set of states of B and the concurrent alphabet of A and
has transitions ¢ n(e) ¢’ reflecting transitions ¢ = ¢’ in B, followed by a state re-
duction (1,0) : C — A. A labelling morphism (7,1) : B — C may be interpreted
as a relabelling of the trace automaton B according to the following definition.

RR n~° 2588



14 E. Badouel, Ph. Darondeau & J.-C. Raoult

Definition 13 (Relabelling of a Trace Automaton) A relabelling of a trace
automaton A is a mapping n from the alphabet of A onto a concurrent alpha-
bet (A,||) such that, for every pair of actions a and b labelling transitions from
some common state in A, a and b are independent in A if and only if their
images under n are independent in the new alphabet (n(a)||n(b)).

By splitting the folding morphism (5, o) : Tp(4) — A, one obtains in particular
a relabelling (n,1): Tp4) — A* and a state reduction (1,0): A* — A for A*
defined as follows.

Definition 14 (Labelled Unfolding of a Trace Automaton)

The labelled unfolding of a trace automaton A over the concurrent alpha-
bet (A,]|) is a trace automaton A* over the same alphabet, with set of states
L(A)] ~, initial state e, (the class of the empty word), and transitions u. = (ua)~
for u and ua in L(A) and a € A.

When A is finite, and unlike the automaton T4y which may in general be
constructed over an infinite alphabet, the acyclic automaton A* has always
finitely many labelled residuals, or directed subgraphs generated from an arbi-
trary element, up to isomorphism of labelled dags. Indeed, if we let A, denote
the modified version of A where ¢ is taken as the initial state, every labelled
residual of A* is isomorphic to A; for some state ¢ in A.

Observation 15 A conflict event domain D is recognizable if and only if an
acyclic trace automaton with finitely many non isomorphic labelled residuals
may be obtained by relabelling the trace automaton Tp on a finite concurrent
alphabet.

Indeed, if the trace automaton A is a relabelling of Tp with finitely
many labelled residuals A; (up to isomorphism) then D = D(A,) for
A, defined on the set of (classes of isomorphic) residuals by setting
g = ¢ in A, if and only if there exists z and z’ in D such that A, € ¢,
Ay € ¢ and z = 2’ in A.

The rest of the section is devoted to the announced example.

INRIA



Context-Free Event Domains are recognizable 15

AN

the frame the tile

Figure 4: we pave the quaterplane ...

Figure 5: ... by inserting, at each stage, fresh copies of the tile in each free

angle ...

Figure 4 shows a frame and a tile which may be used to pave that frame
according to the sequence of steps indicated in Fig. 5 (at each step,
fresh copies of the tile are inserted in each free angle). The tiling of the
quaterplane so obtained yields the Hasse diagram Hp of a conflict event
domain D, see Fig. 6. Domain D has exactly one type of (unlabelled) re-
siduals, and its § -cliques have size at most 8 (this bound is reached). As
suggested by conjecture 12, this conflict event domain is recognizable.
In view of observation 15, it suffices to relabel the trace automaton T
associated with D on a finite concurrent alphabet, so as to obtain an
acyclic trace automaton with finitely many types of isomorphic label-
led residuals. The alphabet of T is the set of events represented with
dashed lines in Fig. 6. This alphabet is reproduced in Fig. 7: each bro-
ken line represents a single event, and two intersecting lines represent
two independent events. This relabelling problem may be solved on the
concurrent alphabet ({1,...,10},[|), where the independence relation ||
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16 E. Badouel, Ph. Darondeau & J.-C. Raoult

Figure 6: ...and we obtain the Hasse diagram of a conflict event domain.

*******************************************************************

Figure 7: the events of the conflict event domain of Fig. 6

INRIA
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Figure 8: a concurrent alphabet

is the complement of the conflict relation # visualized by the two rings
in Fig. 8. More precisely, || is the complement of # minus the identity
relation. The events are labelled from left to right on Fig. 7, using at
each level one of the two rings taken in alternance. Numbers are chosen
in their order on the rings from the respective origins 1 and 6, but the
rotation is reversed every two levels. The resulting sequence of labels
for the events of Fig. 7 is the following.

1,5
6,10,9
1,2,3,4,5
6,7,8,9,10,6,7,8,9
1,5,4,3,2,1,5,4,3,2,1,5,4,3,2,1.,5

The reader may verify that the labelled version of Tp has indeed 20
types of isomorphic labelled residuals.

The relative intricacy of the solution to the relabelling problem for this
simple example is typical of the non context-free event domains, which may be
characterized (see appendix 6.1) by the presence of arbitrary long elementary
zig-zags for the covering relation on finite elements.

Definition 16 (Zig-zags) A zig-zag for a relation —C X x X is a sequence
(zi)icr of elements of X ,indexed by an interval I C IN, such that zq, — x2,_1
and xy, — T9,11 whenever the corresponding indices are in I. In particular, it is

a path [x;,%iy1,- .., 21k of the undirected graph G = (X, — ) where — =— U —~1.
A path is said to be elementary when it does not pass twice by the same vertex,
thus a zig-zag is elementary if all the elements z; are distinct.
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18 E. Badouel, Ph. Darondeau & J.-C. Raoult

We give in the next section a full solution to the relabelling problem for the
context-free event domains, where elementary zig-zags for <) are bounded.

4 Context-Free Event Domains

A context-free graph [MS85] is a rooted graph of finite degree such that, by
removing all vertices within some arbitrary distance from the root, one ob-
tains a bounded number of types of isomorphic connected components. This
characteristic property determines exactly the class of rooted graphs of finite
degree which may be generated from deterministic graph grammars [Cau92].
In this section, we focus our attention on context-free event domains, defined
as follows.

Notation 17 For any domain D, let Hp denote the Hasse diagram or tran-
sitive reduction of the order in D, restricted to the finite elements of D.

Definition 18 (Context-Free Event Domains) A conflict event domain

D is context-free if Hp is a context-free graph.

The purpose of this section is to provide a constructive proof for the following
theorem.

Theorem 19 Context-free event domains are recognizable.

Thus, we will construct from a graph grammar for Hp a finite trace automaton
A such that D(A) 2 D. The running example for the section is the context-free
event domain whose Hasse diagram (generated by a graph grammar with a
single replacement rule) is sketched in Fig. 9. That dag may be seen as a thick
binary tree whose branches are assembled from squares. Since zig-zags have
length at most 6, the picture is “full of gaps”.

4.1 Graph Grammars Generating Event Domains

In this subsection, we show that any monotone graph grammar which generates
the Hasse diagram of an event domain may be normalized to a monotone and
uniform graph grammar, yielding a natural encoding of vertices and edges
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Context-Free Event Domains are recognizable 19

Figure 9: a context-free event domain

by words. The projective order on prime intervals is then encoded by a finite
suffix-rewrite system on words. The various encodings are exploited in a second
subsection, where trace automata are derived from monotone and uniform
graph grammars.

Definition 20 (Graph Grammar) Let ¥ = {3,|n > 1} be an alphabet with
arities and 'V be a set of vertices. A hyperarc is any word in |J,~q Sn - V".
The hyperarc fzq ...z, is labelled by f, and it connects in that order the ver-
tices x1...x,. A hypergraph H on (%,V) is a graph [H] = (V,R) on V (hence
R CV xV) called the underlying graph of H, together with a set of hyperarcs
fx1...2, connecting vertices in V. A hyperarc replacement rule is a produc-
tion fzqy...x, — Hy where fzq...z, is a hyperarc, Hy is a finite hypergraph
on (X,V) and {z1,...,z,} are distinct vertices of Hy. A graph grammar on X
is a finile set of hyperarc replacement rules fxzy ...z, — Hy where f € ¥,,.

A graph grammar G is said to be deterministic if every symbol f € ¥, occurs
exactly once in the left member of a rule fzq ...z, — Hy. A deterministic graph
grammar G defines a vector of graphs {G%|f € ¥} obtained by infinite iterations
of the hyperarc replacement rules fz; ...z, — Hy from the respective hyperarcs
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20 E. Badouel, Ph. Darondeau & J.-C. Raoult

fz1...2,. Provided we add enough copies of rules, we may assume w.l.o.g.
that a non terminal symbol ¢ has at most one occurrence in the right hand
side of each rule fzy...2, — Hy, in which case we set g € suce(f). Under this
assumption, the graph G¢ = (V¢, R¥) may be described as follows. Let 7 denote
the set of Y-words fi...f, where Vi < n fiy1 € succ(f;). Let 75 (respectively
79) be the subset of words f1...f, in 7 such that f; = f (resp. f, = g), and
77 = Ty N 79. The set Ty, ordered by the prefix ordering, may be seen as a
deterministic tree, called the parse-tree of G%. Finally, let [H] = (Vy, Ry) be
the underlying graph of Hy. Then V¢ = {<u,2>= [ u € 7] Az € V,} where =
is the least equivalence on 7 x V such that <uhg,z;> = <uh,y;>for1 <i:<n
whenever gy; ...y, is a hyperarc of Hj, and gz, ...z, — H, is the replacement
rule for g; and (X,Y) € R if, and only if, <u,z>€ X and <u,y>€ Y for some
z,y and u € 77 such that (z,y) € R;. Extending the notation, we let G¥(M)
denote the graph generated from fyz; by the deterministic graph grammar
with set of rules {foz; — M} UG. According to [Cau92], context-free graphs
may be defined as follow.

Definition 21 (Context-Free Graph) A context-free graph is a rooted graph
of finite degree which is isomorphic to G¥(M) for some deterministic graph
grammar G and finite hypergraph M.

Definition 22 (Monotone Graph Grammar) A graph grammar G is mo-
notone if the following four conditions are satisfied by every hyperarc replace-
ment rule foy...z, — H:

1. the underlying graph of H is a directed acyclic graph (or dag),

2. the vertices x1,...,x, are the minimal elements of [H], called input ver-
tices of H,

3. the vertices that are connected by hyperarcs gy ...y, in H are maximal
elements of [H], called ouput vertices of H,

4. the input and ouput vertices of H are disjoint.

Proposition 23 An a-transitive and rooted dag of finite degree is context-free
if, and only if, it is 1somorphic to G4 for some deterministic and monotone
grammar G and for some unary symbol f.
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Proof: Let D be an a-transitive and rooted dag of finite degree. Assume D
is context-free. Thus, by removing all vertices within some arbitrary distance
from the root, one obtains finitely many types of isomorphic connected com-
ponents (according to Miiller and Schupp’s characterization of context-free
graphs). Let us fix a representing dag Dj, for each type h, and let z; ...z,
be an enumeration of the minimal vertices of D). We construct a deterministic
graph grammar G on (X,V), where X is the alphabet of types h with arities
a(h), and V is the union of subsets of vertices located at depth 0 or 1 in dags
Dy. For each h in X, we set a single replacement rule hzy ...z, — Hp, where
Hy, is a finite hypergraph of depth 1 or 0 (in which case a(h) =1 and H, is
reduced to the isolated vertex z1). The hypergraph Hj is derived from Dy, in
two stages. In a first stage, every ordered sequence of vertices y; ...y, left as
the minimal vertices of some connected component after removing z; ...z, is
equipped with a hyperarc gy, ...y,, where g is the type of that component. In
a second stage, all the vertices located at depth strictly greater than 1 are re-
moved. The resulting grammar G is deterministic and monotone, and D = G¥
where f is the isomorphism type of D (whence a(f) = 1 since D is rooted). =
It may be observed that the monotone graph grammar constructed in the proof
of the above proposition is also uniform according to the following definition,
adapted from [Cau92].

Definition 24 (Uniform Graph Grammar) A deterministic graph gram-
mar G over Y. is connected if all the graphs GY (f € X)) are connected. A
deterministic and connected graph grammar G is uniform if the following three
conditions are satisfied in every hypergraph Hy such that fzy...xz, — Hy in
G, except in the possible case where Hy reduces to a single vertex:

1. all vertices of hyperarcs are shared with arcs, whereas one vertex can
neither occur twice on a hyperarc nor be shared by two hyperares,

2. all vertices in the set {z1...x,} occur on arcs and they do not occur on
hyperares,

3. at least one of the vertices xy ...x, occurs on each arc.

Theorem 25 (D. Caucal) Any pair (T, M) made of a deterministic graph
grammar T and of a finite hypergraph M such that T“(M) ts a connected and
non empty graph of finite degree may be transformed into a uniform grammar
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G such that G¥(M) and T¥(M) are isomorphic. Moreover, G does not depend
on M.

Observation 26 If T is monotone then the uniform grammar G is also mo-
notone.

Theorem 27 Given a monotone and uniform graph grammar G over ¥ and
a unary hyperarc symbol fo € i, one can decide whether the context-free graph
G4 = G“(for1) coincides with the Hasse diagram of the order on finite elements
in some conflict free event domain.

Proof: see Appendix 6.2.

Suppose that an event domain D has been specified by a deterministic and
monotone graph grammar G, generating the Hasse diagram of D from the
axiom foz1 (i.e. Hp = G}’O). In view of Theo. 25 and the above observation,
one can always transform G into a uniform graph grammar. The benefit of the
transformation is to yield a syntactic presentation of Hp, described hereafter.
From now on, we assume that G = {fz1...2,, = Hy}sex is both monotone and
uniform , and we carry on assuming that every g € ¥ occurs at most once on
the right hand side of each rule. Thus, unless Hy reduces to a single vertex, its
underlying graph [Hy] is the Hasse diagram of a partial order of depth 1 with
a(f) minimal elements, and whose set of maximal elements is partitioned by
hyperarcs. Each replacement rule fz;...z,s) — H; may now be encoded by
a corresponding graph Gy = (Vy, Ay), isomorphic to [H¢]. The set of vertices
Vi =15 U Oy is divided into the input vertices Iy = {(f,1),...,(f,a(f))} and
the output vertices Os={(fg,i)|g € succ(f) and 1 < i< a(g)}. The set of arcs
Ay CIf x Oy is the set of pairs ((f,7),(fg,7)) such that there is an arc from
z; to the 7 vertex of hyperarc g in H;. Thus, in particular, Vy = {(f,1)} and
Ay = 0 if the replacement rule for f is fz; — z;. Figure 11 displays the graphs
which encode the rules of the grammar shown in Fig. 10.

Proposition 28 [fthe grammar G is monotone and uniform then G¥ = | {G,|
v € Ts}, where G, = u-Gy=(u-V,,u- Ay) for every v = ug € Ty with u-(w,i) =
(uw,?) and u-((w,i),(w',i")) = ((vw,?), (ww’,7)), and the union of graphs is
defined componentwise, i.e. U;cr(Vi, Ai) = (Uier Vis Uier 4s).
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(1)
f1) —» ) ?
g

Figure 10: a uniform graph grammar generating the context-free event domain

of Fig. 9
(8:2) (gh,3)
(fa]-) (fg,2) ( 1)
& L (gh.2)
(fgal)
(gh,l)
(h,3) (hk,1) (k,3) (kh,1)
(h,2) (hk,2) (k,2) (kh,2)
(hk,3) (kh,3)
(h’l)F (hh,3) (1) (kk,3)
(hh,2) (kk,2)
(hh,1) (kk,1)

Figure 11: graphs G5 coding the production rules f — Hy of Fig. 10
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The above proposition suggests simple notations for the vertices and arcs
of Hp (= GY%)). Let us adopt for G¥ = (Vf, A%) the variant definition G% =
U{Gu|v € 75}, Then the vertices in V¢ are mapped bijectively to pairs (u,1)
such that w € 7{ and 1 <i < a(g), and if we fix for each f € ¥ an enumeration
of the arcs in Hy (as in Fig. 10), the arcs in A% are mapped bijectively to
words ui such that w € 7 and 1 <4 < n(g), where n(g) is the number of arcs
in A, (see Fig. 12). Before we tackle the encoding of the projective order on
prime intervals in Hp, let us introduce a few definitions used in the second
subsection.

Definition 29 (Sections) Forv =u.g € 7y, let u: G — G% be the graph em-
bedding u-(Vy', A7) = (u- V', u- AY); then G¢>v = u - Gy is the residual of G¥
by v. The set p(u) = {(u,1),...,(u,n)} of minimal vertices of GY>u s called
the section (of G4 ) determined by u € Ty - thus, the set of sections of G defines
a partition of V¢

In section 2, events have been defined as equivalence classes of projective prime
intervals in Scott domains, and they have been equipped with two disjoint
binary relations, called independence and conflict. Let us extend these various
definitions from event domains D to context-free graphs G¥ , in such a way
that the new definitions agree with the earlier ones for G% = Hp.

Definition 30 (Projective Order and Events in Context Free Dags)
Let G = (V, <) be the transitive reduction of an acyclic graph. A prime in-
terval [z,y] is a pair of vertices such that v —<y. A prime interval [z,y] is co-
vered by a prime interval [2',y'] (notation [z,y]|—<[z',y]) if <z’ and y—<y',
which gives rise to a diamond O(z,2',y,y"). The projective order C on prime
intervals is the reflexive and transitive closure of <. An event is an equiva-
lence class of prime intervals for the equivalence generated by T (thus, two
prime intervals are equivalent if and only if they are connected by a zig-zag
in the projective order). Let \/(z,y,2) when v —<y, v —<z but there is no ¢ such
that O(z,y, z,t), then two events e; and ey are in conflict (notation ei#tes) if
V(z,y,z) for some [z,y] € e1 and [z, 2] € ez, and they are independent (notation
erlle2) if O(z,y,2,t) for some t such that [z,y] € e1 and [z,2] € e3.
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o(fghk) o(fghkk)

f1 fgl fghl fghk8
7 7 7
e(f)
fghk?
f2 fg2 fgh2
fg3 fgh3 fghké
©(fg) fgh4
fg4 (0
& R P fghk?
fgh7
Sehh1 fghk1
otioh
feh8 fghh2
. (fghkh)
: ¢(fghhk)
¢(fghh)
fghhs
¢(fghhh)

Figure 12: sections in the domain of Fig. 9 induced by the graph grammar of
Fig. 10
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For instance, in Fig. 12, the prime intervals fg1 C fgh3 C fghk2 are linearly
ordered and belong to the same event. Now, with our encoding of prime inter-
vals, the projective order may be represented by a finite suffix rewrite system
constructed from the graph grammar. In order to see that, observe that whe-
never O(z,2',y,y') in GY, = belongs to a section ¢(ug) such that, for some
h € succe(yg), [z,y] = ugi, [z, 2'] = ugj, [y, 9] = ughy’, and [2’,y'] = ughi’ for some
i,7€{1,...,n(g)} and ¢, € {1,...,n(h)} ( see Fig. 77), whence the following.

Observation 31 wi—<w'i' if and only if w=u-g, w' = u-gh and gi <ght'.

Observation 32 ufi C vgj if and only if v=u-w and fi = wgj, where = is
the derivation relation in the suffix rewrite system with rules gi — ghi' such that
g,h € ¥ and gi—~ghi' in G¥ (or in its approximation al depth 2, see Fig. 13).

Notation 33 For uw € 7f and 1 <i< n(g), let u(i) denote the event of G%
which contains the prime interval ui.

For instance, in Fig. 12, fg(1) = fgh(3) = fghk(2). Thus each word u € T{ de-
notes a corresponding mapping from dom(u)= {1,...,n(g)} to the set of events
of G¥; let I'm(u) denote the image of this mapping.

4.2 Extracting a Trace Automaton from a Graph Gram-
mar

In this subsection we exploit the syntactic presentation of the context-free

domain D induced by the uniform and monotone grammar G in order to derive

a finite trace automaton A whose domain of configuration is isomorphic to D.

In a first step, we cut down Hp = G% to a representative subgraph of finite
size, delimited by repeated sections.

Definition 34 (Repeated Sections) Two distinct X-words u,v € T, induce
repeated sections (notation: u < v) if the following conditions hold :

1. u s a prefir of v:iu < v,
2. uw and v end with the same symbol: w=u'-f and v ="2"- f,

3. Vij € {L.on(} uli) = u(j) & v(i) = v(§), and u(i)|pu(i) & o()llpe(s).
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f) —— f1 — fg3 £2 = fg2
gl — gh3 g2 — gh2
g3 — ghT7 g4 — ght

(3) (3) hl — hk6 h2 — hk7
2)<{h —>(2)_° h3 — hk2 h4 — hk3
(1) o h5 — hh3 h6 — hh2

/ hT —s hhT h8& — hh6
(3) (3) k1 — kh6 k2 — khT
)< k — (2) 2 k3 — kh2 k4 — kh3
(1) . g k5 — kk3 k6 — kk2

/v kT — kkT k8 — kk6

Figure 13: a uniform graph gammar G and the suffix rewrite system generating
the projective order in GY
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Let 7a be the initial subtree of the parse tree 75, which remains after removing
all nodes w € ¥* such that « < v < w for some pair of repeated sections v < v
in Hp. We say that two words u, v € 7y, have the same type when the last two
conditions of Def. 34 are met. By Koenig’s lemma, 75 has no infinite branch
since there are only finitely many types. A uniform procedure constructing
7a from G and fp stems immediately from the next lemma, established in
appendix 6.2.

Lemma 35 Given u € Ty, and i,j € dom(u), one may decide from G and fy
whether u(i) = u(j), and whether u(i)||pu(j), where D = G% .

Let Fr(7a) denote the frontier of 7a, i.e. the set of maximal words of 7a,
and let 79 = 7a\Fr(75) denote the interior of 7Ta. Let {B1,...,6,} be an
enumeration of Fr(7,), and for 1 <i < n let a; be the unique word in 7@ such
that a; < B;. Clearly, the frontier of 7 is a cut of 7y, (i.e. a maximal subset
of pairwise incomparable elements). Moreover, since ; and §; have the same
ending symbol, the following holds by definition of 7y, :

VweY a-weT &0, weT

Thus we can reduce any word u € 7, by the prefix rewriting system A = {g; LA ol
;< fB;}: this rewriting system is deterministic (because the words 3; are incom-
parable) and noetherian (because the length of a; is strictly less than the length
of 3;), hence any word u € 73, reduces to a unique normal form v’ = v mod A
and clearly u' € 7%.

We can now clarify the role of the last condition stated for u and v in the
definition of repeated sections. First of all, this condition entails that composite
relations ™! - v and v™! - u (where u and v denote functions on events according
to notation 33) are functional relations on Ep, inducing reciprocal bijections

¥y Im(u) — I'm(v) and % : I'm(v) — I'm(u) such that:
Vi 1< <n(f) 2u(i)) = (i) 1)

More importantly, the mapping ¢¥ is a partial isomorphism of the graph
(Ep,||p), with domain I'm(u) and range I'm(v).

Definition 36 (Partial Isomorphism) A partial isomorphism of a relatio-
nal structure G is an isomorphism 1 : D — R between two substructures of G
called respectively the domain and the range of 1.
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We recall that H is a substructure of G if H has the structure induced by G
or equivalently if G is a conservative extension of H (R(z1,...,2,) € G and
Vi-z; € H entail R(z1,...,2,) € H).

Thus, the repeated sections a; < 3; (1 < ¢ < n) determine a family {¢,...,¢,}
of partial isomorphisms ¢; = % of the concurrent alphabet (Ea,|/a), where
EA is the set of events occurring in the representative part of Hp, i.e. Ep =
U{Im(u)/ u € Ta}, and ||a is the restriction of ||p to Ea. The following result,
which is the crux of our construction, was first established by Hrushovski in
[Hru92].

Theorem 37 (E. Hrushovski) A finite graph (Ea,||a) equipped with a finite
family of partial isomorphisms {¢n,...,¥,} can always be extended conserva-
tively into a finite graph (E,||) equipped with automorphisms {¥q,...,¥,} ez-
tending the former ones.

Hrushovski constructs in fact automorphisms ¥; which do not depend on rela-
tion ||a but only on the partial isomorphisms. His construction was extended
to relational structures in [Her94]. A simpler proof of Hrushovski’s theorem is
due to Lascar, who constructs in [Las94] a graph (E,||) in which F does not
depend upon the partial isomorphisms #; but only on the graph (E,||).

The above theorem indicates that one can always extend (Ea,||a) into
a finite alphabet (FE,||) large enough to permit constructing from D a trace
automaton with underlying graph Hp, by labelling the prime intervals of D
according to a recursive procedure defined by the automorphisms ¥; and the
reduction rules g; % o in A, Moreover, the possibly infinite trace automaton
obtained in this way may always be folded to a finite and equivalent trace
automaton.

Definition 38 (Labels of Prime Intervals) Let ¥,,..., ¥, be automorph-
isms of (E,||) constructed according to Theo. 37 from (Ea,||a) and the partial
isomorphisms v; induced by the repeated sections a; < 8; (1<i<n) of Hp.
Then each prime interval u - j of domain D is given alabel Ia(u-j) € E, defined
as follows:

1. Ia(u-j)=u(j) € Ea tfue Ty,

2 Ia(u-j§) = Ui(la(v- 7)) if u = v (in A).
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We proceed below to a series of verifications, necessary for proving that the
labelled version of Hp is a trace automaton.

Observation 39 The label of a prime interval u - j such that u € Ta is given
by Ia(u-j) = u(j).

Actually, this identity holds by definition of o for w € 7%; and for u = 3; we
have Ia(u-j) = Ia(Bi - §) = ¥;(Ia(a; - j)) [because B; = ;] = ¥;(ai(4)) [because
a; € TR] = B;(j) [because ¥; is the extension of ¥; = ¢5i] = u(j). ]

Lemma 40 Two prime intervals which belong to the same event have the same

label.

Proof: We show u-i—<v-j = Ia(u-i)=1a(v-j) by induction on the length of
the normalisation process for u -4 (in the prefix rewrite system A).

1. Base case: u € 73
Then v € 7p and by the above observation la(u - i) = u(i) = v(j) [because

u-i—<v-j] = Ia(v-j).

2. General Case: u ¢ 7%
Then v % ' where u = Brwf and v’ = apwf. Since u-i—<v-j,v=[Frwfg
for some ¢ such that f-7 — fg-j in the suffix rewrite system which en-
codes the projective order (see Obs. 39). Thus v Eo = aguwfyg (using
prefix rewriting) and «'-i—<v’-j (using suffix rewriting). By the induc-
tive assumption, Ia(u'-i) = Ia(v'-j), hence Ia(u-7) = Vi(la(u' - 1)) =
(1A ) = La(v- ).

Definition 41 Let na : Ep — E be the labelling function on events induced
from mapping Ia.

Lemma 42 Two independent events are always labelled by independent letters
in the concurrent alphabet (E,||).
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Proof: Let eq,e3 € Ep such that eq||pe; then e = ug(?) and ey = ug(j) for some
diamond based on ugi and ugj (see Fig. ??). We show na(e1)||na(e2) by induc-
tion on the length of the normalisation process for u - g.

1. Base case: ug € 7%

na(er) = la(ug - 1) = ug(i)||laug(s) = la(ug - 7) = nalez) and nalen)l|nalesz)
because (Ea,||a) is a restriction of (E,|]).

2. General Case: ug ¢ 7}
Then ug 4 u'g where ug = Bjwg and there exists a diamond based on
u'gi and u'gj. By the inductive hypothesis, Ia(ajwg - 0)||la(aqwyg - j), hence
naler) = la(ug-i) = Vi(la(ewg-9)) || Ci(la(awg-j)) = la(ug-j) =
na(ez) because ¥, is an automorphism of (£, ||).

Lemma 43 Two conflicting events are never labelled by independent letters
in the concurrent alphabet (E,||).

Proof: Let ey,e; € Ep such that e;#pey then \(z,y,2) in Hp for some z,y, 2
such that [z,y] = ugi, [z,2] = ugj, e1 = ug(i) and e; = ug(j) and the proof pro-
ceeds along the same line as the one for Lem. 42. ]

Lemmas 42 and 43 tell us that, by labelling the prime intervals of Hp = G%
according to the function /a, one does obtain a (possibly infinite) trace auto-
maton over the finite alphabet (£,||). The construction of this labelling relies
chiefly on Hrushovski’s theorem. Nevertheless, we have not yet completely ex-
ploited the finite group of automorphisms of (F,||) generated by ¥y ... ¥,.
Let Q denote that finite group. We now intend to construct from @ and the
representative part of Hp a finite trace automaton A (over (E,||)) that unfolds
to the labelled version of Hp.

We define A = (E,||,Q,q,T) with set of states @, initial state ¢, and set
of transitions 7" as follows. Let @ = Q x Va where VAo = {(u,7) € V¢'/ u € T3},
and let ¢o =<V¥,,(fo,1)> where ¥, is the identity on E. More generally, for
m € {1,...n}*, let ¥,, be inductively defined by ¥;.,, = ¥; 0¥,,. Then T C QX

E x @Q is the set of transitions oa(u, ) na (k) oa(v,j)such that v € 73, and uk :
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(u,i) < (v,j) in Hp, where op : V¢ — @ is the mapping inductively defined
by :

<V, (u,j)> if weT}R
<VUroW,, (v,7)> if uw X W and oa(u',j)= <V, (v,7)>.

UA(uvj) = {

We state below a second series of lemmas, necessary for proving that .4 unfolds
to HD.

Lemma 44 Let (u,i) € VE and uk : (u,1)—<(v,j) in Hp. If oa(u,1) = <V, , (v, 1) >
then na(u(k)) = Uy (u/()).

Proof: The proot proceeds by induction on the length of the normalisation
process for u.

1. Base Case : u € 78
Then oa(u,7) =<V, (u,i)> and na(u(k)) = u(k) = ¥ (u(k)).

2. General case : u ¢ 7%
Then u - u” and if we let oa(u’, 1) =<V, (u,7)>, we obtain from the
definition oa(u,t) =<¥; 0 ¥, (v, 1) >. Now, na(u(k)) = ¥i(na(u’(k)) =
[by inductive assumption] ¥ (¥, (v'(k)) = i (u'(k)).

Lemma 45 For any vertez (u,t) in V¢, let Bz = {na(w(k))/Fv3j - uk : (u,7)
—< (’U,])} [f UA(ul,il) = UA(UQ,iQ) then E(Ulyil): E(u27i2).

Proof: Let oa(uy,t1) = <V, (u),i1)> and oa(ug,iz) = <V,,,, (u),iz)>. Then

w1 and ug have the same normal form ) = u}, = «/, and their respective nor-
. . m1 ’ mo ’ . .

malisation processes u; — u' and wuy — u' are equivalent in the sense that

Uy = Vs By Lem. 44, E(u1,i1): E(U%Zé). [ |

Corollary 46 E,; = {e € E|oa(u,i) =}, thus the transition relation T de-
pends only upon the pairs (u,i) in Va, and therefore, the definition of A is
constructive.
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Lemma 47 Let uk : (u,i)—<(v,5) in Hp. Ifu = ' for some word m € {1,...,n}*
then v =% v' for some v’ such that 'k : (u',1)—<(v',j) in Hp.

Proof: If m = ¢, there is nothing to prove. If m =1 -m’, then u 4 ul(ﬁ, u') and
we have u = fiwf and g = aqwf. Since (u, i) <(v,J), v = fiw fg for some g such
that fi — fgj. Let v = aywfg, then v L v and (u1,1)—<(v1,7). By induction,

we can find v’ such that (u',7)—<(v',5) and v; ™ v’ hence v = ', |

Proposition 48 A= (E,|,Q,q,T) is a finite trace automaton ; and the pair
of mappings (oa,na): Hp — A is a folding morphism, where Hp is viewed as
an unfolded trace automaton.

Proof: We verity first that the pair (oa,na) satisfies the conditions required
from folding morphisms.

1. the initial states are in correspondence: oa(fo,1) =<¥,(fo,1)>= qo, by
definition of ¢q.

2. uk :(u,t)—~<(v,j)in Hp implies oa(u, 1) na(u(F)) oa(v,7) by definition of 7.

3. For every (u,i) € V{, {e € Eloa(u,i) =} = [by Lem. 45] {na(u(k)) | Jo3j-
uk : (u,i)—<(v,7)} = [by Lem. 44] {9, (v (k))| FvIj- uk: (u,i)—<(v,7)}
where u = u' € TQ. Since Hp satisfies axiom (R), which tells that two
co-initial prime intervals do not belong to the same event, and since
uw and ' have the same type, u(k) # u(k’) and u'(k) # «'(F') for k # K.
Now, ¥,, is a bijection, and therefore, na restricts to a bijection between
{e € E|loa(u,i) >} and {e € Ep|Ik- e = u(k) A FvIj- uk : (u,1) —<(v,5)}.

4. every pair of events ey, e; € Ep which are co-initial at some vertex in Hp
(i.e. such that 3(u,i), (v1,41), (v2,52) € V with [(u,),(v1,51)] € e; and
[(u,7),(v2,72)] € e2) are either independent of in conflict hence e;||pey if
and only if na(e1)||na(ez) by Lem. 42 and Lem. 43.

[t remains to prove that A is indeed a trace automaton.
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1. A is deterministic.

Let oa(ur,ir) Y oa (o1, 71) and oa(us, iz) ™28 54 (v, 52) be two

transitions of A, stemming from prime intervals wiky : (u1,i1)—<(v1, 1)
and uzksg @ (uz,iz)—<(v2,72) in Hp, and assume oa(uy,i1) = oa(usg,iz) and
na(ui(k1)) = na(ua(k2)). Then iy = iz= [let] 7, u; and uy have the same
normal form u} = u,= [let] 4’ and their normalisation processes u; = u’
and uy; 2 «' are equivalent in the sense that ¥,,, = ¥, = [let] ¥. By
Lem. 47, one can find v} such that 'k : (u/,i)—<(v],51) and v; =% of,
and similarly, one can find v, such that u'ky : (u', i) —<(vh, j2) and vy 2 wb.
By definition, oa(v1,71) = <%, (v}, j1)>, and oa(vs,j2) = <V, (v}, 72)>.
Now, by Lem. 44, na(u1(k1)) = ¥(u'(k1)) and na(uz(k2)) = ¥(u'(k2)) thus
u'(k1) = w'(k2) because ¥ is a bijection. By axiom (R), (v{, j1)=(v}, j2).
Therefore oa(v1,71) =oa(v2,j2).

. A satisfies the commutativity condition.

By Lem. 45 and its corollary, it is sufficient to consider the case of two
independent events eq||e; enabled in state ¢ = oa(u,i) stemming from
prime intervals wuiky : (u,7)—<(v1,71) and ugks : (u,i)—<(ve,j2) (Whence e;
= na(ui(k1)) and ez = na(ua(k2))). Since na(ui(k1))||na(uz(kz)), ui(k1)llo
uz(k2) by Lem. 43, and therefore there must exist a vertex (v, j) € V¢ and
two prime intervals vk} : (v1,51)—~<(v,7) and vok} : (v2,72) —<(v,7) such
that ui(k1) = vo(ky) and uy(ky) = vi(k}). Hence oa(v1,51) 2 oa(v,7) and
oa(v2,72) = oa(v,j) are two transitions in T

This completes the proof for Theo. 19.

5

Conclusion

We have shown in this paper that every context-free event domain is reco-
gnizable, i.e. coincides with the domain of configurations of some finite trace
automaton. This representation result has been established by a constructive
proof, which extracts a finite trace automaton from any graph grammar defi-

ning the Hasse diagram of a conflict event domain. The correspondence bet-
ween “context-free” event structures (i.e. event structures generating context-
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free event domains) and finite trace automata may hopefully serve to establish
a tight relationship between logics of concurrency in the spirit of [MT92] or
[Pen88|, and Biichi’s monadic second order logic S1S [Biic60]. A related ques-
tion is to decide whether an event structure presented by rational sets and
relations is context-free. Let us stress now some limitations of our work. The
finite trace automata which generate context-free event domains form clearly
a recursively enumerable and strict subset of the finite trace automata, but we
do not know presently whether this set is recursive. For this reason, our repre-
sentation result fails to establish a full correspondence between well identified
classes of models. In another respect, we have failed to characterize the class of
event domains which are recognized by finite trace automata. We have set the
conjecture that such domains are recognizable if and only if they have finitely
many non isomorphic residuals and bounded cliques for relation §. A first step
before proving or disproving this conjecture is to examine the particular case
of the (possibly not context-free) distributive event domains, which are known
to coincide with the domains of configurations of prime event structures. In
a wider prospect, the present work suggests the study of recognizable graphs
(or at least acyclic graphs) defined in terms of finitely presented groups of
automorphisms.

6 Appendices

6.1 A Characterization of Context-free Event Domains

The purpose of this appendix it to give a characterization of context-free event
domains. We recall (see Def. 16) that an elementary zig-zag for the covering
relation —« between elements of Hp is any sequence (z;);e; of distinct ele-
ments, indexed by an interval I C IV of integers, and such that z,, <z, and
T9, —<To,41 Whenever the corresponding indices are in [.

Proposition 49 A recognizable event domain D is context-free if and only

if Hp has bounded elementary zig-zags for the covering relation between its
elements.
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Boundedness of elementary zig-zags in the Hasse diagram is clearly a necessary
condition. To prove that it is also a sufficient condition we proceed by a series
of lemmas.

Lemma 50 If two finite elements x and y of an event domain D are connected
by a zig-zag of the form x <z <~'y then they are also connected by a path
(20,21, .., 291] where x = 20, Yk € {0,...,1 =1} 2 <"1zp41 <2pq0 and zy = y.

Proof : Let u=ey,...,e; and v =¢],..., ¢/ be two sequences of events label-
ling respective paths from L (the minimal element) to z and from L to y in
Tp, with [z,2] € e, and [y,y] € e}. Since u and v define the same configura-
tion in D(Tp), they are equivalent by permutations of independent events. Let
U= Wy~ Wy...~ Wy_1~ W, =v bea proof for u ~ v, where w;, w;11 differ by
exactly one permutation and w; € £(Tp) for all ¢. Set w; = wiel with €} € Ep,
thus e}, = e and €], = €}. Denote [ the maximal number for which f(7) is defi-
ned by f(0) = 0 and f(i + 1) = inf{j/ €’ # (i)} Then Wiy ™~ Wiip1)-1 by right
cancellation in the commutative monoid. Then for all ¢ < I, w;‘(i-}-l)—le/f( )™ w}(

i i+1)
by permutation of e’f(i) and elf(i-}—l) and there must exist w7, such that w}(

i+1)—1
= wgf(i)e’f i+1) and w}(i_H) = wgﬁ(i)e’f(i). Then we obtain the desired path by set-

: Wi W) : .
ting L =7 23, and L = 23,41 in Tp (for i < 1). [

Lemma 51 Let x and y be two distinct elements of Hp belonging to the same

section S. Then they are connected by a zig-zag [0, 21, . . ., 29n] 1.€. @ = 2o, Yk €
{0,...,n— 1} zp—<zp4 <_12'k-|—2 and zy, = y.

Proof : By definition of a section, there exists a pathz = 29 — 21 — 25... — 2,
= y where — = (—< U —<71) and z; lies in the connected component of Hp

based on S. If z; € § for some 0 < i < m, then the above path may be split
into two strictly shorter paths and the conclusion follows by induction on their
length. If z; ¢ S for all 0 < i < m, then 21y — 25 ... — x,,_1 is a path of strictly
smaller amplitude (defined as the maximal variation of the distance from the
root) in the connected component based on the section which contains z;
and z,,_1, and therefore one may assume by induction on the amplitude of
paths the existence of a zig-zag [yo,¥1, ..., y2p] Where 21 = yo, Yk € {0,...,p -1}

Yk —<Ukt1 —< 'Ykt2 and y2, = z,,—1. Now the conclusion follows by Lem. 50,
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applied to each yz; <y2it1 —<"y2it2. |

We may assume without loss of generality that the elements z; are all distinct,
ie.

Corollary 52 Let v and y be two distinct elements of Hp belonging to the
same section S. Then they are connected by an elementary zig-zag [zo, 21, - - -, 225]
i.e. x =29, Vk € {0,....,n =1} 2 —<2p41—< ‘2ky2 and zy, = y.

Lemma 53 Let A be a finite trace automaton such that all elementary zig-zags
20—<21—< Y2Zy... —<Zop_1-—< 129, in Hpa have bounded length n < N, then the
size of the sections of Hp(ay is bounded by K = (p(q — 1))N+L where p is the
out-degree of A and q 1is the size of the alphabet of A.

Proof: For a given x , the number of y ’s distinct from = and such that
z—<z-<"'y is bounded by p(q — 1). Thus K is an upper bound to the number
of elementary zig-zags z9—<z1 —<"1z3... from a fixed origin z5. The conclusion
follows by Cor. 52. [

Lemma 54 Let A be a finite trace automaton such that Hp sy has bounded
sections, then Hp(yuy is a conlext-free graph.

Proof: Let D = D(A). For any element & of an event domain D, we let D,
denote the restriction of D to the elements greater than x . Similarly, for any
section S of D, we let Dg denote the connected component of Hp based on S,
i.e. the restriction of D to the set |J,cg Ds. Let S ={zq,...,2;} be a section of
D then the ordered set Dg is determined up to isomorphism by the coproduct
[Ti<i<i Dz, together with the equivalence relation on the set of elements of
depth 1 of [T1<i<k Dz, consisting of the pairs (i,y) = (j,y) for y € Dy, N Dy,

Actually, we first notice that Dg is the amalgamated sum of the D, defi-
ned as follows. We consider the equivalence on the coproduct [[; ;< Dy,
consisting of the pairs (i,y) = (j,y) for y € Dy, N D,,. The prefix rela-
tion associated with this equivalence is given by (i,y)(<U =)*(4,v')
with arbitrary ¢ and 7 and y < ¢’ in D. Therefore = is the equivalence
induced by this preorder and Ds = (([I1<;<x Dz,)/ =, (S U =)*/ =).
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Now since D is an event domain (¢,y) = (j,y) if and only if z; T z; (i.e.
Dy, N Dy #0) and z; V z; <y moreover z; < (z; V z;)—<"'a;. Hence
the equivalence relation = is fully characterized by its restriction to the
elements of depth 1.

Therefore if the size of sections is bounded by K, and if we let n and m
be the respective number of states and out-degree of A, the number of non
isomorphic components of Hp, is bounded by (n + 1)K (mK)=
number of equivalence relations on the set {1,...,1}. ]

where [= is the

6.2 Deciding whether a Graph Grammar Generates a
Conflict Event Domain

This appendix is devoted to the proof of the following theorem.

Theorem 55 Given a monotone and uniform graph grammar G and a unary
hyperarc symbol fo, one can decide whether the generated context-free graph
G4 1s the transitive reduction of the order on finite elements in some conflict
event domain.

We state in section 6.2.1 a characterization of those graphs that are isomorphic
to transitive reductions of conflict event domains. We show in section 6.2.2
that this sub-class of graphs is finitely axiomatized by monadic second order
formulas within the class of context-free graphs. Theo. 55 then follows from a
theorem of Miller and Schupp, stating the decidability of the monadic theory
of every context-free graph. We give in section 6.2.3 a more direct proof of
Theo. 55, that relies solely on the computation of fixed points of monotone
operators on finite lattices and leads therefore to practical algorithms with
lower complexity.

6.2.1 Transitive Reductions of Conflict Event Domains

We recall that an event domain is a finitary Scott domain in which the finite
elements satisfy the three axioms (C, R, and V). In fact, any Scott domain
(i.e. w-algebraic and bounded complete CPO) is completely determined by its
restriction to finite elements. In the sequel, the set of finite elements of a Scott
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domain equipped with the induced order is called the compact core of that
domain.

Proposition 56 A partial order is the compact core of a Scott domain if and
only if it is countable, has a least element and is bounded complete.

For the sake of completeness we sketch the proof of this proposition. The reader
will easily fill in the gaps but may also consult [Plo83] for more details.

Let F;,(D) denote the compact core of an w-algebraic CPO D. The
completion by ideals of an ordered set X, denoted I(X), is the set of
ideals of X ordered by inclusion. An ideal of X is a non-empty subset
I C X which is directed (Vz,y € [ 3z €1 .z < z>y) and downward
closed Ve e IVye X y<z = yel).

Lemma 57 Let F be a countable partial order with a least element, then
D = I(F) is an w-algebraic CPO whose compact core is isomorphic to F'.
The isomorphism F = F;,(D) maps any element x € F to the principal
ideal |z ={y € D/y < z}. Conversely, let D be an w-algebraic CPO,
then F = F;,(D) is a countable partial order with a least element and
its completion by ideals is isomorphic to D. The isomorphism D = I(F)
maps any element x € D to the ideal{y € F;,(D)/y < z} and maps any
tdeal to its least upper bound in D.

Proof: The completion by ideals of an ordered set F'is a pre-CPO (i.e.
an ordered set in which any non-empty directed subset has a least upper
bound) because the union of any non-empty directed family of ideals
is an ideal (hence it is the least upper bound of that family). For the
same reason, any principal ideal | z = {y € D/y < z} is finite. If F" has
a least element 1, then its completion by ideals is a CPO whose least
element is the principal ideal generated by L, let | L ={L1}. If F is
moreover countable, then any ideal I of F admits a co-final increasing
w-chain, i.e. there exists a sequence (&,)ne, such that Vn. z, < 2,44
and I =J,¢, | rn, whence any finite element in I(F') is a principal
ideal. Thus D = I(F') is w-algebraic. The second part of the lemma is
easily verified. |

Prop. 56 follows from Lem. 57 and the following observation.
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Observation 58 An w-algebraic CPO is bounded complete if and only
if its compact core is bounded complete.

Corollary 59 A directed graph (X, <) with a countable set of vertices X 1is

the transitive reduction of the compact core of a confict event domain if and

*

only if the reflexive and transitive closure <= —<* of the incidence relation

(i)  is an order i.e. the graph is acyclic
(ii)  with a least element i.e. the graph is rooted
(iii) which is finitary i.e. Yz |z ={y/y<a} is finite

and the folowing three axioms are satisfied:

Axiom C: (z <y, z—<z,y# 2,y 2)=> (yVzexists, y<(yV 2), 2—<(y V 2))
Axiom R: [z,y]><[z, ¥ = y =y
Axiom V: [z,2']><[y,y] & [z,2"]><[y,y"] & 2" 12" = ¢/ T y"

Corollary 60 Let G be a monotone and uniform graph grammar and let fq
be a unary hyperarc symbol, then the graph G% is isomorphic to the transitive
reduction of the compact core of a conflict event domain if and only if it satisfies

axioms the three axioms (C), (R) and (V).

6.2.2 Monadic Second Order Logic and Conflict Event Domains

All the conditions stated in Cor. 59 with the exception of condition (iii) may be
expressed by monadic second order formulas over a signature { <} with a single
predicate symbol of arity two. The formulas in MSOL( —<) are constructed from
a countable set of variables z, y, z... for individuals and from a countable
set of variables X, Y, Z... for sets of individuals (i.e. monadic predicates)
by combining atomic formulas z € X and z <y with the boolean connectives
and the first order and second order quantifiers. A model for MSOL( <) is a
structure G = (V, <) where — is a binary relation over the universe V', hence
G is a directed graph. The relation of validation G | ¢ between models and
formulas follows the usual definition of validation for second order formulas,
i.e. variables z,y, z... are assigned to vertices, variables X,Y, Z ... are assigned
to sets of vertices, and the predicate symbol — is interpreted by the incidence
relation of the graph. The monadic theory of a graph G = (V, <) is the set of
formulas of MSOL( <) which are satisfied in that model.
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Theorem 61 (Muller and Schupp) The monadic theory of a context-free
graph is decidable.

This theorem means that given any recursive presentation of a context-free
graph G, for instance a grammar (G, M) such that G = G¥(M), and a formula
¢ EMSOL( <), one can decide whether G |= ¢. Therefore a proof for Theo. 55
can be derived from the following proposition.

Proposition 62 The sub-class of the context-free graphs which are isomorphic
to transitive reductions of compact cores of conflict event domains has a finite
aziomatization in MSOL( <).

The rest of this subsection is dedicated to the proof of Prop. 62. The acy-
clic context-free graphs satisfy naturally the condition (%ii) stated in Cor. 59.
It only remains to find the formulas in MSOL( <) which express the other
conditions. Observe that the reflexive and transitive closure of a binary rela-
tion which may be defined in MSOL( <) is also definable in MSOL( —<):

Ry = VX[(VzaVu(ze XANzRu=uve X))ANzeX]|=ye X

Therefore the relation <= —<* is definable in MSOL( <), as well as the follo-
wing relations :

[, y] <[z, u] <y & z<u & v—<z & y—<u

[z, yl><"[z, u]

z <y = <y & x#y

T <y = <y & (e<z<y=(z=2 or z=y))

x Ty = dzax<z & y<z

r=yVz = y<az & z<z & Vu (ySu & z<u)=a <y
rT=yAz = <y &<z & Vu (u<y & u<z)=u<Lz]

[z, y] <[z,u] or [z,u] <[z, y]

Unfortunately, the relation of projectivity < = (><!)* has no straightfor-
ward definition in MSOL( <) : since <" is a relation between pairs of indi-
viduals, quantifiers over binary predicate variables X',Y, Z ... are introduced
when expressing [z, y|><[z, u] as

VX[(Vo, Vo Vy Yy (21 Xy A [21, 1] <z, ¥2] = 22X12)) A 2Xy] = 2Xu
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Nevertheless, each bounded relation ><<" = Uk<n ><* may be defined in

MSOL( <), leading to a countable axiomatization of the conditions imposed
by axioms R and V on conflict event domains:

Axiom R,: [z,y]><S"[z,¢] = y=1
Axiom V,, . [$,$']>—<Sn[y7?/] & [wax"]>—<5m[3/a3/"] La'la" =y 1y"

Now, the order on prime intervals < = —<* is definable in MSOL( <), since it
may be characterized as:

[,y < [z,u]l & (e<y & z<u & s=yANz & u=yVz)

The above axioms R,, and V,, ,, may therefore be replaced by the following:

Axiom R): [z,y] (cu2)*[z,y] = y=1¢
Axiom V, ¢ [z,2'] (<u>)"y,y] & [2,2"] (cu>)"[y, " & 2" 12" = ¢ 1 ¢"

At this point, Theo. 55 would follow by direct application of Theo. 61 from a
positive answer to the following question:

Question 63 Given a uniform graph grammar generating an acyclic graph
G = (V, <), can we find an integer N such that >< =(<u>)N ¢

Unfortunately, Figure. 14 displays a context-free event domain where unboun-
ded zig-zags must be followed for connecting pairs of projective prime intervals,
showing that such an N cannot exist in general.

The three lemmas which are established below show that the conditions impo-
sed by axioms (R) and (V) on conflict event domains may however be expressed
by a finite set of MSOL( —<) formulas.

Lemma 64 There exists a formula finite (X) of MSOL( <) which is satisfied
in a model G=(V, <) giwven by an acyclic graph of finite degree if and only if
X s a finite subset of V.

Proof: The following formulas express respectively that the set X admits an
infinite chain, and that the set X is downward closed :

Infinite-Path(X) = Jz(zeX)AVz(zeX)=> Ty - yeX A z—<y]
Downward-Closed(X) = VaVy [zt<y AN yeX]=ze X
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@ l_ Clo,bo

{bi} - bi-|—1 s Ai41

a; Fc

ai#bi—l—l

Figure 14: a context-free event domain with unbounded optimal zig-zags bet-
ween prime intervals
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In view of Koenig’s lemma, the following formula fulfils the requirement of the
lemma.

finite(X) = JY X CY A Downward-Closed(Y) A —(Infinite-Path(Y"))

|
Restricting ourselves to models of MSOL( <) given by rooted and directed
acyclic graphs of finite degree, let us introduce the MSOL( <) formula X <Y
defined by:
X <Y = finite(X) A finite(Y)
AN VeeX FlyeY z—<y)A (VyeY FereX v—y)
AN (VX'CX T eX Jee X\ X' JyeY IyeY
[377 y] >_<1[:C/7 y/])

then the predicate Proj(z,y,2’,y’) defined by:

Proj(z,y,2,y') = 3IXI¥Y X <Y
A reX ANeX ANyeYANyeY
Ne—<y AN a' <y

entails when it is satisfied that the prime intervals [z, y] and [z, y'] are projective
([z,y] >< [2',¥']). The following lemma establishes a weakening of the converse
implication.

Lemma 65 Let G be a rooted directed acyclic graph of finite degree. If G
satisfies the following condition:

Strong-R = VXVY X <Y
Vo Vy V' Vy'
(re€X A yeY A [z,y]><'[2,y])
L[ g X =V eY - not(a' <y
Ay €Y =Va" € X - not(z"—<y')]

then the formula Proj(z,y,z',y") holds in G if and only if [x,y] < [2/,¥].

Proof: Assume [z,y] >< [2',¥] and consider a chain of projective prime inter-
vals [2,y] = [20,%0] ><' [21,91] ... ><' [2n,ys] = [2/,¥]. Then by condition
Strong-R., all the sets X; = {zg,...,2;} and Y; = {yo,...,y;} for 0 < i < n are
such that X; < Y;. The formula Proj(z,y,2’,y') is then satisfied with X = X,
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andY =Y,. [ |

Therefore if G satisfies condition Strong-R, the relation of projectivity between
prime intervals may be expressed by a monadic second order formula ; and in
that case axioms (R) and (V) may also be expressed by MSOL( <) formulas.
Note by the way that if Strong-R holds in G then necessarily axiom (R) is
satisfied by G. The only thing which remains to be proved is that this condition
Strong-R is not too demanding, namely:

Lemma 66 The compact core of a conflict event domain satisfies condition
Strong-R.

Proof: X <Y implies that X and Y are finite sets of configurations such that Y
= {zU{e} |z € X} where e is an event that does not occur in any configuration
of X: Vz € X e ¢ x. Thus, symmetrically, we also have X = {y\{e}| vy €Y}
and the event e occurs is every configuration of Y. Now suppose that z, y, 2/,
and y' are configurations such that z € X, y €Y, and [z,y] ><" [2/,%]. Thus
y' = 2’ U{e}. Let us assume Jy”" € Y - 2’ <y”, then necessarily y”’ = 2’ U {e}
because e € a' (since ' =y’ \ {e}) and e € y” (since y” € Y). Then 2’ € X since
it is a configuration of the form ' = y”\ {e} with y” € Y, (then also y' €Y
since y' = 2’ U{e} = y"). Symmetrically, 32" € X - 2" <y’ impliesy' € Y. 1

This achieve the proof of Prop. 62 and thus of Theo. 55.

6.2.3 An alternative decision for Axioms (C), (R), and (V)

We give in this section a direct proof of Theo. 55, that does not rely on mo-
nadic second order logic and leads to efficient algorithms for the decision of
axioms (C), (R), and (V). Assume given a uniform and monotone graph gram-
mar G. Thus, if fo is a unary hyperarc symbol, the associated graph G% is the
transitive reduction of a finitary order with least element. Remind that wu(?),
for w € 77 and 1 < i < n(g), denotes the event in G% which the prime interval
u -1 belongs to. Remind also that the projective order on prime intervals is
the equivalence generated by the suffix rewriting system with finite set of rules
{g-i—gh-j/ g-i—<gh-jin G¥}. This can be rephrased as follows.
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Table 1: the rules for projectivity in Sy

g-i—gh-j weT/ Wl ><fv-]
u1>_<fuh] ?J‘j>—<f’u‘i
uEqu 1<i<n(g) U l><fv-j v-je><gw-k

Lemma 67 Two prime intervals u-i and v -j in G% belong to the same event
u(t)=v(j) if and only if the relation u-i >< v - j is provable from the inference
rules given in Table 1.

Definition 68 (Relations of Local Independence and Local Conflict)

Given a uniform and monotone graph grammar G, and a pair of prime inter-
vals g -i = [z,y] and g -j = [z,2] in G, let g-i||® g - j if there exisls a diamond
O(a,y,2,1) in GY, otherwise let g -1 #° g - 5.

Since it suffices to check the graph G¢ up to depth 2 in order to determine
whether g-i||°¢g-jor g-i#°g-j, the relations of local independence (||°) and
local conflict (#°) can be easily computed from the graph grammar G. Fig. 15
shows for instance the relations of local independence and conflict for the
uniform and monotone graph grammar which has been taken as a running
example in section 4.

Proposition 69 Let u-i and v-j be prime intervals in GY, then:

u(t) = o(4),  resp. u(i)|v(s),  resp. u(i)Fo(])
if and only if the relation

Ul ><fU-], resp. u-t||fv- g, resp. u-t#Hpv-g

s provable from the instances of the relations of local independence and conflict
(taken as axioms) and the inference rules given in Tables 1 and 2.
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w— F1)°f-2

g-11°g-2

g-3[°g-4
(3) 3)—r h.1||0h.2 h-34#°h-5
2) {h —»(2)_° k h-3|°h-4 h-3#h-6
(1) W h-5|h-6  h-4#°h-5
/ TP RS A ARG
(3) @)= k-1]0k-2 k-3#°k-5
2)< k —» (2)° h k-3°k-4 E-3#°k-6
(1) 1 k-5|°k-6 k-44#%k-5
/v ET|0k-8  ko4#0k-6

Figure 15: a uniform and monotone graph grammar and the associated rela-
tions of local independence and conflict
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Table 2: the rules for independence and conflict in Sy

rules for independence rules for conflict
g-il’g-j weT 9-i#°g-j weT]
w-ti><fv-j  v-jllfw-k U t><fv-j  v-jHFrw-k
w-ilfw-k u-tH#pw-k
w-illfv-j vejs><sw-k u-tH#fv-j  v-j><gw-k
w-ilfw-k u-tH#pw-k

The above proposition states that the deductive system Sy defined by Tables
1 and 2 is sound and complete for the relations of projectivity, independence
and conflict in G%. However Sy gives rise to an infinite theory and cannot be
used to decide on u(i) = v(j), u(i)||v(j) or w(i)#v(j). In order to remedy this
drawback, let us consider as a possible alternative to Sy the finite deductive
system S formed of all instances of the relations of local independence and
conflict, taken as axioms, plus the inference rules given in Table. 3.

Proposition 70 Let u-i and v-j be prime intervals in G, then :

@)= 1), resp SOISG),  resp. S(O)# ()
if and only if the relation

fris<f-g, resp. foillf -4, vesp. foi# [
s provable in S.
Proof:

“if” part: clear, since theset {f-i| f € ¥ A i < n(f)}, equipped with relations
>< = Ujes ><1, Il = Uses lf, and # = Uses #7, is a model of S.

“only if” part: Assume f(7) || f(j). By Prop. 69, f-i||s f-j has a proof in
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Table 3: the rules of S

Basic rules

1<i<nlf) [l f-d fi#0 -]
Jris>—<f-i [l g VRKE DRy

Propagation rules

g-t—gh-j g-i'—=gh-j5 h-js><h-j

g-i>—<g-i/

g-i—gh-j g-i'—=gh-j h-jlh-j
g-illg-7

g-t—gh-j g-i'—=gh-j5 h-jHh-j
g-i#g-i

Saturation rules

Jris<[f3 [-i><[-k

fi><f-k
[ris<fj [ llfk [ris<[j  fi#fk
Joillf -k frid Sk
Joillfd i< [k [ri#fg  fis< [k
Joillf -k frid Sk
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S¢. We show by induction on the length of this proof that f-i|| f-j has a
proof in S. The cases for # and > < are similar.

1. Base case: f-i||s f-j because f-i|° f-j.
Then f-i|| f-jis proved in S by the application of a basic rule.

2. General Case: f-i||s f-j because there exist two sequences of prime
intervals (u - ix)i<k<n and (vg - jr)i<k<m such that w; = v = f, iy =1,
1=y Uy = vy = w-g and g-i, [|° g+ jm, where wuy - ig <upyy - iggy1 or
Ukt1 * Lkl —< Uk * Tk for1 <k < n,and vy, - U —< Vkt1 * k41 OT Vkg1 * U1 — Vg + 0
for 1 <k < m. Since ugy is formed either by adding one letter to u; or
by removing its last letter, the sequence (uy - ix)1<r<, may be split to p
subsequences (ug - ig)n,<k<ny, |(With n =np4q —1] such that w, = f for
all I <p and ur = fh;-wg with h; € suece(f) for n; < k < niy1. The se-
quence (vy - jr)i<k<m may be split in a similar way to ¢ subsequences
(Vk * Jk)mi<k<myy, [With m = mgyy —1]. Two cases can occur.

(a) p=g¢=1
Then for 1 < k < n, uy is of the form fh-w; and for 1 < k < m, vy
is of the form fA'-wj). Since u,, = v,, = w-g, h =h'. Let us sim-
plify all words on the left by f in the sequences (uy - ix)a<r<, and
(Vk - jr)2<k<m, then we obtain an Sj-proof for h iy || A - ja, strictly
shorter than the Sg-proof for f-i || f-j. By the induction hypothe-

sis, h-ig || h - ja is provable in S, whence f-i || f-j can be derived
by one application of the propagation rule for independence in S.

(b) p+q>2

The following hold by induction hypothesis: for every I < p, the
subsequence (uy, - ik )n,<k<n,, May be mapped to an S-proof for
Upy 'inz >—< Upyy,y

“in,, for every [ < ¢, the subsequence (v - jr)m;<k<m;,, may be
mapped to an S-proof for vy, - jm, >< Vm,, - Jmiy,, and the remai-
ning subsequences (ug - ix)n,<k<ny; aNd (U - Jk)my<k<mgy, May be
mapped jointly to an S-proof for w,, - iy, || vm, - jm,. The relation
f-i|| f-j may be derived therefrom by repeated applications of
the saturation rule for independence in S.
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Table 4: the rules for projectivity in S7

g-i><g-J uEqu lu| = n

g-i— gh-j uEqu lu| < n u-i><%v-j

uEng lul <n 1< i<n(g) u-i><tuv-j vej><tw-k

Observe that the set of S-provable instances of relations f-i >< f-j, f-i| f ],
f-it# f-j (where f€X and 4,5 € [1,n(f)]) is the least fixpoint of a mono-
tone operator on a finite lattice. These relations can therefore be decided.
Nevertheless we have not yet reached our goal: we need to decide on relations
w-i><gv-j,u-t||fv-j,and u-i#5v-j5 for arbitrary words u,v € 75. For
that purpose, we construct for each n € IN a finite deductive system S% for-
med of all instances of the relations of local independence and conflict, taken
as axioms, plus the inference rules given in Tables 3, 4 and 5. A proof in
S% proceeds like a proof in Sy as long as words u € 7 of length less than n
are concerned, but relies on the rules of § as soon as relations u-i ><% u-j,
w-ilfu-j,or u-if}u-j must be proved for words u € 7y of length n. Be-
ware of the fact that w(:) = u(j) (vesp. w(d)||u(s), resp. u(i)#u(j)) does not
entail g-i >< g-j (resp. g-i|| g -7, resp. g-i # g - j) for such words u of length
n. Nevertheless the following holds.

Proposition 71 For every pair of prime intervals u-i, v-j in GY and for
every integer n € IN such that n > max(|ul,|v]) :
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Table 5: the rules for independence and conflict in S%

rules for independence

rules for conflict

g-illg-j weTy |u=n

g-i#g-j uweT! Ju=n

il u-g

g illg-g w€Ty |u<m

g-i#tg-j uwe€T! Ju<n

u-i><tv-g v-j#?w-k

u-t|fv-j  v-j><tw-k

u(t) =o(4),  resp. u(@)|v(z),  resp. u(i)Fv(])
if and only tf the relation
Ut >< g, resp. w-i || v 7, resp. u-i v
is provable in S%.
Proof: We prove u(i) = v(j) iff u-i ><’% v-j. The other cases are similar.

“if” part: By Prop. 69 and 70, g-i ><g-j iff g¢(i)=g(j) iffg-i><,9-7.
Now an Sy-proof for g-i <, g-j induces for every u € 77 an Sy-proof for
w-i><gu-j. The set {u-i|ue ’qu A1 < n(g)}, equipped with the relation
><% = ><y, is therefore a model of S%.

“only if” part: An Sy-proof for u -7 ><5 v-j determines a sequence of prime
intervals (uy, - ig)1<k<n such that w-i=wuy iy, v j = uy, - 0, and wp (i) < wpg1(ik41)
or uy1(iks1) —<uk(ix) for 1 < k < n. Hence ug4q is formed either by adding one
letter to wu; or by removing its last letter. This sequence may be split to p
maximal subsequences o; = (ug - ix)n<kany,, [With n =mn,y1 — 1] satisfying ei-
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ther (*): (ni <k <mgpr = |ug| <n) or (**): (i <k <mngpr = |ug| >n). If o
satisfies (**) then necessarily u,, = w;- g1 = un,,,, and w; - g; occurs as a prefix
in every word u such that n; < k < nj4q, let up = wi.gi.wj,. For each I < p, the
k-indexed sequence (g; - w}, - i) where n; < k < nyyq) and w,, = €= w;m,u sup-
ports an Sy,-proof for g; - in, ><y; g1+ in,,,. By Prop. 69 and 70, g/(in,) = 91(in,,,)
“lpyy, Ay
be constructed therefrom by one application of the rules for projectivity in S7.

and g; - in, ><g1 " ipy,,- An S;}—proof of the relation u,, - i, <} Uny,

The S%-proof for u-i <% v -j follows by substituting this $7-proof for every
sub-proof supported by a subsequence o; in the given Sy-proof for u - i < v - j.
|

Again, observe that the set of S7-provable instances of relations u -7 ><% v-j,
u-il}v-j,and u-i#%v-j is the least fixpoint of a monotone operator on a
finite lattice. These relations can therefore be decided.

Corollary 72 The relations of projectivity, independence and conflict are de-
cidable. More precisely, given a pair of prime intervals u-i and v-j in G%, one

can decide whether u(i) = v(j), whether u(?) ||v(5), and whether u(i) #v(j).

Definition 73 (Types of Sections) The type 7(v) of the section of G de-
termined by the word v=wu-g (€ 7;) is given by the symbol g (€ X) and the
following three relations on {1,...,n(g)}:

i><,J if and only iof (i) = v(j)

iflv g if and only if — v(i)|[v()

i#,j  ifandonlyif  o(i)de())

Lemma 74 Let 7(u) = 7(v) then for every word w € ¥*, u-w € Ty tf and only
if v-w € Ty, and in that case T(u-w) = 7(v-w).

Proof: Since u and v end with the same hyperarc symbol, u-w € 75 if and
only if v-w € 7;. In order to prove 7(u-w) = 7(v-w), it remains to esta-
blish ><uuw = ><ww, [luw = |low, and #uw = F#ow. We prove >« = ><pu
(the other statements may be proved in a similar way). Assume 7 >—<,, j and
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|w| > 1 (for w = € there is nothing to prove). An S¢-proof for vw i ><f vw-j
determines a sequence ¢ = (uy -iy)i<k<n such that vw.-i = uy -4y, vw-j =
Up + i, and ug (i) < wpy1 (ikp1) O Upp1 (Tpg1) <ur(ig) for 1 <k < n. Thus ugqq is
obtained either by adding one letter to u; or by removing its last letter. This
sequence o may be split to p maximal subsequences o7 = (ug - i) <k<ny, [with
n = npt1 — 1] such that u,, = v for 1 <1 < p with either (*): (n; < k < ny1 =
v & ug or (**): (ng <k < mp1 = v<ug). A subsequence o satisfying (*) sup-
ports an S¢-proof for v - iy, <5 v - iy, . Since 7(u) = 7(v), there must therefore
exist in that case a corresponding proof for w - i,, ><j -4y, , supported by a
sequence of. In the case of a subsequence o; satisfying (**), let o] = o7 [u/v] be
the sequence formed by substituting prefix « for prefix v in every word of o;.
The resulting the sequence ¢’ = of...0!

2
uw - 5. Hence ><,, € ><yw, and ><,, € ><4, by symmetry. |

supports an Sy-proof for ww-i >«

Corollary 75 The set of types of sections of G%, which is necessarily finite,
can be computed uniformly in G and f.

Proposition 76 GY satisfies the azioms (R) and (V') of conflict event domains
if and only if the relations of projectivity, independence, and conflict computed
for each type of sections are paiwise disjoint.

Proof: Since g-i||°¢g-j or g-i#°%¢g-j for every pair of co-initial prime in-
tervals ug-i and wug-j, the axiom (R) is equivalent to the statement that
>—<u N (|Jlu U#y) = 0 for every word u € 75. Now ||, N #, # @ contradicts axiom
(V). It remains to prove that every contradiction with (V') entails ||, N #., # 0
for some w. So assume ug - i ><¢ vh-jand ug - i’ >< vh-j' for some hyperarc
symbols g,h € ¥ such that g-¢||° g -4 and k-5 #° h-j'. Let w be the greatest
common prefix of words ug and vh. Every Sy-proof for ug-i ><¢ vh - j may be
split to a pair of Sy-proofs for ug-i <5 w-k and w-k ><¢ vh-j for some k.
Under the above assumptions, there exists therefore a pair of integers k and &’
which is in ||, N #.. ]

Corollary 77 One can decide on whether G4 salisfies avioms (R) and (V).
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It remains to show that one can decide on whether G¥ satisfies axiom (C).
Remind that the vertices of GY% are pairs (ug,i) such that ug € 7y,, g € %,
and 7 <a(g). Also remind that —« denotes the incidence relation, whence
(u,i)—<(v,7) represents an arc, and that | denotes the compatibility relation,

whence (u,) 1 (v,j) if f Hw, k) (u,i)<* (w, k) A (v,j) <" (w, k).

Lemma 78 Letv = ug € Ty,, then (v,i) 1 (v,7) in G4 if and only if the relation
(9,7) 1t (g,7) may be proved in the deductive system with the following set of
rules (where f,h € X):

1<i<a()) (f,i)<Uhg) (L) —<(hg")  (hg) (B, 5")
(fs) T (fs0) (f0) 0 (f.1)
Proof: Two vertices (uf,i) and (ug, j) such that f # ¢ are necessarily incompa-
tible in G4 |

Observe that relation {} can be computed unformly in G as the least fixpoint
of a monotone operator on a finite lattice. In view of the above lemma, the
relations (f,7) 1+ (f,7) and the relations (f,7)—<(fg,7) extracted from the pro-
ductions of grammar G are a sufficient data for deciding whether G4 satisfies
axiom (C) (if exists a decision procedure). We state below two conditions
which must hold if G4 satisfies axiom (C) and which may be checked by direct
inspection of these finite data.

Condition 79 The following inferences are valid:

(f,)—<(fg,5) (f,i)—<(fg,5") (9,9)0(g,5") J#7J
A (h,k)e XX IN (g,7)=<(gh,k) (g,5)—~<(gh,k)

Condition 80 The following inferences are valid:

(Lo (fhid)  i#d
3y - [350 - (L)=<Ug,5) A ([,)=<(Fg,5") N (9,5) 1 (9,5)]

Proposition 81 One can decide whether G satisfies aziom (C).

Proof : First, one checks G' against Cond. 79. If G passes this test then G¢
satisfies the following axiom (C7) which is a weakening of (C):
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C; @ o<y & o<z & ylz & y#z]=3u O(z,y,2,u)

Now the axiom (C) is equivalent to the conjunction of (Cy) and the following
axiom (Cy) :

Cy @ O(z,y,2,t) => t=yVz

It remains to decide on whether G satisfies (Cy). At this stage, one checks
grammar G against Cond. 80. Assume G passes this test. Consider a dia-
mond O(z,y,2,1) in G, where w.lo.g. o = (wf,i), y = (wfg,j), z = (wfg,j')
and t = (wfgh,i). Then t=yvz iff Yoe 7T v=hu= J,nJ, CI, where:
Jo=An| (9,7) < (gv,n)}, J; ={n| (9.5") <" (gv,n)},and I, = {n | (h,i) <~
(v,n)}. Let 7, = (k, J,, J, I,) for v € T,*. Observe the following: if v, v’ € 7, and
Ty = Ty then v-w e 7, iff v'-w € 7, for every w € X* (because v and v’ end
with the same symbol), and in that case 7,.,, = 7r.,,. One can therefore com-
pute in finite time the set of possible types 7, determined by a fixed diamond
OW(f,1),(fg9,7),(fg,5),(fgh,i')), and the decision on (C3) follows because there

are finitely many such diamonds. [
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