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Théoriedes mesuresde colt : sur la convergencedesvariables
de décision
Résumé : Si I’ on considére lathéorie des probabilités dans laguelle e demi-corps des rédls positifs
est remplacé par le demi-corps idempotent des régls (union I’infini) munis des lois min et plus, on
obtient un nouveau formalisme pour |’ optimisation. Les mesures de probabilitédeviennent des mini-
mums de fonctions que nous appellerons mesures de colit tandis que les variables aéatoires corres-
pondent a des contraintes sur ces problémes d’ optimisation que nous appel lerons variabl es de déci-
sion. Nous considérons dans ce contexte | es notionsde base de la théorie des probabilités— variables

aéatoires, convergence de variables aéatoires, fonctions caracteristiques, normes L? — et des que
cela est possible, nous établissons | es théoremes et |es définitions dans un demi-anneau général.

Mots-clé: Algebramax-plus, Diocide, Demi-anneau idempotent, Mesure idempotente, Variable de
decision, Transformée de Fenchel, Optimisation, Probabilité.
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I ntroduction

A probability or a positive measure is in some loose sense a continuous morphism from a Boolean
o-agebra (A, U, N) of subsetsof someset Q , intothesemifield (R*, +, x). The + law isused inthe
definition of probabilitiesand the x law in the definition of independence for instance. The notions
of random variable, expectation, convergence,... are then introduced. If wereplace (R*, +, x) by an
idempotent semiring (or dioid) (D, &, ®) [7], we can introduce the same notions, and then ask if the
same theorems occur. Although this construction appears as agame, it isuseful. Indeed, considering
the semiring R in = (R U {40}, min, +), addition becomes minimization and measures or inte-
grasbecomeinfiniteinfimum. Thistype of measure has been first introduced by Maslov in [19]. The
simplest measures over R,,;, are those with density,

K(A) = xnelfx c(z) YAe A,
and in [1] we have proven that in a various class of agebras, any idempotent measure has a density.
Then, the “measure” of a set A corresponds to the minimum of a function under the constraint to
bein A and random variables, convergence of random variables,... correspond to constraints on an
optimization problem, convergence of sequences of optimization problems,... Thisanal ogy then leads
to a“new” formalism for optimization theory.

More generaly, any idempotent structure defines a partial order. Then, measure or probability
theory over this structure still correspondsto an optimization theory, but thistime for the correspon-
ding partia order. Multicriteria optimization problems can be treated aong these lines, as in Sam-
borski and Tarashchan [25] or Kolokoltzov and Maslov [18].

Another mapping from probability to optimization is the Cramer transform introduced large de-
viationstheory (seefor instance Azencott, Guivarc’ hand Gundy [6]). It providesamorphism between
probability laws and convex cost functions[2], thus between Wiener processes (resp. linear second
order eliptic equations) and Bellman processes (see [2] for the definition) (resp. particular Bellman
equations). This morphism, constructed by using Laplace and Fenchel transforms, directly connects
characteristic functionsof classical probabilitieswith characteristic functionsor Fenchel transform of
probabilitiesover IR i, . Thus, it can leadsto other analogiessuch asthe L? normsthat weintroduce
insection 7.

The approach of optimization viathe analogy with measure theory hasfirst been investigated by
Maslov in[19], where he constructed i dempotent measures and integral s. Other resultshavefollowed
by Maslov and others (see Maslov and Samborski [21], Maslov and Kolokoltzov [20],...). By usinga
“probabilistic” instead of “measure theory” approach, Quadrat proved in [23] the law of large num-
bers and the central limit theorems for decision variables with independent cost laws. These results
arerelated with deterministicoptimal control problems. Other studiesmotivated by thislast approach
have been doneby Viot and Bellalouna[8], Del Moral, Thuillet, Rigal and Salut [12, 11]. In particular,
the results of section 5 concerning the relations between amost sure and cost convergence together
with aweakened version of the weak convergence (corresponding to vague convergencein classica
probability theory) are al so presented in[8] or [11], but only in (max, +) algebraandlocally compact
state spaces. In asurvey paper [2] we have aready presented some of the results of the present paper
(without proof) together with the notions of Bellman processes. Properties of the weak convergence
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4 Marianne Akian

aremore extensively studiedin [3]. Applicationsof thisapproach to optimal control and game theory
can be found in Whittle [27], Bernhard [10] and [2].

In this paper, we review the basic notions of probability theory after replacing the semifield of
positivereal numbersby ageneral idempotent semiring (D, &, ®). The resultsare proven in agene-
ral idempotent semiring whose characteristics are defined in section 1. In section 2 and 3, we recall
the definitions of idempotent or cost measures and integrals[19, 1]. Then in section 4, we introduce
the notion of decision variable and convergence notions equivalent to the probabilistic ones that we
compare in section 5. The main difference isthat cost (probability) convergence is stronger than al-
most sure convergence. Thisis due to the non continuity of idempotent measures along nonincrea-
sing sequences first noticed by Maslov [19] on the one hand, and the idempotency property on the
other hand. Other properties are identical to the classical case and use almost the same proofs. As
commutativity is not necessary, this theory and the classical probability theory can be constructed
for matrices, operators,... Indeed, aglobal theory may beformulated in ageneral (non commutative)
semiring (D, @, ®) ordered by arelation compatible with the algebraic structure[19], but thiswould
complicate the presentation.

We concludethis presentation by the notionsof characteristic functionsand L? norms. Although
characteristic functionsmay begeneralized toalargefamily of semirings, wepresenttheminR . =
(R U {—o0}, max, +), together with results of convergence (section 6). Note that the semiring R ,ax
has been preferred to IR 1,5, to which it isisomorphic, for itscorresponding order relation isthe clas-
sical order relation < of R . However, LP norms are introduced by analogy with those of random
variables by means of the Cramer transform, and thusmay not be defined for more general semirings
than IR ,i, up to an isomorphism. We present them in R ,,.« (in section 7) together with rel ations bet-
ween LP convergence and other convergence notions. They lead to an easy proof of the law of large
numbers of Quadrat and also to compactness criteriaasin classical probabilities[3].

Let usnotethat athough the convergence notionsare introduced here following the anal ogy with
probability theory, they may correspond to notions already introduced in optimization theory. For
instance, the weak or in law convergence in R, is Similar but not exactly equivalent [3] to the
epigraph convergence introduced in convex analysis (see for instance Attouch [4], Attouch and Wets
[5], Joly [16]). Finally, the main application of these convergence notionsisrelativeto deterministic
optimal control problems. For instance, thelaw of aBellman chain X, (the equivaent of a Markov
chain) over R.,;, isthe value function »,, of some deterministic optimal control problem with finite
horizon n. The weak convergence of X,, towards adecision variable X of law v isthus equivalent
to the weak convergence of the function v,, towards». Thisweak convergence is equival ent to weak
convergence in Banach spaces but for the (min, +) scalar product and it is useful to study solutions
of Hamilton-Jacobi equations (see Maslov and Samborski [22]). In addition, the LP convergence of
the Bellman chain X ,, towards aconstant decision variable « isequivaent to some coercity property
of thefunction v,, around point z.

1 General assumptionson thedioid (D, ©, ®)

Let us consider an idempotent semiring (D, &, ®), that is asemiring with the idempotency property
ta P a = a and consequently without the existence of oppositesfor the & law. The product law may
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Theory of cost measures : convergence of decision variables 5

be non commutative. The neutral e ements (for the & and ® laws respectively) are denoted by 0 and
1. We denote by < the partial order relation induced by the@ law:a < b < a®b = b. Then
(D, <) issup-semilattice and a & b is the supremum of @ and b. We suppose that (D, <) isalattice
such that any upper bounded set A has aleast upper bound or supremum denoted ¢ A or equivaently
any nonempty set A hasagreatest lower bound or infimum denoted A A . Such alatticewill be called
alocally completelattice[1]. Thisproperty isequivalent to the existence of acompletelatticelD (that
isalattice such that any set admits a supremum and an infimum [15]) with top element (supremum)
T, suchthatD isasublatticeof D, D = DU {T} and 3D = T . Then, the supremum & of D
playstheroleof +oco in[R . Notethat, if T = ¢ 1D doesnot belong tolD, the law @ may be extended
toD sothat (D, @, ®) becomesasemiring(T®a=a@ T =TifaZ0and TR0 =0 T = 0).
We suppose that the infinite distributivity of the @ law with respect to the & law holdsinD (but not
necessarily inD) : a @(®ier bi) = ®icr(a® b;) for any set I such that @7 b; € I (together with
the symmetrical relation in the non commutative case).

Example 1. Rpax = (R U {—oc0}, max, +) isan idempotent semifield (semiring with the existence
of inversesfor the ® law) with neutral lements 0 = —oo and 1 = 0, associated order rdation < and
supremum T = +oo . Itisisomorphicto R i, = (R U {+00}, min, +) (resp. (R*, max, x)) by the
morphismz — —z (resp. z — €”). Ryax and R iy, are of particular interest in optimization (maxi-
mization and minimization) theory. Although vocabulary is suggested by minimization theory, the
semiring R .y iSmore practical sincethe order relation < coincideswith the classical order relation
of R.

Example 2. (R = [~o0, +-c0], max, min) isan idempotent semiring with neutral eements0 = —co
and 1 = oo, order relation < and supremum T = +oco € R. It isisomorphic to the semiring
([0, 1], max, min) with neutral elements® = 0 and 1 = 1 by the morphism z — ¢(z) where ¢ is
any bijectivestrictly increasing functionfrom R to [0, 1] (ex : ¢ = (1 + tanh)/2).

Given an idempotent ID-measure (see section 2), an integral may be constructed if ID isa metric
space with a metric compatible with the idempotent semiring structure of ID [19] and more generally,
if Disalocaly continuouslattice[1] (thenotion of locally continuouslatticeisan extension of that of
continuousl|attice [15] to locally complete lattices). However, the definition of cost (i.e. probability)
convergence and the proof of some classical results on integrals require a distance on D compatible
with the idempotent semiring structure of ID. In particular the topologies defined by § and < (see
below) haveto beequivaentandthed , A and ® operationshaveto be continuous. Weindeed impose
tod conditionsthat are similar to the propertiesof distancesinduced by (classical) algebranormswith
+ replaced by max. Thisled usto usetheterm “idempotent algebradistance” for § . These conditions
are equivalent to those of [19] and [20] for the® law and stronger for the @ law. They imply theloca
continuity of ID and the dual continuity of [0, 1] (see below).

Definition 3. We say that § is an idempotent algebra distance on (D, &, ®) if § isadistance and if
it satisfies:

Loz, ydy) <max(d(z,y),d(z',y)) forany z,z', y, y inD (this property corresponds
toflz +2'|| < [l=[[+ [|l=’[])-
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6 Marianne Akian

2. 0A@z,A®y) <d(A)d(z,y)andd(z @A, y®@ A) < dg(A)d(z, y) forany z, y, AinD, where
dy is amorphism of monoids from (D, ) to (R*, max) such that do(z @ y) < do(z)do(y)
and o (1) = 1 (this corresponds to the property of algebranorms: ||zy|| < [|z|| ||yl]). o is
supposed to be bounded on bounded sets of (D, §) (but not necessarily continuous).

3. Foranya <b=<candzinD, wehaved(b, z) < max(d(a, z),d(c, z)).

4. 6z Nz’ yAy') < max(d(z,y),d(z',y')) forany z,2’,y, v inID (dua version of property
1).

5. ¢ iscontinuousfor thelattice structureof I : if z; and y; arelD-valued nets! such thatlim; z; =
r (that isliminf; z; dIef BiNicjrj = lim sup; x; dIef N Dicjx; = l’?) and lim; y; = y, then
lim; 0 (2, ;) = 0(x,y).

Using property 3, property 5isequivaentto: z; monotoneand limy; z; = x implieslim; §(z;, z) = 0.

Proposition 4. If § isanidempotent algebra distanceonlD, then for any (even non countabl€) set /
and any subsets {a;,7 € I} and {b;,7 € I'} of D such that ®;c; a; and ;¢ b; € D, we have

(@ a;, @ b;) <supd(a;,b;). D

i€l i€l i€l

The same property holds for the A law instead of ¢ . The topology induced by § coincides with the
convergence notion associated with the lattice structure of I, thatisz = lim; z; inlD if and only if
lim; (z;, ) = 0. It is also compatiblewith the semiring structure of I, i.e. the functions (z, y) —
z@yand(z,y) — 2@y fromD x D toD are continuous.

Proof. The compatibility with the | attice structure and inequality (1) are consequences of the conti-
nuity property 5 and properties 1 or 4 of an idempotent algebra distance. Let P denotes the set of
finite subsets of 7 and o, = @iep ai, Bp = Piep bi for p € P . Then P isadirected set (by the C
order relation) and «, and G, are nondecreasing with respect to p. By properties5 and 1, we have

5 i @ b) = §(lim ay, li = limd(ay, B,) < supd(ay, B,) < supd(a;, b;).
(ﬁgla ig) (lp}nap lpmﬁp) im (ap ﬁp)_sgp (op ﬁp)_jlelg (ai, b;)

For the compatibility property, we only have to prove that lim; d(z;, ) = 0 implieslim; z; = .
From lim sup; z; = lim; sup;; z; , we obtain

d(limsupz;, z) = limd(sup z;, ) < limsupd(z;, z) = limsupd(z;, ) = 0.
i i i i<y i

Then, lim sup; z; = z. Replacing & by A and using property 4 instead of 1, we obtaininequality (1)
for A law and lim; §(z;, ) = O impliesliminf; #; = =.
Property 1 impliesthat (, y) — « @ y is Lipschitz continuous. From property 2, we obtain

§(z@y, 2 @y') < max(do(z)d(y, '), 6o (y')d(z, z')),

then (z, y) — 2 ® y isLipschitz continuousin every bounded set of D, thusiscontinuousind. O

LA netisan application: € I — z; € D where I is adirected set, that is a set endowed with an order relation such that
any finite set as an upper bound.
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Theory of cost measures : convergence of decision variables 7

Example 5. The exponential distance[19] d(z,y) = |e* — €¥| isan idempotent a gebra distance on
Rmax Withdg (z) = €” = §(z, 0). Inthisexample, the supremum T = 400 &€ Rpyax and (0, T) =
400, thusIR ax 1S NOt bounded.

ForD = (R, max, min),d(z, y) = |¢(z)—a(y)| isanidempotent algebradistance (withdo (z) =

0if z = 0 and do () = 1 otherwise) if ¢ isabijective strictly increasing function from R into some
compact interval of R (ex : ¢ = (1 + tanh)/2). Inthiscase D = ID thenD is bounded.
Remark 6. Inanormed vector space, property 3 isaconsequence of propertiesland 2:if b € [a, ¢]
ieb=ta+ (1 —t)cwitht € [0,1],then [|b]| < t||a|] + (1 — t)[lc]] < max([|a]],[b]]). Inan
idempotent semiringD, if b = a & ¢ ® c witht < 1, weobtainasofromthefirst propertiesd (b, z) =
Iadt@c,zdt@z) < max(d(a,x),do(t)d(c, z)) < max(d(a,z),d(c, z)). Indeed, since dy isa
morphism from (D, &) to (R*, max), d isnondecreasing and 0 < Jy(t) < dp(1) = 1. Now, if D
is an idempotent semifield, @ < b < cimpliesb = aPt@cwitht = b@c™! < 1.Thus, ina
semifield (likewisein avector space), for instancein R ,ax OF Ry, property 3 isa consequence of
the structure properties.

Remark 7. Let (D, &, ®) beasemiring endowed with an idempotent algebradistanced . ThesetD”
endowed with thelaws & and ® acting coordinate by coordinate, isan idempotent semiring with su-
premumeD? = (@D, ..., D). Moreover, theinfinity distanced o (¢, y) = maxj=1, . n 6(zs, ¥;)
defines an idempotent algebra distance on it (with (do )o(2) = max;=1, . , do(z;)). We can also
consider the non commutative idempotent semiring M, (D) of n x n matrices with coefficients in
D, corresponding matrix ¢ and @ laws and supremum & M, (D) = (#D); j=1...» , for which the
infinity distance is also an idempotent algebra distance. The space D[ X, ... , X,,] of polynomias
with n indeterminates and coefficients in [0 is al'so an idempotent semiring, for which the infinity
distance is aso an idempotent al gebra distance.

The infinite dimensiona space B(X,D) of bounded functionsfrom some (topological) space X
tolD, endowed withthelaws 4 and ® acting coordinateby coordinate, isan idempotent semiringwith
supremum & B(X, D) = (&D)* . However, theinfinity distanced (f, g) = sup, ¢ x 6(f(2), g(2))
satisfies (With (0. )o (f) = sup,ex do(f(x))) al propertiesof an idempotent al gebra distance (toge-
ther with property (1) of Proposition 4) except the continuity property 5. Indeed, the topol ogy asso-
ciated tothelattice structureof B( X, D) isthe pointwiseconvergence topol ogy, whereas thetopol ogy
induced by d.. isthe uniform convergence topology.

Remark 8. When the top element T of D does not belong to I, we have seen how to extend the ®
law such that (ID, &, @) becomes an idempotent semiring. Let us extend now the distance function §
tolDby:é(z, T) =0(T,z) = +ooifz €D, §(T, T) = 0anddo(T) = +oco . Then, properties 1-4

of an idempotent algebradistance are valid inID and §, becomes a morphism between the complete
|attices (and monoids) (I, &) and ([0, +o0], max).

Definition 9. We say that J isa completeidempotent algebra distanceif 4 isan idempotent algebra
distance such that its extension to [ satisfies the following continuity property : if lim; z; = 2z € D
and lim; y; = y € D thenlim; § (x5, ;) = d(z, y).

An idempotent algebra distance is indeed complete iff lim; d(z;,y) = +oco for any nondecreasing
net z; such that lim; z; = T and any y € ID. Note that the continuity property does not hold if
z = y = T sincethetwo nets z; and y; may converge with different rates. For instancein R ., , the
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8 Marianne Akian

two sequences z; = i and y; = i + 1 convergetowards T = +oo, but for the exponential distance
wehave §(z;, yi) = €f(e — 1) —>is 100 +00 £ 6(T, T).

Example 10. Thedistancesdefined in Example 5 are completeidempotent algebradistances. If d isa
complete idempotent agebradistance inlD, then thedistancesd ., defined in Remark 7 are complete
idempotent algebradistancesonD” , M, (D) andD[ X, ..., X,].

Proposition 11. If § is a complete idempotent algebra distance on D, then property (1) of Propo-
sition 4 isvalid for the ¢ and A laws and for any a; and b; inlD. As a consequence, the following
“numbers’ are elements of ID

and ¢(dg, 0) < k.

Proof. Thegeneralization of property (1) isevident for the A law. For the law, the proof of Proposi-
tion 4 can be applied. For (2), dx € D exists (D iscomplete) and 6(dx, 0) < sup, s5¢z o)<k 0(2,0) <
k < +oo,thusd, € D (dy ¢ D wouldimply d(dk,0) = +0). O

In order to use either theresults of [19] and [20] or those of [1] on idempotent integrals, werelate the
existence of an idempotent al gebra distance with the continuity and dual continuity properties of the
latticelD. Recall that asubset D of ID issaid directed (resp. filtered) if any finite subset of D hasan
upper bound (resp. alower bound) inD.

Proposition 12. Suppose that there exists an idempotent algebra distance § onID. The following
properties hold :

e Let {D(j), j € J} beafamily of upper bounded directed sets of . Let M be the set of all
functions f : J — U;esD(j) with f(j) € D(j) for all j € J. Then the following identity
holds:

L0060 = & A T0). ©

e Let BeDand {F(j), j € J} beafamilyof filtered sets of the complete sublattice [0, B] of
D. Let M betheset of all functions f : J — U;e s F (j) with f(j) € F(j) forall j € J. Then
the following identity holds:

8 AFG) = A FG) @

Proof. From the assumptions, all the numbers appearing in (3) are elements of ID. Moreover, the
inequality Ajes @ D(j) = ®rem Njes f(j) isawaystrue. The set M isordered by the pointwise
< relation and for thisrelation it isadirected set and f € M — Ajes f(j) isnondecreasing. Then
©rem Njes f(7) =limpenm Ajes f(j) and

5,0,@ D). &, A JG) = lim (A, & DG), A F6) < Jim supd( D). 1)

INRIA



Theory of cost measures : convergence of decision variables 9

Since D(j) isadirected set and z € D(j) — d( D(j), ) isnonincreasing (by property 3 of 4),

inf §(@D(j),z) = lim 6(dD(j),z) =P D(j), lim z)=0.
int 8@ D)) = lim 8@ D(),2) =82 DU). Jim 1)

Moreover, since (IR, <) satisfies property (3) and the sets {4 (& D(j), z), z € D(j)} aredirected for
any j € J,weaobtain

lim sup §(® D(4), f(3)) = inf supd(® D(3), f(§)) =sup inf §( D(j),z) =0
jim supd(® D(3), /(7)) = inf supd(® D(j), /() = sup _inf 3(® D(j), z)

which implies (3). Theidentity (4) is obtained by replacing A by & in previous reasoning. O

Property (3) corresponds to the local continuity of ID and property (4) to the dual continuity of any
sublattice [0, B] of I (see[15, 1]). In particular, let usdefineasin [15, 1] the“way below” « relation
onlD:a <« bif and only if for al upper bounded directed sets D of ID, such that b < @ D, there
existsz € D suchthat a < x. Then, by definition of thelocal continuity, we have

zr=d®{yeD ykae} forany zebD. (5)

The “way below” relation corresponds to < in R .y, the pointwise < relation in (Ry,.x)™ and in
generd it playsthe same role as < relation.

2 Decision spaces

In the following (section 2 to 5), we suppose given an idempotent semiring (D, &, ®) endowed with
an idempotent algebra distance d .

Idempotent probabilities. Let U be aset and ¢/ a Boolean semi-o-algebra of subsets of U, that
isi contains( and U and is stable by any countable union and finite intersection operation (ex : the
set of open sets or the Bordl sets o-algebra of atopological space U). An idempotent ID-measure K
on (U,U) is by definition amap from ¢ to D such that K(#) = 0, K(A U B) = K(A) @ K(B)
and K(A,) STnoteo K(A) if Ay Mnoteo Awith A,, A B € U . K issaid finiteif K(U) € D.
It is called an idempotent probability or a cost measure if K(U) = 1 and inthiscase (U, U, K) is
called a decision space. We consider only finite idempotent measures so that [0, K(U)] isadualy
continuous lattice and we denote by K* the maximal extension of K to the set of all subsets of U :
K* (A) = ABeut, BHA K(B) .

If K hasadensityi.e if K(A) = ®yea c(u) forany A € U withe : U — D (adensity aways
existsif ¢ admitsa countable basis, for instance if U is a separable metric space and i/ is the set of
open sets[17, 20, 1]), then ¢*(u) = K* ({u}) isthemaximal density of K and, if &/ isatopology, the
upper semicontinuous (u.s.c.) envelope of ¢ (inD). In this case we denote by supp(K) the domain of
c*i.e{u e U, c*(u) # 0}, itisthe complementary of the maximal “negligible” set. Let us notethat
in practice ¢/ will be atopology so that only u.s.c. (that islower semi continuous (l.s.c.) if the dioid
iSIRmin) densitieswill be considered.

RR n° 2611



10 Marianne Akian

Note also that an idempotent measure or probability isin general not continuousover nonincrea-
sing sequences. However, this continuity holdsin particular cases. We suppose given now a topolo-
gical space U and denote by I/ the set of its open sets, F the set of itsclosed setsand K the set of its
compact sets.

Proposition 13. For any finiteidempotent measure K on (U, /), the following property holdsfor its
maximal extension :

HmK* (Cp) = K*(C) VYC,n, C €K, Cu\(C.

Proof. If C), isanonincreasing sequence converging to C' then K* (C', ) isnonincreasing and greater
than K* (C). If G is an open set containing the compact set C', then the sequence of compact sets
Cy \ G isnonincreasing and converges towards ) . Therefore, C), \ G = 0 and K* (C,) < K(G) for
n largeenough. By taking theinfimum over all open sets G containing C', we obtainlim, K* (C,) <
K*(C). O

In order to extend this result to closed sets, we have to impose a tightness condition on the measure
K. Thisconditionisequivalent to that defined in probability theory. Individual classical probabilities
are frequently tight (in Polish spaces for instance). However, the idempotent equiva ent of tightness
means that, in afinite dimensional vector space U , the density ¢* tendsto O (that is+oo iInR ;) at
infinity. This property is often used in optimization in order to ensure the existence of an optimum.

Definition 14. A finiteidempotent D-measure K on (U, /) is said tight if

A_K(C¢) = 0.
CeK

A set I' of finiteidempotent [D>-measures is said tight if

A & K(C°)=0.
CeKKel
Proposition 15. For any tight idempotent measure K on (U, i), thefollowing property holdsfor its
maximal extension :

imK* (F,) = K*(F) VYF,, FeF, F,\|F.

Proof. Let C' beacompact set. From previousproposition, we havelim, K* (F,,NC) = K (FNC),
then lim, K* (F,,) K K*(FNC)aK*(C°) < K*(F)®K(C?). By teking the infimum over C' and
using the tightness condition, we obtain lim,, K* (F,,) < K* (F') and theresult is proved. O

Independence. Let K be an idempotent [D-probability. Asin classical probability theory, we may
define independence of events and conditional probabilities. For instance A and B are said inde-
pendent if K(A N B) = K(A) @ K(B). For conditional probabilities, let us first supposethat D isa
semifield. For any subsets A and B of U, theconditional cost excess (the nameischoseninreference
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Theory of cost measures : convergence of decision variables n

to minimization problems) of beingin A knowing that we arein B, denoted K(A|B), is by defini-
tion theuniquesolutionof K(A|B) @ K(B) = K(ANB). ThenK(.|B) isanidempotent probability
on B . If D isonly asemiring, but is such that @ is distributive with respect to the A law, we may
define K(A|B) astheminimal solution of K(A|B) @ K(B) > K(A N B). Then, K(.|B) isafinite
idempotent measure on B (K(.|B) < 1) but may not be a probability (K(B|B) # 1). For instance,
in (B, max, min), K(A|B) = K(A N B) and K(B|B) = K(B) whichisin genera different from
1 = 400 . Moreover, theindependence of A and B isnot equivalent to K(A|B) = K(A).

3 Idempotent integrals.

In classical probability theory, real random variables and expectations are just other wordsfor measu-
rable functionsand integral s. We then recall here some results on the idempotent integra introduced
by Maslov [19]. The notations are taken from [1].

We denote by Z(U,U) the set of functionsfrom U toD which are countableD-linear combina-
tionsof characteristicfunctions 4 of setsA € U (La(z) = LinAand 14 (z) = 0 outside A). Then,
Z(U,U) isalD-semi-algebra and alattice, stable by countable upper bounded (by any function) su-
premum. Moreover, there exists a uniquelD-linear form V (with valuesiniD) on Z (U, ), continuous
on converging nondecreasing sequences (i.e. such that V (f.) 7, 1o V() if fn /ioo f) and
extending K, that issuch that V(1 ,4) = K(A) forany A € ¢ . Werefer to it as the Maslov integral
with respect to theidempotent probability K. Theintegral V ( f) will be sometimes denoted V k( f) or
evenK( f) inorder to maketheidempotent probability K explicit. We say that afunction f € Z(U,U)
isintegrableif V(f) € D. Let usnotethat, sincethe® law isnot necessarily distributivewith respect
to countable @ inD , the extension of V to the set of D-val ued functions may not exist.

We now recall the characterization (similar to that of measurable functions) of the elements of
Z(U,U) by their level sets. We denoteby S(U, i) the set of semi-measurable functionswith respect
ol :S(U,U) = {f: U =D, Us(a) €U Va € D} whereUs(a) € {u € U, a < f(u)}.For
any semi-measurable function f, we also denote by U ( f) the semi-o-algebra generated by the sets
Uy (a) fora € D. Then, Z(U,U) is exactly the set of functions f of S(U, ) suchthat ¢ (f) has a
countable basis, that is a countable subset 5 of ¢ (not necessarily included in/( f)) steble by finite
intersection and such that the elements of ¢/ ( f) are unions of elementsof 5.

If ID has a countable basis (as alocally continuouslattice [15, 1], thisis the case for R ) or ¢/
has a countable basis, then Z (U, U) = S(U, U).

In any case we have the following general expression for V :

V(f)= G?DGQQK(UI (a)).

Let f € Z(U,U), and let B denote any countable basis of /(). Then, K has a density ¢z on the
semi-o-agebra generated by B [1] and

V(f)= @& fu)@cp(u). (6)

uelU
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12 Marianne Akian

If ¢ has acountable basis, then K has as density ¢* on the entire algebraz/ and
V()= & flu)@c(u).
uelU

Moreover, when considering acountable subset F of Z (U, i), wecan do asif K hasadensity, even it
has no density onZ/ . Indeed, the expression (6) isvalid with 53 equal to the countabl e basis generated
by the basis of all dements of F . As a consequence we have the following result.

Proposition 16. Let (U,U,K) be a decision space and ¢ an idempotent algebra distance (resp. a
complete idempotent algebra distance) on D, then for any integrable (resp. not necessarily inte-
grable) elements f and g of Z(U,U), we have:

S(V(£), V(9)) < beo (£, 9) & sup 8(F(u), g(u)).

uelU

If K isonly a finiteidempotent [D-measure, we have

§(V(f), V(g)) < 0(K(U))deo (£, 9)-

Proof. Let B beacountable basisgenerated by the basisof ¢/ ( f) and{(g). Then, from properties of
d , we have

3(V(f), V(g)) (@ flu)@cs(u), @ g(u)@cp(u))

ueU uelU

21618 I(f(u) @cp(u), g(u) @cp(u))

sup do (s (u))d(f(u), g(u))

uelU
do0 (£, 9) sup do(cn(u)).
uelU

IN A

IN

Sincecs(u) X K(U) forany u € U , §g isnondecreasing and dg (1) = 1, we get the proposition. [

Let usfinaly note that since an idempotent probability may be extended to the set P (U) of dl sub-
setsof U, we may consider the idempotent integral, with respect to this extended probability, of any
function of Z(U, P(U)), that is of any function f : U — D if & or D has a countable basis. This
integral coincides with the previous one on the set of semi-measurable functionswith respect to ¢/ .
In the sequel, we consider the maximal extension K* of K and the associated integral, whichisequal
to the maximal extended integral. We may then denote it (without confusion) V*, Vi, V. or K* .

4 Decision variables

4.1 Basic definitions

We are now ableto introducethe equiva ent of random variables, expectations, |aws. Here, al names
are given in reference to minimization problems (R ,,,;,, case). Theterm “decision variables’ (for ge-
neral random variables) is chosen for the equivaent of random variables, for its value will determi-
nate the decision to take in order to be optimal. They will act as achange of variablesin the decision
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Theory of cost measures : convergence of decision variables 13

space. The equivaent of real random variableswill be called “cost variables’, for inIR ,,;,,they can be
considered as additional costs (to add to ¢*). The idempotent integral (expectation) of acost variable
isthen the optimal cost, and for this reason will be caled “value’ asin optimal control problems.

We suppose given adecision space (U, U, K) and supposethat either / orID has acountablebasis
so that the maximal idempotent integral is defined for any function from{ tolD.

Definition 17. e A decision variable X on (U, U, K) with values in atopological space E is
simply amap from U to I

o Thedecision variables X and Y are equal almost surely, denoted X £ V', if K* ({u, X (u) #
Y (u)}) = 0. If K has adensity, thismeans that X and Y coincidein supp(K).

o Denote by V the set of open setsof . Any decision variable X withvaluesin £ induceson
(E, V) anidempotent measure Kx defined by : Kx (V) = K* (X1 (V)) forany V € V. The
maximal density of Kx if it exists will be denoted by ¢ and will be called the cost or law
density of X .

e A decisonvariable X (resp. aset of decision variables) istight if itslaw Kx (resp. the set of
the laws of itselements) istight (see Definition 14).

o Two decision variables X and Y are independent when Kx y (A x B) = Ky (A) ® Ky (B)
for any open sets A and B . A set (X;);er of decision variables isindependent when for any
finite subset J of 7 and any opensets A; , Kix; ., (Xjes4;) = ®jeq Kx (4;).

o Thedecisionvariable X ismeasurableif X~ (V) € U forany V € V (if U isthe set of open
sets of U, thismeans continuous, if ¢/ isthe Borel sets algebra, this means measurable in the
usua sense).

e A cost variableon (U, U, K) isadecision varigble with vauesinD.

o Thevalue of acost varisble X isthe maximal Maslov integral V*(X) = K* (X) with respect
to the idempotent measure K. The cost variable X issaid integrableif V*(X) € D.

Remark 18. Supposethat K hasadensity and @ is distributivewith respect to A . Then, theindepen-
dence of thedecision variables X and Y isequivalenttocy y (z,y) = ¢ (z) @ ¢j (y) forany z and
Y.

A sequence of independent decision variablesisadecision varisble X = (X, ), en With values
iNE = XpenFy suchthaa K(Xg € Ag,..., X, € 4,) = Kx,(40)® - ®Kx, (A,) for any
n € N.Thisimpliesc’ () = @nenen(2n) o lim|y ®n<n cn(zn) fore = (z,) € E¥ wheree,
isthecost density of X, . Thislast conditionisequivalent to theindependenceof X, if foranya <« 1
thereexistsasequencea,, < 1 suchthata < ®, ¢y a,, . ThisistrueinR i, , wheretheindependence
condition is then equivalent to ¢ (x) = >, oy ca(x,). Hence, discrete optimal control problems
correspond to IR ,,;,-Markov chainsthat we call Bellman chains.
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14 Marianne Akian

Remark 19. If K has adensity, thedensity c% of adecision variable X isthe upper semi-continuous
envelope of thefunction cx (z) = K* (X! ({2})) = ®u, x(u)=c ¢* (1) (= infx(y)=p ¢* (u) ifD =
Rumin). If ¢x and ¢’ arenot equal, the usua formulaof change of variablesinintegrals may be false
when considering maximal integrals. Indeed,

def

VI € 8 (X))o (W) = & f(r)®ex()
and
Vi E & S ock(@),

then Vi (f(X)) may bedifferentfromVi _(f). However, for any lower semi continuous(l .s.c.) func-
tion f from E tolD we have

Vi(f(X)) = Vi, (F)

Indeed, I.s.c. functions coincide with semi-measurabl e functions with respect to V (we suppose that
V or D has acountable basis).

Therefore, in our formalism we are allowed to consider non u.s.c. (resp. I.s.c. if D = R ,;,,) cost
densities but only when cal culating the supremum of this function multiplied by (resp. plus) al.s.c.
(resp. u.s.c.) function.

Remark 20. Supposethat ¢/ is atopology and that X isameasurable (i.e. continuous) decision va-
riable. One can provethat ¢’ and cx are equal, under the condition that K istight. Indeed,

PR LU — 1 ~1R(» Ly — 1 1R, L
k()= dnf  E(XTHV)) = HmE (X (Be, ) = ImE (X7 (B, ).

where B(z, ¢) and B(z, ) denote the open and closed ball of center z and radius ¢ in (E, d). Mo-
reover, X ~!(B(z, ) isanonincreasing sequence of closed setsof U/ convergingto X ~* ({z}) and
ex (z) = K*(X~1({z})). Then, if K* is continuous under nonincreasing sequences of closed sets,
¢’ isequa tocy . Thisproperty holdsif K istight (see section 2).

Otherwise, let us giveacounter example. We consider onthedioid R i, , theusual topology ¢/ of
U =R, the cost measure K with density ¢*(u) = 1/|u|if u # 0, ¢*(0) = + o0 and the measurable
decisionvarigble X (u) = |u|/(Ju|+1).Weobtainex (z) = (1/z)—1ifz € (0,1)andcx () = +00
otherwise. Then c¢x isnot |.s.c. and thusnot equal to c% .

Evenif we have pointed out some difficultiesdue to maximal extensions, we will now omit to put
the star on K or V . We can think without ambiguity that theinitial decision spaceis (U, P(U),K*)
instead of (U,U,K). Moreover, since we will only consider continuous functions of decision va-
riables on the same decision space, cx and ¢’ play the same role and the formula of change of va-
riablesin integrals holds.

Proposition 21. If X and Y are cost variablessuch that X 2 Y, then V(X) = V(Y) and ¢} =
¢} . Moreover, for any countable families (X;);er and (Y;)ier (if K has a density, 7 may be non
Countable), X; as Y; lmpllec@lej X; as Dier Y;.
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Theory of cost measures : convergence of decision variables 15

Then, V isaD-linear form on theD-linear space of classes of (even non integrable) cost va-
riables. As a consequence V is nondecreasing and the set of classes of integrable cost variablesisa
D-linear space.

Proof. Thefirst assertion is obvious. For the second one, we have

K{u, & Xi(u) # @ Yi(u)}) LK U {u, Xi(u) # Yi(u)}) = & K({u, X; (u) # Yi(u)}) = 0,
i€l i€l i€l T

1€

and if K has a density, K isadditive over any infiniteunion and thelast equality holdsfor any set / .
The third assertion is then a consequence of previous assertions and of the definition of the Maslov
integral. O

Then, asin classical integration theory we may identify decision variables with their class for the 2
equivaence relation.

Since we do not use them in this paper, we do not give the definitions of conditional value (ex-
pectation), martingales,.... Werefer to [2] and [11] for these pointsin particul ar spaces.

The optimum, that is the value of the decision variable in the point where the cost is optimal, is
another interesting quantity, whichin additionistheimage of theexpectation by the Cramer transform

[2].

Definition 22. Suppose that K has a density and let X be a decision variable, then the optimum of
X isdefined as the element O(X) « Argmax, ¢ ¢ (z), when it existsand isunique.

Sinceit dependsonly onthecost density ¢ , theoptimum of X dependsonly ontheclassof X for
the 22 equival ence relation. When considering multicriteriaproblems (for instanceif D = (R jax)™),
the Argmax may be replaced by the Pareto set O(X) = {z,(y € E and ¢ (z) < ¢k (y)) = ¢ =
y}. InR,.x, it may aso be more interesting to consider the Argmax of the u.s.c. concave hull of
c% , sinceitisequal to thedifferential of the characteristic functionin point 0 (see section 6).

4.2 Convergence

Definition 23. Consider asequence X, of decision variablesand adecision variable X on (U, U, K)
with valuesin the same metric space (E, d). We say that

e X, converges almost surely towards X , denoted X,, => X , if and only if

K({u, Xn(u) #= X(u)}) =0,

n—+4oo

e X, convergesin cost towards X , denoted X, £, X, ifand only if

K({u, d(X, (u), X (u)) > c}) o) 0 forany > 0.
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16 Marianne Akian

e X, convergesinlaw or weakly towards X , denoted X,, — X , if and only if

V(f(Xn)) —= V(X))

n—4o00
for any function f € C(E, D), the set of bounded continuousfunctionsfrom (£, d) to (D, §).

o If Cy(E,D) isreplaced by the set C{(E,D) of bounded and uniformly continuous functions
from (£, d) to (D, d), we say that X,, converges in weak-law towards X and denote it by

X, Y x.

The following definition generalizes the classica definition of equi-integrability to partialy or-
dered idempotent semiringsID.

Definition 24. A sequence X, of cost variablesis said equi-integrableif and only if

© V(X,®15x,,,0>k) — 0.
n,meN k—+4oc0

If D istotally ordered, dividing theintegral into the component where X,, < X,,, anditscomple-
mentary, we obtain &, men V (X, ® Ls(x,, 0)>k) = Pnen V(Xn ® Ls(x, 0)>+) and our definition
of equi-integrability correspondsto the classical one.

In the following we will need the notion of strong integrability which has no equivalent in pro-
bability or integration. It isintroduced in order to overcome the difficulty due to the non continuity
of idempotent measures or idempotent integrals over nonincreasing sequences. Indeed, if we consi-
der an integrable cost variable X, the sequence (X @ 15(x 0)>#)x iSNonincreasing and converges
10 X @ 15(x,0)=4c0 = 0 (Since X € D), but V(X ® L5(x 0)>x) May not convergeto V(0) = 0.
Therefore, the constant sequence X,, = X may not be equi-integrable (contrary to the classica pro-
bability theory). Note &l so that the equi-integrability of the sequence X, isequivaent to the condi-
tion V(X @ Ls(x,0)>k) —Fk—+00 0 fOr X = @, X, (indeed, V is additive and §(®,, X,,,0) =
sup,, 4(X,,, 0) by properties 1 and 3 of 9).

Definition 25. The cost variable X issaid strongly integrableif

V(X@ ]].5()(7@)2;;) k—>—+>oo 0.

An upper bounded cost variableisstrongly integrable. If X <Y andY isstrongly integrable, so
does X (sincex ® d(x, 0) ismonotone). A sequence X ,, isequi-integrableiff &, X, isstrongly inte-
grable. Then a sequence X, upper bounded by a strongly integrable cost variableis equi-integrable.
In probability theory, we often use the condition“ X, upper and lower bounded by integrablerandom
variables’, in place of the equi-integrability. Here, the lower bound isnot required since all numbers
are > 0 and the upper bound has to be strongly integrable.

Example 26. INR .« , acost variable X with cost density ¢ isintegrableif and only if  +¢% () is
upper bounded. It isstrongly integrableif and only if « + ¢% () —s— 400 —00 . If X isintegrable,
then (1 — ) X isstrongly integrablefor any ¢ > 0.

INRIA



Theory of cost measures : convergence of decision variables 17

Remark 27. In general (except if I is totally ordered) the set of strongly integrable cost variables
is not stable by the & operation and then it is not alD-linear space. Indeed, consider the semiring
(R max)? and thespaceU = R?withusua topology / and theidempotent probability K with density
¢ (u) = (—u?, —u3) foru = (u1,us). Then, the cost variables X (u) = (éu"f,—u yand Y (u) =
(—u3, Lud) ae strongly mtegrablewhereas Z(u) = X(u) @Y (u) = (2u, $ud) isnot strongly
integrable. Indeed, (X (u),0) = e34% | then V(X @ Lsx,0)>k) = (—logk, —2logk) —k 5400 0
WhereasV(Z® ]].5(27@)2;@) = (0, 0) 75 0.

5 Relationsbetween the different notions of convergence

The essential difference between idempotent probability and classical probability theoriesisthat the
cost convergence is stronger than the almost sure convergence. Almost al other differences will be
consequences of thisfact.

Propostlon 28. Let X,, and X denotedecisionvariableswithvaluesinthesamemetricspace (£, d).
Xn —>X|mpl|$X 25X
1 .
Proof. Weuse {u, X, (u) = X(u)} = U lim| U {u,d(X,(u),X(u)) > —}.Usingthe
n—s4oo k>0 N n>N k

properties of an idempotent measure, we have

1
KXo 4= X) = @ K(lim U {d(X0,X) > 1)) @

n—+4o00 k>0 N n2 k

. 1

< > =
< g b U (06, X) 2 1) ®

1

= li n, > —).
&, ims ® KX, X) 2 7) ©

. 1 . 1 .
Then, if K(d(X,,X) > E)n—:)mo'llglin?NK(d(XmX) > E) = ITILTT;OPK(CZ(X”’X) >
L oadk(X, /> X)=0. 0

k n—+4oco

Remark 29. The differences encountered with the classical probability theory were: @) (7) and (9)
are equalities instead of inequalities (=) because ¢ isidempotent, b) (8) isin genera an inequality
instead of an equality because of the non continuity of idempotent measures over nonincreasing se-
quences. Let X = (X,)nen be asequence of independent real- vaI ued decision variables on IR i,
with same cost density c(x) = z2. Then ¢ (2 = (z,)) = S22 2 and ¢ () # 0 = +oc implies

K
Tn —n— 400 0. Therefore X,, 25 0, whereas X,, /— 0. However, ani.i.d. sequence of random va-
riables converges amost surely to 0 iff each variableis amost surdly equal to 0. This shows how
much the idempotent a.s. convergence is poor compared to its classica equivalent.

Lemma 30 (“Fatou’slemma”). Let X,, and X denote cost variables.
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1LIfX, / Xamostsurdy thenV(X,) / V(X).

n—-4oco n—4oco

2. If Xgisstronglyintegrableand X,, Y\, X incost,thenV(X,) \, V(X)andX isstron-

n—+o0 n—+o0
gly integrable.
Proof. Property 1 isa consegquence of Proposition 21. For property 2, V(X ) is nonincreasing and
lim, V(X,) > V(X).Consider ¢ and £ > 0. We have
V(Xn) = V(Xa®1sx, x)<e)® V(X0 ®Lsx, 00<k @ Lsx,,x)>e) V(X0 @ Ls(x, 0)>)
< V(X ®@1Lsx, x)<e) D dp QK(§(Xn, X) > &) @ V(Xo® Ls(x,,0)>4)

where di; isdefined in (2).
UsingV(X,) = V(X) = V(X ®15x,,x)<e) and the propertiesof § and V , we obtain
§(V(Xn), V(X)) < max(6(V(X,®1sx, x)<e), V(X @ Lsx, x)<e))s

§(di @ K(3(Xn, X) > €),0),d(V(Xo® Ls(x,,0)>5), 0))

max(e, do (dg )d(K(6 (X, X) > €),0),5(V(Xo® Ls(x,,0)>k

IN

0))(10)

k),
For k large enough, the third termisless than ¢ . Then, lim sup,, , ., §(V(X,), V(X)) < ¢ when

X, E>X.Thisimplieﬁthesecond assertion of thelemma. O

Theorem 31 (“ L ebesgue's dominated convergence’). Let X,, and X denote cost variables.
1 1f X, 25 X, then lim inf V (X,) = V(X).
n——+00

2. If X, isequi-integrableand X,, — X , then ET V(X,) = V(X) and X isstrongly inte-
grable.

Proof. 1) Fromthemonotony of V' ,wehavelim inf, V(X,) > lim, V(Y,), whereY,, = Ap>n Xon.
Moreover, Y,, ishondecreasing and converges almost surely towards X , then the first point of pre-
viouslemmaimplieslim, V(Y,) = V(X) and thefirst point of the theorem is proved.

2) Since theconvergence in cost impliesalmost sure convergence, V(X ) < liminf,, V(X,). Let
us provelim sup,, V(X,) < V(X). We have

limsupV(X,) =lim| & V(X,)=lml]V(Yn),
n N n2N N
where Yy = @, >~ X, isanonincreasing sequence converging (at |east almost surely) towards X .
If now Yy convergesin cost towards X and Y; isstrongly integrable, point 2 of the theorem will be

a consequence of Fatou’slemma (Lemma 30).
Butd(Yn, X) < sup, >y d(Xy, X), then using the properties of § and K, we have

K(6(Yy, X) 2 &) <K( U {3(Xa, X) 2 ¢/2)) = & K((Xa, X) 2/2) —> 0,

then Yy £, X . Moreover, the equi-integrability of X, isequivalent to the strong integrability of
Yy = @nZO X, O
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Theory of cost measures : convergence of decision variables 19

In probability theory thereis an equivalence between the equi-integrability of a sequence X,, toge-
ther with its convergence in probability towards some variable X and the L! convergence of X,
towards X . Moreover, the mean convergence (L') is equivalent to the convergence of the expecta
tion of X, restricted to some subset A towards the expectation of X restricted to A uniformlyin A .
In “idempotent probability theory”, the mean convergence (L ') cannot be clearly defined, but the se-
cond equiva ent definition may be considered, and the equivalence proved in probability theory holds
for a certain class of idempotent semiringsD including R ;.

Theorem 32. Let X,, and X denote cost variables.
1. If X, isequi-integrableand X, i>X,thenX isstrongly integrable and

V(Xn®]lA)n—>—+>ooV(X® L4) uniformyin ACU (11)

2. Supposethat K has a density and that the distance d of ID satisfies:
(xRN y®A) =do(A)d(z,y) VA z,yeD.

Consider strongly integrable cost variables X and X,, such that ©, <y X, is strongly inte-
grablefor any N € IN. Then the following propositions are equivalent :

(8) X, isequi-integrableand X, £ x.
(b) (11) holds,
(©) sup (X, (u), X (u))do(c*(u)) — O.
uel n—4o00
Proof. 1) For the assertion 1, “Lebesgue’s dominated convergence” (Theorem 31) aready implies
that X is strongly integrable and V (X, @ 14) —n—400 V(X ®@14) forany A C U . Indeed, it
iseasy to show that X,, ® 14 EXxe 14 and that X, ® 14 isequi-integrable. In order to get the
uniformity with respect to A , we review the proof of Theorem 31.
Letusconsider Zy = Ap>n Xp ad Yy = @p>n X, ,wehave Z, < X, <Y, ,Yyisstrongly
integrable, Y;, decreases and converges in cost towards X (see the proof of Theorem 31) and 7,
increases and convergesin cost towards X (by the same proof). Since

S(V(X, ®14), V(X ®14)) < max(d(V(Y,®14), V(X ®1L4)),8(V(Zp ®1a),V (X ®1L4))),

it issufficient to prove (11) for Z,, and Y,, that isfor monotone sequences. For this, we use the same
decomposition asintheproof of “Fatou’slemma’. ForY,, weuse(10), (§(V, @ 14, X @14) > ¢ <
d(Y,, X) > ) and theobviousfact that Yo ® 14 < Yy . Then

Asu% S(V(Ya®14), V(X ®@14))
C
< max(e, do(dk)(K(5(Yn, X) > €),0),5(V(Yo® Ls(v, 0)>£), 0)), (12)

which implies the uniform convergence of V(Y,, ® 14) towards V(X @ 14).
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Since the previousinequality (12) only used X < Y,, < Yy, replacing X by 7, and Y,, and Yy
by X we obtain

sup 6(V(Z, ®14), V(X ®14))
ACU

< max(e, 8o (dx)5 (K(§(Zn, X) > €),0),8(V(X ® Lsx.0)5), 0)),

and V(Z, ®1,4) tendstowards V(X @ 14) uniformlyin A C U .

2) For the assertion 2, we have aready proved 2a = 2b. Let us prove the converse implication.
Suppose that (11) holds and let us prove the cost convergence of X,, towards X . Let ¢ be adensity
of K, we have

I(K(6(Xn,X) >¢),0) =4( D c(u),0) < sup d(c(u),0),

u,6(Xn(u), X (u))2e w,6(Xn(u), X (u))>e
and using the additiona property of § supposed in the theorem, we have
d(e(u),0) = 6(1,0)80(c(u)) = d(L,0)d (X, (u) @ c(u), X (u) @ c(u))/6(Xn(u), X (u)).
Then

(=%

(1,0)

I(K(§(Xn,X) >¢),0)

IN

sup I(V(Xn®1,),V(X®1L,))
u,6(Xn(u), X (u))>e

€
o(1,0
(1,0) sup d(V(X,®14),V(X®14)).
€ AcU

IN

Then, (11) implies X,, — X .
Let us prove now the equi-integrability of X,, . We have

I(V(Xn ® Ls(x, ,0)2k), 0)
< supd(V(Xn®1a), V(X ®14)) +6(V(X @ Ls(x,0,0)24), 0)- (13)
Moreover, §(X,,,0) < d(X,0) + (X, X), thenfor k' < k — 1, we have
Ls( X002k = Lsx,002k D Lo(x,0)<k @ Lo( X, X)>1
and
S(V(X @ Ls(x,,,0)5k), 0) < max(d(V(X @ Ls(x 0)>5), 0), do(di: )S(K(6 (Xom, X) > 1),0)).

Let usfix ¢ > 0. From the strong integrability of X , we can fix &’ such that thefirst term of the right

hand sideislessthan e . Since X, — X , the second term isless than ¢ for m large enough and the
second term of (13) islessthan ¢ . Then, from (11)

i @ V(Xa®Lsx,,0k),0) < sup §(V(Xn®Lsx,, 005k),0) < 2¢

n,m>ng n,m>ng
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for ng large enough. Now, the strong integrability of @©,,<,, X, impliesthat the previousinequality
holdswith ny = 0. Thisimplies the equi-integrability of X, .
Let us prove now 2b < 2¢. We have

§(V(Xn®1a), V(X®14)) < sup §(V(Xn@1quy), V(X @ 1quy))
ueA

with equality for A = {u}. Then

S 0V (Xn©14), VX @ L)) = sup 8(Xn(u) @7 (), X(u) @ 7 ()
= 21618(5()(” (u),X(‘u))50 (C* (u))
and 2b & 2c. -

Remark 33. If (11) is satisfied, X is strongly integrableand A,, and A are subsets of U such that
K(An AA) —1 5400 0 (Where AAB = A\BUB\A),thenV(X,,®14,) —noste V(X ®1L4).
Indeed, by (11) thisisequivalentto V(X @ 14, ) —n—+c0 V(X @ L4), thenweonly need to prove
that X ® 14, isequi-integrableand tendstowards X @ 1 4 incost. But X @ 14, < X whichisstron-
gly integrable, then X @ 14, isequi-integrable. In addition, J(X (u) ® L4, (u), X (u) @ L4 (u)) >
e>0impliesd(La, (u), La(u)) > e/do(X(u)) >0andu € A, A A. Hence,

K(O(X @14, X®14) >¢e) KA, A4) — 0

n—+40c0

and X ®@1,, S X @1, for any cost variable X .
Remark 34. Theformulaof point 2c may define a“mean convergence’. Indeed, the quantity

(X, Y) = sup (X (u), ¥ (u))do(c" u)

corresponds to the exponential of the L' “idempotent distance” defined in[11] forD = R .y . It can
be seen as the Maslov integral of §(X, Y') with respect to the (R*, max, x)-measure §, (K(.)) with
density dg(c*(.)). This distance can be generalized to the case of decision variables with valuesin
(E,d) by taking

(X, Y) = sup d(X (1) ¥ (u))do(c” ().

but this does not lead to properties equivaent to those of Proposition 58 for independent decision
variables.

Theorem 35. Let X,, and X denote decision variableswith valuesin the same metric space (£, d).
X, — X implies X, 25 X.

If X isaconstant decisionvariable X = a andD isconnected by arcs, then the conver se proposition
istrue.
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Proof. Consider abounded and uniformly continuousfunction f from (£, d) to (D, 4). The sequence
f(Xn) of cost variablesis bounded, thus equi-integrable. In addition, using the uniform continuity of
f,forany £ > 0 thereexistse’ > 0 suchthat z,y € F and d(z,y) < &' impliesd(f(z), f(y)) < .
Therefore, K(6(f(Xn), (X)) > ¢) X K(d(Xn,X) > €') —no400 0. Then, f(X,) &f(X)
and f(X,) isequi-integrable, which by the previoustheorem implies V ( f( X)) —n V(£(X)).
For the converse proposition, we suppose that ID is connected by arcs, then there exists a (uni-
formly) continuousfunctionfrom [0, 1] to [0, 1] suchthat £(0) = 0 and f(1) = 1 (if f iscontinuous
andtakesitsvauesinD then f A Liscontinuousand takesitsvaluesin[0,1]). Theng : £ =D, o —
f(min(d(z,a)/e, 1)) isbounded and uniformly continuousand such that 14, 4)>. = g(z). Then
K(d(Xn,a) > ¢e) = V(Lax,,a)y>e) = V(9(Xn)) n_>—+>ooV(g(a)) =0. O
In classical probability theory, the amost sure convergence implies the weak convergence. Here,
even if the cost convergenceis stronger than the almost sure convergence, it does not imply theweak
convergence, but only aweakened version of this convergence. Indeed, if X,, 22 X and f is conti-
nuousthen f(X,, ) 22 f(X) but thisisfalse for the cost convergence. In order to overcome this dif-
ficulty, we have to impose a tightness condition on the limit.

Theorem 36. Let X,, and X denote decision variables with valuesin the same metric space (E, d)
and suppose that X istight. Then

X, — X implies X, % X.

If X isaconstantdecisionvariable X = a andD isconnected by arcs, then X,, — X < X, —% X .

Proof. Let f : E — ID be abounded continuous function, then f is uniformly continuous on every
compact subset of £ and more generally, for any compact set C of £/, ande > 0, thereexistse’ > 0
suchthatif z ory € C'and d(z,y) < €' thend(f(z), f(y)) < €. Then,

{0(f(Xn), F(X)) 2 e} CH{d(Xn, X) 2 €'} U{X € C°}
which implieswhen X, Eox

limsup K(8(f(Xy ), F(X)) > ¢) < limsupK(d(X,,X) > ) PpK(X € C°) = K(X € C°).

n n

Taking theinfimum over all compact setsleads to the conclusion, if X istight. Thelast assertionisa
consequence of theprevioustheorem and thefact that aconstant decision variableisalwaystight. [

Remark 37. If the assumption “ X tight” is replaced by “the sequence X, istight”, the conclusion
holds again and X istight. Indeed, using

{6(f(Xn), F(X)) 2 e} C {d(Xn, X) 2 €'} U{Xy € C°},
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we obtain the conclusion of Theorem 36. If C' iscompact, X € C° isequivaenttod(X,C) > 0,
then

1
{X €0} CUn{Xn € CPU Upen M {d(Xn, X) > 7}

and

1
KX eC) <KX, e C)a® & AK(d( Xy, X) > ];).
n peEN* N
Since X, tendsto X incost, thelasttermisequal to 0 . Then, thetightnessof X, impliesthetightness
of X .

Remark 38. Theorem 36 may be proved using Theorem 35 if theweak convergence is equivaent to
weak-law convergence when the limit istight. This may be provedin (R U {—oco}, max, +) but not
in agenera semiring using the techniques of [3], that we do not devel op here.

Proposition 39. 1. In general, the almost sure convergence does not imply the convergence in
weak-law (thus does not imply the weak or the cost convergence).

2. In general, the weak convergence does not imply the almost sure convergence (thus does not
imply the convergence in cost).

Proof. 1) Consider thesemiring R ,in, theidempotent probability K on U = R withdensity ¢* (u) =
u? and the sequence of cost variables X, (u) = —1in (0,1/n] and X, (u) = 0 otherwise (we may
even use asmooth function of the same type). X, (u) tendsto0 for any winR thus X, 2%,0. Consi-
der thebounded (inIR min) uniformly continuousfunction f(z) = max(z, —1),wehaveV(f(X,)) =
V(Xn) = min(infocy<ijn u? — 1, infys1/n oru<o u?) = -1 oo V((0)) = 0. Thus, X,
does not tendsto 0 in weak-law.

2) For the second point, the proof isamost identical to the classical probabilistic case. Consider
U = {0, 1}", theidempotent probability K withdensity ¢* = 1 and X, : u ~ u, . Then X,, arein-

as.
dependent withidentical lawsand thus X, weakly convergestowards X = X, whereas X,, /— X .
Indeed, foru = (0,1,...,1,...),wehavec*(u) = 1, thenu € supp(K) = U and X, (u) = 1 and
X (u) =0. O

The last proposition illustrates again the fact that a.s. convergence is poor. The role played by the
a.s. convergence in probability is played here (in optimization) by the cost convergence. However,
as we will see in section 7 the same techniques may be used in order to prove cost convergence or
classical as. convergence. The weak convergence notions defined in classical and idempotent pro-
bability theory are similar and are related (in the IR ..., case) by large deviations. Let us finally note
that the weak convergence isin some cases equivalent to the epigraph convergence [3] for which a
wide literature exists[4, 5, 16].

The following equival ence table compares the results of this section with their classical probabi-
listic equivalent. Implications are denoted by simple arrows.
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decision variables random variables
as.
s #
cot — wesk-law | as. = proba =  wesk-law
_ T !
+tight
limit
weak weak
and if thelimitis constant :
cost <> weak-law < weak proba <> weak-law < weak
cost variables real random variables
equi-int. + cost equi-int. + proba
1 1+ assumptionson D 1
lim, V(X,®14) = V(X ®14) unif.in A lim, E(X, 14) = E(X14) unif.in A
1+ | + assumptionson D 1
“L /8o (K)" !

6 Characteristicfunctionsof decision variables(D = R,,.x)

Inthissection and thefollowing, we consider an IR ,,x-idempotent probability K on (U, & ) with den-
sity ¢*, and decision variables with values in a reflexive Banach space (E, [|.||). d will denote the
exponential distance on R ., and E’ the dua spaceof E'.

6.1 Characteristic functionsand the Cramer transform
For any decision variable X with valuesin £, we denote by [F(X') the Fenchel transform of the op-
posite of itscost density : F(X) = F(—c%). Then,for 6 € E',

F(X)(0) = sup (9, ) + €5 (+) = sup (0, X (u)) + (1) = V(9. X)),

where (#, X) denotesthecost variable (withvaluesinR) (6, X) : u — (6, X (u)) . Sincez — (6, z)
is a morphism from (E, +) to the multiplicative group (R, +) of R.x, F(X) corresponds to the
Laplace transformof X (or characteristic function) in classical probability theory. It will becalled the
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characteristic function of thedecision variable X . Neverthel ess, thereisno bijective correspondence
between laws and characteristic functions, except when ¢’ is supposed to be concave.

Beyond the anal ogy between probability and optimization, the Cramer transform introduced in
thelarge deviationtheory [6] yieldsto amorphism. Let usrecall itsdefinition. If 5 isthe set of Borel
setsof 7 and P isa(classical) probability measure on (£, B), the Cramer transform of P is defined

by
c(P) % F'(log(L(P))),

where £(P) isthe Laplace transformof P i.e. £(P)(0) = [ €'% =) P(dz) for § € E' and F' isthe
Fenchel transform from £’ to £ which isthe “inverse” of F : F'(c)(x) = supgep: (0, ) — c(0).
C can also be applied to positive measures which it transforms into |.s.c. convex functionson £'.
As the logarithm of the Laplace transform of any positive measure isal.s.c. convex function, C is
injectivein the subset of positive measures such that the Laplace transform has a nonempty interior
domain. Finite measures are transformed into finiteidempotent IR ,,;,,-measures (lower bounded | .s.c.
functions) and probabilitiesinto IR ,,;,-probabilities (functions with an infimum equal to 0).

Consider arandomvarigble X withvaluesin £ and denoteby Px itsprobabilitylaw and by C(X)
the set of decision variables X’ on (U,#) such that C(Px) = —c%. , thenlog L(Px) = F(X')
for any X' € C(X). Therefore, there is a correspondence between the characteristic functions of
random and decision variables. In addition, any linear continuous transformation of X corresponds
to the same transformation of X’ € C(X) ( AC(X) C C(AX) if A isalinear continuousoperator).
Thisishowever not the case for nonlinear transformations, so that theorems cannot proceed so easily
(viathe Cramer transform) from probability to optimization.

Finaly, if X and Y are independent random variables with vauesin £, then X’ € C(X) and
Y’ € C(Y) areindependent decision variables. Indeed, if Px y = Px Py thenC(Pxy) = C(Px )+
C(Py). Consequently X' +Y’ € C(X +Y). In other terms, we have for any probabilities P and P’ ,
C(P % P') = C(P) o C(P'), where x denotes the convolution and o the inf-convolution operator :
cod(z) =infyep(c(z—y)+c (y)). Then,if the Cramer transformwere continuous, the*idempotent
law of large numbers’ proved in section 7 woul d have been aconsequence of theclassical law of large
numbers, at least for cost densities that are images of the Cramer transform.

6.2 Convergence of characteristic functions

In this section, we exhibit some relations between convergence in law, in weak-law ... and conver-
gence of characteristic functions.

Proposition 40. If X,, isuniformly bounded in £ and X, N , then

F(X,)(0) — F(X)(0) Vo€ E.

n—-4o00
Proof. Supposethat X, -5 X and || X,, (u)|| < Rforanyu € U andn € N and let usfix 0 € £ .

Consider acontinuousfunction s from R to [0, 1] such that +(2) = 1 in (—co, 1] and 4(x) = 0 on
[2, +00) and denote¢ = log ¢ . Since f : & — (0, z)+¢(||2||/ R) isabounded uniformly continuous
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function from £ t0 R max, V((0, X»n)) = V(f(Xn)) —no+00 V(f(X)). But thisisaso trueif f
isreplaced by any function f; defined with £ > R instead of R sothat V(f(X)) isindependent of
k> R.Since(f,z) = supy fi(z), V(f(X)) = supg» g V(fx(X)) = V((0, X)) andtheconclusion
follows. N O

Proposition 41. Under the assumptions of the previous proposition, we have
F(X,) — F(X)

n—4o00
uniformly in any compact set of £’ and
F(X,)(0,) — F(X)(0) Y0, — 0ckE.

n—+oo n—+o0
Proof. Let usconsider thefunction fq(z) = (6, z) + ¢(||z||/ R). From the previous proposition, we
haveF(X,,)(8) = V(f3(X,)) forany n, F(X)(6) = V(fo(X)) and V(fs(X5)) —n V(fa(X)) for
any 0 € E' . Moreover,

S(V(fo(X)), V(for (X)) < doolfs, for)
S sup |6<9’x> — @(917£>|
lel|<2R
< 2R||0—9’||623ma>((||9||7||9'||) (14)

impliesthat & — V(fy(X)) isLiptschitz continuous on every bounded set of £, uniformly in X .
Thus, for any 6 € E’, §(IF(X)(0),F(X,)(0")) < ¢if nislargeenough and ||§ — ¢ < &’ small
enough. Thisimmediately implies the second assertion of the proposition. The first one is obtained
by extraction of afinite subcovering by balls of radiuse’ of any compact set. O

Using the same technique as above, we obtain the general result :
Lemma42. If X, % X and 0, — s 400 0 in E’ then
lim infF(X,,)(0,) > F(X)(0)

n—+4oco

Proof. Indeed, by the previous proof we obtain V (s, (X,)) —n—+00 V(fe(X)) for any R defi-
ning the functions f, . Since fy(z) < (6, ), we have

lim inf F(X,,)(6) > lmnf V (i, (Xa)) = V (Jo(X)
and by taking the supremum over R we obtain the Lemma. O

Remark 43. This property is one of the two conditions defining the epigraph convergence of |.s.c.
functions[5, 4, 16]. In [3], we have shown that the weak (or weak-law) convergence impliesthe epi-
graph convergence and isequivalent toit under thetightnesscondition. In addition, the Fenchel trans-
form is continuousfor the epigraph convergence (at least if £ has afinitedimension) only on the set

of |.s.c. proper (£ o) convex functions. Thus, if X,, has a concave cost density and X,, —s X ,
F(X,) converges in epigraph towards F(X ). However, thisis not the case for generd decision va
riables.
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As ageneralization of Proposition 40, we have

Proposition 44. If X, Y, X andif € B issuch that the sequence F( X, ) (¢6) isbounded inIR .
(i.e. upper boundedin R) for somet > 1, then

F(Xa)(6), — F(X)(0).
Proof. The propositionwill followsfrom Proposition 45 below if (8, X,,) is equi-integrable.
Let? > 1 besuch that the sequenceF( X, )(¢6) is upper bounded. Then

V(<9:Xn>+1(9,Xn)ZR) = sup (0,z) + ¢k ()
(6,2)>R

< FXG)00) + sup (1-0)(0.2)

< F(Xa)(t0) + (1 —1)R.

SinceF( X, )(¢f) isupper bounded and the second term tendsto —oo when R goesto +co , the equi-

integrability of (#, X,,) holds. O

Proposition 45. Consider anapplication f uniformly continuousfrom £ to R (not necessarily boun-

ded or uniformly continuousinto R ,,,,). If X, W, X and f(X,) isequi-integrable, then
V(f(Xn)) 2 V(X))

n—+4oco

Proof. Thefunction ¢y r(z) : R — Rpax, # — min(z, R) is bounded and uniformly continuous.
Then fr = g o f isbounded and uniformly continuous and V (fr(X,)) —n—+e V(Fr(X)).
From f = supp( fr, Weobtainliminf, V(f(X,)) > lim, V(fr(X,)) = V(fr(X)) for any
R > 0,thenlim inf,, V(f(X,)) > V(f(X)).

For the other inequality, we use = max(yr(x), z + 1.>r(x)), which leadsto

V(f(Xn)) = max(V(fr(Xn)), V(f(Xn) + 1r(x,)>R))

and

limsup V(f(X,)) < max(V(fr(X)), Slrllp V(f(Xn) + 15x.)>R))-

n

Thefirst termislessthan V( f( X)) and the second term tendsto 0 = —co when R goesto +oo
since f(X,) isequi-integrable. Thuslim sup,, V(f(X,)) < V(f(X)) and the proposition follows.
O

The set of ¢ such that F(X,,)(¢) isupper bounded is convex and contains 0. If 0 isin theinterior O

of this domain and X,, -5 X , then Proposition 44 impliesTF(X,, ) () —n—+c0 F(X)(0) for any
0e0.
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Proposition 46. If X,, and X have concave lawdensities, O(X,,) andQ(X) exist, andif there exists
an open neighborhood @ of 0 in E’ such that

F(X,)(0) — F(X)(0) Voe€O,

n—+4oco
then

0(X,) — OX) weakyinkE.

n—+4oco

Proof. By definition O(X) = Argmax,cp ck (z) (if itis unique), then if O(X) existsand ¢ is
concave, (#, O(X)) isthederivative of F(X) inthedirection ¢ at point 0. More precisdly,

(0,0(X)) = lim} F(X)(t0)/t = lim? F(X)(t0)/t.
t\,0t t 0~

Then,ift > 0and ¢ € E' aresuchthat td € O, limsup, (7, 0(X,)) < limsup, F(X,)(t0)/t =
F(X)(t0)/t. By taking theinfimum over ¢t > 0 weobtainlim sup, (¢, O(X,)) < (¢, O(X)) . Simi-
larly lim inf,, (#, O(X,)) > (6,0Q(X)). Since O is an open neighborhood of 0, it contains a open
ball centered in 0, thenfor any 0 € E’ thereexistst > 0 suchthat 6 and —¢'0 € O for 0 < ¢’ < t,
which from the previous assertionsimplies (¢, O( X, )) —n o400 (0, O(X)) forany 6 € E. O

From Propositions46 and 44, we obtain

Corollary 47. Let X,, and X be decision variableswith concave law densities such that O(X ,,) and

O(X) exist. If X, ¥, X and [F(X,,)(0) isupper bounded for any ¢ € O , where O isa open neigh-
borhood of 0 in £/, then O(X,,) o O(X) weakly in E' .
n—-+0oo

Until now, we have proved under some conditionsthat weak-law convergence impliesthe conver-
gence of characteristic functions. Let us prove a converse result in a particular case.

Proposition 48. IfF(X,,)() = 0 forany @ € E', uniformlyin ¢ bounded, then X, N

Proof. Sinceforany z € E, [|z|| = supge g o<1 (0, 2) , wehave

K(||Xnl|>€)= sup K{0,Xp)>e)<—te+ sup TF(X,)(6).
PeE! |6]|<1 DEE"||0]I<t
Then lim sup, K(|| X, || > ¢) < —te for any ¢t > 0 and by taking the infimum over ¢ > 0 we get the
proposition. O

Consequently, if X, isbounded with valuesin afinite dimensional space £, the cost convergence
of X, towards 0 which is equivalent to the weak convergence (Theorem 36), is also equivalent to
the uniform convergencein all bounded setsof E’, of the characteristic function of X,, towards0 =
IF(0).

Remark 49. If X,, isacost variablewithvaluesin Ik , then the cost convergence of X,, towards0 in
(R, |.]) isequivalent to that in (Rmax, d). Indeed, §(2,0) > ¢ < = > In(l +¢) or z < In(1 — ¢).
Then |z| > —In(l — &) = §(2,0) > ¢ = || > In(1 + &).
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7 Linear spacesI?(U,U, K, E) (D = Ryay)

We usethe notationsand assumptionsof the previous section and introduce* P -norms’. The anal ogy
of the structures (R*, +, x) and IR ,ax 0N the one hand and the Cramer transform on the other hand
alow to define two different types of “ LP-norms’.

Since a cost variable X is the equivalent of areal random variable and is positive, we may in-
troduce the “ L1-norm” of X (that is the distance between X and the cost variable 0) as the integral
of X 1 || X|l; = V(X) and then the“L?-norm” will be: || X ||, = V(X®?)® » where a® P denotes
the power p of a in the R, semiring, that isa®? = p x a. Then, || X||, = Zl) xV(pxX) =
% SUP,eg PT + Cx (2) = supgeg z + %C*X(JJ) A “LP distance” related to this LP -norm has been in-
troduced in[11]. It yieldsto an idempotent distance (up to thelogarithm) on the R ., x-semimodul e of
cost variables. Relationsbetween this P convergence and the other types of convergence are proved
in[11]. Moreover, the L.2-norm defined in thisway isin relation with the “ scalar product” of Maslov
[19] or Samborski [22]. However, it does not lead to a good notionto prove thelaw of large numbers
[23]. For this purpose, we introduce another “ L? -norm” related to the classical one by the Cramer
transform.

Consider ared random variable X € L%(Q, .4, P). Its L2-norm may be calculated by differen-
tiating the logarithm of its Laplace transform £(X) :

X153 = Var(X) + (E(X))?
Var(X) = 3105%05()() s
E(X) 6loga§(X) g

Using the rel ations between random and decision variablesdescribed in section 6.1, we may state
for adecision variable X withvaluesinR :

H2F(X) OF(X) E

X|3 = 15

H ”2 90* ‘ 0 ( o0 9:0) ( )

Unfortunately, (15) does not proceed to a norm on the linear space (in the usual sense) of decision
as.

variables. For instance, if ¢ (z) = —2|z|% then X # 0 but F(X)(0) = 1[]* and || X|]» = 0.

One of thereasons for which this could not occur in Probability isthat even if %|m|§ isal.s.c. convex
function, itisnot theimage of aprobability by the Cramer transform. The space of |.s.c. convex func-
tionsis much larger than the space of probabilitiesand the L? norm we have to construct has to be
more selective. Let usfinally note that (15) isequivaent to || X |3 = o2 + (O(X))? wherg, if ¢’ is
an u.s.c. concave function, O(X') = Argmax, g ¢ and

F(X)(0) = (0, 0(X)) + %(00)2 + o(6?)
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whichisequivalent to

1z —0O(X)

cx (2) = —5( )? +o((z — O(X))?). (16)

o
Then, || X||2 = 0impliesO(X) = 0 and o = 0, but it may just mean that ¢ isnot in the order of
x2in 0 but only of P with 1 < p < 2. However, if weimpose the condition
. 1z —0O(X)
e (@) < —5(——

on the entire space IR , then O(X) = 0 and o = 0 imply ¢% () = —oo except in 0, that is X = 0.
The following result, already provedin [3] for £ = IR , showsthat thisleads to anorm on the linear
space L? of decision variables such that (17) holds.

) (17)

Proposition 50. Let (U, U, K) be a decision space over R ., (0r by a change of signs R i) such
that K hasa density and let (E, ||.||) be a Banach space. Then, the numbers

_1(||$—©(X)II
P o

def

|X|, = inf{o, ckx(z) < P}, (18)

def
X1l = Xl + OX)|
define, for p > 0, respectively a seminormand a norminthelinear space .7 (U, U, K, E) of classes
(for the %= relation) of decision variables with values in £ such that the optimum Q(X) is unique
and | X |, isfinite.
Moreover, O isalinear continuous operator fromIL? (U, U, KK, E) to E .

Between thelocd condition (16) and the global condition (17) an intermediary condition may be
useful. For instance if (17) is satisfied only in the ball B(O(X),¢) and ¢ is concave then ¢k <
—6(L(z — O(X))) where ¢(z) = ’”2—2 for[z] < &' = Sandg(x) = &'lz| - § otherwise. If ¢ is
fixed, this condition does not lead to a norm for the same reason as (16). However if ¢’ isfixed, that
is¢ isfixed, thisleadsto anorm.

Proposition 51. Consider a symmetric quasiconvex functioné : £ — R*, thatis¢(—z) = ¢(z)
and

o((1 —t)x +ty) < max(é(z),o(y)) Va,y€ E, t€0,1], (19)
such that :

é(z) = +oo when ||z|| = +oo, (20)

é(x) =0 <& x—0. (21)

Then, the numbers
. 1
Xl £ inflo,cx () < —o(=(z — O(X)))}

1XMls = 1Xls + IOX)]I;
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define respectively a seminormand a normin the linear space IL.¢(U, U, K, E) of decision variables
with values in E such that the optimumQ(X) isuniqueand | X | 4 isfinite.
Moreover, O isalinear continuous operator fromL¢(U, U, K, E) t0 E .

Proof. Let usfirst note that from (19) and (21), ¢(0) = 0 and¢t € R+ +— ¢(¢x) isnondecreasing.
Then
1
o> X[ = k(@) <—¢(—(x-0X)) VeelL (=02]X]y)

& VEx-ox) <o=1 (22)

—q

& V(X - 0(X)) =0
If thereexistso > 0 and O(X) € E suchthat (22) holds, thenby (21), ¢’ (z) < 0 forany z # O(X)
and ¢ (z) isfar from0if  isfar from©Q(X), hence O(X) istheuniqueoptimumof X . Thisimplies
that X € L?(U,U,K E) if and only if there existsoc > 0 and O(X) € E such that (22) hold.
Moreover, | X |, isthe smallest o such that (22) holds.
If X e LY(U,U, K, E), e Rand o > | X |4, then by symmetry of ¢
1 1
A (AX —A0(X))) = V(e(—(X - 0(X))) <0,

[Alo o

V(g(

therefore AX € L¢(U, U, KK, E), O(AX) = AO(X) and [AX |4 = |A||X]s.
If XandY € LU, UK E), 0 > |X|gando' > |Y]s, X' = (X —O(X)), V' = L(Y -
O(Y)), then

V(max(¢(X'), ¢(Y')) = max(V(g(X')), V(¢(Y'))) < 0

and by (19) (witht = —2)
1

o+ o'

¢( (X +Y)(u) = O(X) = OY))) < max(¢(X'(u)),¢(Y'(u))),

hence

V(o (X +Y = 0(X) - O(V))) £ 0

and X +Y e LYV, U, K E), O(X +Y) =OQ(X)+OY) and [X + Y]y < | X|s + [Y]s.
ThereforelL.?(U, U, K, E) isalinear space, |.|4 and ||.|| s are seminormsand O isalinear operator

fromIL¢ to E . Moreover, || X ||, = 0 and (20) imply ¢% = 1, thus X £ 0. Then ||.||4 isanorm and

O istrivially continuous. |

Remark 52. The previousresult may be generalized to asemifield D satisfying the conditions of sec-
tionl. Let ¢ : E — [1,4D)] beasymmetrical function such that

o((1—t)z +ty) 2 d(z)Bo(y) Vz,ye E, te0,1],
VaeD3IA >0, st.¢(z) =a when [z >A,
é()=1 < z=0.
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If thereexist O € E and o > 0 such that V(¢(2(X — 0))) < 1, then O isunique and independent
of o. Indeed if O’ and o’ also satisfy V(¢(% (X — O'))) < 1, then using the same technique as in
the proof of the subadditivity of |.|, and using the symmetry of ¢, we obtain ¢ 2;3,’) < 1 andthen
O = O'. Notethat inthe proof of Proposition51, the bicontinuity of ¢ in0 wasonly required in order
to prove that the element O isequal to the optimum Q(X). Let usstill denote by O(X) thisunique

eement if it exists. The numbers

Xle & inflo, V(=X ~O(X)) < 1)
X[l £ 1X]s + O],

define respectively a seminorm and anorm in the linear space L.¢(U, U, K, E) of decision variables
withvaluesin E such that O(X) existsand | X |, isfiniteand @ isalinear continuous operator from
L#(U,U, K, E) to E . The proof isidentical to that of Proposition 51. The existence of inverses for
the ® law isrequired to provethat ||.|| 4 iSanorm.

Example 53. The conditionsof the previous proposition are satisfied by the composition ¢ = f o ¢
of anondecreasing function f fromR*+ to R+ and a positive convex function+ such that both f and
¥ satisfy conditions (20,21). For instance, if wetake ¢(z) = ||z|| and f(z) = Zl):pp thisleads to the
Proposition 50. If we teke now f(z) = o forz < eand f(z) = Je + P~ (z —¢) forz > ¢,
then adecision variable X with concave cost density ¢% belongsto IL¢ iff acondition of type (17)is
satisfied ontheball B(O(X), o) only. These functions f define other IL? spaces that we denote L2
and which contrary to preceding ones satisfy the inclusion propertieslL2 C L? whenp < ¢ and
e <1.

Remark 54. In [2], we introduced the sensitivity of order p > 1 of rea decision variables (£ =
R) which is, for p = 2, the equivaent of the standard deviation in Probability. As it was aready
pointed out, this cannot be used for the definition of Z?-norms. However, we may definein £ =
R” the variance-covariance matrix as the second derivative of F(X) : F(X)(#) = (6,0(X)) +
$(Var(X)0,0)+o(||0]|%). If c isconcave, it may also bedefined asthe non singular matrix Var(X)
(if it exists) such that ¢ (z + O(X)) = £(Var(X) ™'z, z) + o(||z||*). However thismay not be ge-
neralized for p # 2.

Remark 55. If we consider the limit of the condition (18) when p tends to infinity, we find || X —
O(X)|] < o inthe support of K, i.e. dmost surely. Thus the “limit” of IL? space is the space of
amost surely bounded decision variables such that ©(X) exists. Unfortunately the condition“O(X)
exists’ isin genera not linear. Then, the good I.°° space isthelinear space of almost surely bounded
decision variables endowed with the norm || X ||oc = sup, gqupp(x) [ ()|, in which X may not
have an optimum.

Let usgiveadua characterization of the L? norm.

Proposition 56. Let ||.| denotes the dual normon £, [|0]| = supy, <1 (¢, 2),p > 1and 1/p +
1/p’ = 1. Then, theseminorm|.|, . of L2(U, U, K, E) satisfies -

. 1 ' _
| X|p.e =inf{o, F(X)(#) < (0, 0(X)) + E”O’@HP for ||of|] < P71},
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More generally, let ¢ beal.s.c. convex function satisfying the condition of Proposition 51, with Fen-
chel transform (). Then, the seminormof 1.¢(U, U, K, E) satisfies

|X|p = inf{o, F(X)(0) < (0,0(X)) + F(¢)(ch) V8 € E'}.

Proof. Thelast characterizationisevident sincethefunctionc’; islessthananu.s.c. concave function
Y iff itsu.s.c. concave envelopeislessthan ¢ . Now, if ¢(z) = f(||z||) with f : Rt — R+ al.sc.
convex function, then F(¢)(6) = F(f)(||6]]) and for the function f defining L2 : f(z) = %xl’ for

z <, f(z) = ;ef + PNz —¢) forz > ¢, wehave F(£)(0) = ]%HP' + Xg<er—1, Where x 4
denotes the characteristic function of theset A inR 5 . O
Remark 57. By this characterization, we see that L? norms of decision variables (for p > 1) are
related by the Cramer transform to LP' norms of random variables. However, for p < 1, the L?
norms of decision variables do not correspond to any norm of random variables. Indeed, if c% isa
concave functionin L? withp < 1 then X isconstant. Let usfirst recall that the Cramer transform of
the Gaussian law, on IR for instance, of center m and standard deviation ¢ isthe quadratic function

MZ, (x) = (’”2‘0’2)2 ,suchthat O(M?, ) = mand |M?, |2 = o . Moreover, if X isarandomva-
riable on R with expectation m and standard deviation o, thenlog £(X)(0) = m0+ 3(c0)* + o(6?)
and thus | X'|, > o forany X' € C(X) (see section 6.1 for the definition of C(X)). If X hasno se-
cond moment but has a moment of order 1 < p’ < 2, then the fractiona derivative of order p’ of
log £(X) existsin 0 and isrelated to the L?' norm of X — m. Moreover, up to some constant factor,

itissmaller than | X[’ for any X' € C(X).

Proposition 58. If X andY € IL?(U,U, K, E) areindependent decision variables, then

I

1 1 1 1
IX+Y], < (XI5 +[Y[5)? forp>1and];+]7:1 (23)

X +Y|, < max(|X|,,|Y],) forp<L.

Theinequality (23) isalso truefor theseminorm|.|, . of L2(U,U, K, E) withe > 0.

st

Proof. Consider X and Y inlL?(U,U, K, E), o > |X|, and o’ > |Y|,.Let " = (o + (/)P )%
if p > 1and " = max(c, o) if p < 1. By the Holder inequality for p > 1 and the inequality
(x4 y)f <af +yP forz,y>0andp < 1, wehave

(X +Y)(w) ~OX) —OM)[| o [X(w) - O], o V() — O

11 !

o

1Y (1) = Ol s

U-II — 0-// o o
|

< P +
- ( o ) ( (o
then by the independence of X and Y we obtain

(X +Y) - 0(X) - O]

11

L

V(p .

)F) <0.
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Another proof of (23) when p > 1 consistsin using the characterization of Proposition 56. If X
andY €L?, 0> |X|s,0 >|Y]|s and X and Y are independent, we have

FX +Y)(0) = F(X)(0) + F(Y)(0) < (0,0(X) + O(Y)) + F(¢)(¢"0)
and o’ > | X + Y|, if F(¢)(00) + F(¢)(0'8) < F(¢)(c"8) forany 6 € E’. Thisisthe case if
F(8)(0) = Z{|0]F" + xjsj<er— ad o? + " = o"" (0 < £ < +00). Then, (23) holds for the

= o
seminorm ||, . . O

Using the same proof, we can generalize the previous result as follows.

Proposition 59. Let ¢ beal.s.c. convex function satisfying the condition of Proposition 51 and  be
a commutative and associativelaw on Rt such that = + z ¢ y isnondecreasing and continuous and

F (@) (o) + F(8)(c'0) < F(¢)((0 00')0) Vo,0' €RT € E. (24)
Then for any independent decision variables X and Y € IL%(U, U, K, E), we have
X+ Y]y < [X]po|Y]s

If¢(z) = f(||z||]) with f : RT — R* al.s.c. convex function, then (24) issatisfiedif x isdistributive
with respect to < and

F(H)o)+F(f)e) < F(f)lood') Voo €RT.
Let usnow comparethe” L? -convergence” withthe convergence notionsof the previous sections.

@
Definition 60. We say that X,, convergesin L?-norm towards X , denoted X, L% X, if X, and
X e LU UK E)and || X, — X]|s — 0.

n—4oco

P oo
Theorem 61. If X,, and X € Lé(U,U, K, E) (resp. .°°) and X,, > X (resp. X,, = X), then
Xn £, X . Conversl y, the cost convergence does not imply the convergence in IL.? or IL2-norm.
Proof. Sincethe cost convergence of X, towards X isequivalent to that of X,, — X towards0, we

restrict ourselvesto the case X = 0. Supposethat X, IL—d>> 0. We have O(X,,) —n—+400 0 (in E)
and | X, |4 —>n— 400 0, Whichimpliesthat for any o > 0 V(¢(2 (X, — O(X,)))) < 0 for n large
enough. Let usfix ¢ > 0. For n large enough, [|O(X,)|| < /2, then

K(IXal 2 2) S K(IXn - O(Xa)] 2 £/2)

< =t 6la) + V(62X — O(X.))
SRR

Then, by property (20) of ¢ , K(|| X, || > €) —no4c0c —00 = 0.
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If now X,, 250, then for any o > 0, K(|| X, || > o) = 0 for n large enough and X, =50.
We prove now that the converse propositionisfalsefor I.? with p < +oo . Let us consider inde-
pendent real (£ = R) decision variables with cost densities

. (@) = —nlzfP+n'"P —n7'7P for|z| > 1/n

= —|z|’/n otherwise.

Weget K(|X,|>¢) = —ne? + n?P —n=17Pif 1 /n < e, then K(| X, | > &) —n— 400 —00 and
z1)7} then

Xn —50.1n addition, O(X,) = 0 and [ X, |, = inf{o,ck (z) < —%,( )P}
|z |P zP zP n
Xnlp)? = sup ———— =max( sup —, sup = -,
{ |;0) e (z) (ogxgl/n %ij e>1/n p(na? —nl—r + n—l—p)) D

then X, € L? and || X, ||p —n—+00 +00. Moreover, since || X, |, . = || Xn|l, . theresult isthe
samefor 1L .
Now for IL*°, we can consider

cx, () = —log(n |:|) fori/n<|z|<1

= 4o forjz|>1
= 0 otherwise

Then || Xn|leo = 1, K(|Xn| > €) = —log(ne) if 1 > e > 1/nand K(| X, | > €) —no 40 —00 =
0. Therefore X,, — 0 but X,, doesnot tend to 0 in L°-norm. O
Remark 62. In order to prove the LP convergence from the cost convergence, we may need, as in

classical probability theory, a new equi-integrability condition associated to our L?-norms, distinct
from that of section 4. For instance, we may define

[Xlg.a = inf{o, V(8(-(X ~ O(X))) @ 14(X)) < 1)

and || X||ga = |X|ga + [|O(X)|l. However, the conditions || X, [|¢ {)|x..||>k} — k=400 0 UNI-

formly in n (equi-integrability with respect to our ¢ norm) and X, £, X donot imply X, L—¢>X .
Indeed, if inthe previous counter example ¢ (x) isreplaced by +-co on [z| > 1, then || X, [|o = 1,
X, isequi-integrableand the other propertiesare identical .

Let us summarize the additional convergence relations proved in the last two sections. In the follo-
wing table, implications are denoted by ssimple arrows.

RR n° 2611



36 Marianne Akian

decision variables random variables
P P
it 11 + equi-int.
cost proba
! N !
+unif. and
congt. limit
weak-law — Fenchel cv. | weak-law — Laplace cv.
+bounded +bounded
hV
Fourier cv.

Asan application of thepreviousconvergencerel ations, we obtainthelaw of largenumbers. Thus,
the LP-convergence appears to be the good notion for proving the idempotent equivalent of the clas-
sical theorems of probability.

Theorem 63 (Law of Largenumbers (Quadrat [23, 2])). Let X,, denote a sequence of indepen-
dent decision variables with values in £ and with identical cost density ¢, . Suppose that X,, €
LP(UU,K, E) with0 < p < +oo or LE(U, U, K, E) withp > 1 ande > 0, then

which impliesthe cost, almost sure and weak convergence.
If weonly supposethat F(X) = F(c%) isdifferentiablein 0 with (dF(X), §) = (¢, O(X)) , then

1N—l
= — Xn X),
Sy an::o == O(X)

— 400

where the convergence hold in cost, almost surely and weakly.
Proof. For thefirst assertion, wehave O(Sny —Q(X)) = 0, sothat we can consider thecase O(X) =
0 only. But by Proposition 58, we have |Sy|, < |Xo|,/N/? forp > 1 and |Sx|, < |Xo|,/N for

p < 1. Then, |Sy|p —rn—+00 0 in any case and by Theorem 61, Sy £, 0. For the same reasons,
thisresult holds for the L2-normwithp > 1 and € > 0.
For the second assertion, we use F(Sy — O(X))(0) = NF(Xo)(£) — O(X) — N 400 0 UNi-

formly in é bounded, then using Proposition 48 we obtain Sy N O(X). Then, the results of sec-
tion 5 imply that the convergence a so holds amost surely and weakly. O
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The previousresult may betranslated intermsof an optimal control problemasfollows. Let usconsi-
der the problem in R i, instead of R, and write ¢ instead of ¢% . Then,

N-1 N-1
p— p— 1 o n —_— 1 -
Ky =s)= . of HZ:% c(an) YO o O)IHOf yv)=s 2 e(N(y(n + y(n))).

If we consider now the optimal control problem with final cost f :

ov(a) = int 3 N {aln 1) = yl) + S(N)

weobtainthat vy (z) = V(f(z + Sn)) and theweak convergence of Sy towardsO(X ) means that
for any lower bounded continuousfunction f : E — R i, Wehavevy () — N 400 f(2+0(X)).
Thisresult may have been proved directly. Indeed, consider N (y(n+ 1) —y(n)) asthediscretization
(with step 1/N) of the derivative of some trgjectory x(t) attimet = n/N € [0, 1]. Thefirst term of
the infimum defining vy isin the order of N fol c((t))dt. Then, the second term is negligiblewith
respect to the first one and does not influence the optimal trajectory. If now ¢ has a unique optimum
O(X) (whichisaconseguence of the assumptionsof the law of large numbers), the uniquetrgectory
startingfrom 2 and minimizing thefirst termisz(¢t) = z+tO(X) whichleadstothevaue f(z(1)) =
f(z + O(X)) for thelimit of vy (z).
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