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Abstract

We present in this paper some especial procedures for the numerical solution of the
optimal schedule problem of a multi-item single machine. A method of discretization
and a computational procedure are described which allows us to calculate the solution
in a short time and with a precision of order k, being k& the size of the discretization.
The principal feature of this method is the fact that the nodes of the triangulation
mesh are joined by segments of trajectories of the original system. This feature allows
us to obtain the k-order precision which, in general, is impossible to obtain by usual
methods. We also develop a highly efficient algorithm that converges in a finite number
of steps.

Résumé

On présente ici quelques procédés spéciaux pour la solution numérique du probleme
d’optimisation d’un systéme de production qui est composé d’une machine multi-
produit. On introduit une méthode de discretisation et un procédé computationnel,
qui permetent d’obtenir la solution en employant des petits temps de calcul et avec une
précision d’ordre k, étant k la mesure de la discretisation. La caractéristique principale
de cette méthode est le fait que les nodes de la triangulation sont unis par des segments
des trajectoires du systeme originel. Cette caractéristique permet d’obtenir la précision
d’ordre k, laquelle en général, est impossible d’obtenir par les méthodes habituelles.
On a développé aussi un algorithme computationnel tres efficient qui converge dans un
nombre fini des pas.

Keywords: scheduling problems, quasi-variational inequalities, Bellman equation, nu-
merical solution.

AMS Classification: Primary:  90B30, 90B35, 90B05, 90B10
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1 Introduction

We present a fast numerical method to optimize the production schedule of a multi-item
single machine. Our objective is to find an optimal production schedule that minimizes a
functional J, which involves instantaneous and switching costs and has the following form

" f(y(s)rafs)) e ds + g(dion, di) e | 1)y

J(a(-)) =2
=1 \oi_
For each d € D = {0,1,...,m} and z € @ = ][0, M:], we define the value function
1=1

Us(z) = inf {J(a(") : of) € A%}, (2)

which is the minimum cost of operation starting from the initial state z and the initial state
of production d. We denote A? the set of admissible policies starting from those initial con-
ditions. '

Our objective is to find, for each £ € @ and d € D, an optimal schedule &(-), i.e.
a(-) € A2, such that J(&(-)) = Ug(z). (3)

In [10], we can see how an optimal feedback policy can be found in terms of the optimal cost
function U . This work presents a numerical method which allows us to calculate U; with

a fast procedure.
Related results can be seen in [1], {2], [12], [13].

The more important properties of our method are the followings

o The discrete approximations have precision of order k.
e The iterative algorithm converges in a finite number of steps.

e Each step involves the solution of a linear system, which can be solved in a very efficient
ad-hoc form.
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2 Description of the control problem

2.1 Description of the production system

At any time the machine is either idle or producing any one of m different items. We will
denote by

e d = 0 the idle state of the machine
e d=1,...,m, when it is producing item d.
For each item d = 1, ...,m; we define the problem data as follow
e r4 the demand by unit time of item d
e p; the production rate by unit time at the machine setting d

M, the inventory capacity constraint of item d

q(d, d) the switching cost of the machine from state d to d

¢ f(z,d) the instantaneous inventory-holding/production cost

o ) the discount rate.

We will always assume the non zero loop-cost condition: 3go > 0 such that for any closed
loop do, dy, ..., dp, dpt1 , With dog = dpyy , p < m, we have

iq(di,di—l) > qo (4)

and we suppose that the following conditions are verified
q(d,d)y>0 Vd#d, q(dd)=0 VdeD, (5)
o(d,d) < g(d,d)+q(dd), Vd#d#d (6)

In addition, we assume that the switching time is small enough to be disregarded and that
the following condition, under which a feasible schedule exist, holds

m
-

s

< 1. (7)

3

d

(e XA T
In fact, we will always assume only the sign ”<” holding in (7), because condition Z p-d =1,
d=1 Pd
: o~ T ..
forbids the machine to be in the idle state except for a total time r = Z p—d, and this is not
’ d=1 Pd
a reasonable condition for a problem with infinite horizon.



2.2 The set @ of admissible states 3

2.2 The set () of admissible states

Let yq4(t) be the inventory level of item d at time ¢, starting at y4(0) = z,. Therefore, for
the global state "y” of the system, we have

_y(t) = (yl(t)a ...,ym(t))
(8)
(yl(o)’ )ym(o)) = (1:1’ RX3) .’l:m).

As neither backlogging nor production over the capacity constraints are allowed for the
inventory state yq, the following restriction holds

0 < Yd < Md, Vd = 1,...,m. (9)

Let us divide the z; values into three categories

JJ,':-O,
0<z; < M;, (10)
.‘17,'=M".

A point z is classified using an m-tuple of digits a(z) = (ay, ..., am), where

z; =0 = a; =0
0<17,'<M,‘ = a; =1 (11)
z, = M, = a; =2

Let us define
['(a1,...,am) = {2 : a(z) = (a1,...,am)} .

The set @ of admissible states comprises only the set of points with at most one zero
component; because if we start from other points that do not verify this condition, we
cannot avoid the shortage of at least one item, i.e.

Q@ =J{T(a1,...,a,...,ax) : at most one component a; = 0} . (12)

Let us denote with dQ* the points of Q that are not admissible, i.e.

aQ* =J{Ma1,..vai,...,an) : at least two a; = 0} .

If we denote with €2 the interior of Q, we have

Q={r : 0<z; <M, i=1,...,m}=T(1,..,1). (13)
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2.3 The evolution of the system

For any step function a : [0,00) — D from the definition of r4, py, the following equation
of evolution holds

W — alat)), (14)
where :
9(a) = (g1(@)s -, gm(a)), (15)
being |

—Td if 75 d,

gi(a) =
ps—rq HHa=d

Remark 2.1 Since g is piece-wise constant, the equation (14) has global solution for any
control policy. At the same time we always suppose that the function f is uniformly Lipschitz-

continuous in @, Vd € D.

2.4 The set A¢ of admissible controls

Ar admissible schedule is characterized by a sequence of pairs {6;,d;}, where 6; is a generic
switching time, _
0500591 <...<0{<9,’+1 < ... . (16)

and d; € D; d; # diyy; 1 =0,1,... is the state of production in (8;,6:41] .
For each z € Q, d € D, we denote A? the set of all admissible schedules with initial state =
and initial machine setting d :

A ={a() = {0,4}32, : do=4d, y(t) € Q Vi€ R*}. (17)

In other words, we will consider sequences {6;,d;} such that the associated trajectories
remain in @, Vt > 0.

2.5 The optimal cost function U

We consider the cost function defined by (1) and the optimal cost function U(z), U is a vector
with components Uy, defined in (2). By virtue of the properties of the dynamical system
studied, some properties of regularity for functions Uy hold; in particular, they are locally
Lipschitz continuous. On each compact subset of €1, the Lipschitz coeflicient is independent
of the parameter A. This property is crucial for the estimation of the rate of convergence
of the numerical solutions and also for the study of the optimization problem with the time

average criterion.



3 Properties of the optimal cost function

Hypotheses (5), (4), (14), together with feasibility condition (7), allow the proof of strong
regularity properties. These properties are detailed in section 3.1. The proof of these prop-
erties can be seen in [10].

Preliminary remark: The feasibility condition (7) implies a property of controllability
that plays a key role to prove that the optimal cost function is bounded and locally Lipschitz-
continuous. These properties are described in the following sections.

4

3.1 Property of local boundness

Property: To find the policy that realizes the minimum value Uy(z), it is enough to restrict
the election to those policies that verify

J(a(-)) < Cy (1 + % + (log(d(z, aQ+)))') . (18)

In this form we can obtain an estimation for the density of switching points. This estimation
only depends on the initial point of the trajectory.

Theorem 3.1 Let
T = max (f_ >, — M; , 2 max (Ml>> , (19)

1=1 p'
where

Let . € Q,d € D and @ be an optimal policy fgr the initial conditions (z ,d). If we denote
by v, the number of swilchings in [0,T] of &, v, vertfies

r;
P:

vy <T (1 + (tog(d(z, aQ+)))") . (20)
Theorem 3.2 U is locally bounded, i.e. 3Cy > 0 such that
"0 < U(s) < Cy (1 + 5 + (log(d(s, aQ+)))') , VzeQvdeD. (21)
U is unbounded in neighborhoods of 8Q+ and 3¢ > 0 that satisfies the following inequality

Us(z) > c(log(d(z, 3Q*))) ", VzeQ,vde D.
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3.2 Property of local Lipschitz-continuity

Theorem 3.3 U s locally Lipschitz continuous, i.e. 3 a non-increasing function L(-) such

that Yz € Q, V'€ @, Vde€ D
[Ua(z) = Us(2')| < L(n) |}z ~ 2], (22)

where

7 = min (d(x,8Q+), d(zl,aQ+)) :

Remark 3.1 From Theorem 3.3 it results that U is uniformly Lipschitz continuous outside
any neighborhood of dQ*.

3.3 Construction of an optimal feedback policy
We define

SHU)(z) = r?;éi;l (q(d, d) + U‘;(x)) z€Q,deD. (23)

The optimal cost function and the operator S¢ can be used to define an optimal control
policy in the following way (see [10]).

Theorem 3.4 For any state (z,d), there exists at least an optimal control policy a(-), i.e.
Ua(z) = J(a(-))- (24)

An optimal feedback control policy & = {60;,d;}ic, € A2, can be obtained in terms of Uy in
the following way:
00 = 0, do = d

and recursively

0 =min{t > 01 : U, (y(t) = (S%2(V)) (8(2))},
' ’ ' (25)

de{deD : d#diy, (S4(V)) (4(6)) = Va(u(6) + q(dir,d) }

Theorem 3.5 Let T be given by (19), then there exists L,, > 0 such that Vz € Q,Vd €
D, Vi € D it is verified

m({t € {0,T] : azq(t)=1})> Ln. (26)



4 Dynamic programming solution

The Dynamic Programming Principle allows us to obtain the Hamilton-Jacobi-Bellman (H-
J-B) equations associated to this problem, either in integral form or in differential form, and
its boundary conditions. The proof uses classical techniques and it will not be included here
for the sake of briefness [6].

4.1 The H-J-B equation,iri integral form
Theorem 4.1 For each d € D and z € , the following conditions are verified
Us(z) < SUU)(z) =z€9,deD, (27)

Us(z) < /f(y(S),d) e ds+ Us(y(t)) e VI>0/y(t)=z+1tg(d)eQ. (28

If furthermore, for some point x € Q, a strict inequality holds in (27), then there exists
tz > 0 such that

Uy(z) = / Fly(s),d) e ds + Us(y(t)) e™ Vo<t <t,. (29)

4.2 Boundary conditions for the H-J-B equation

Since the system is constrained to the set @, conditions involving the values of function U
appear on the boundary of @ (see [10], [12], [13]). This conditions depend only on the values
of U and they do not involve its derivatives - as occurs in problems with continuous controls,
where constraints concerning the values of the Hamiltonian appear (see [4], [19]).

Definition 4.1
7§ =U{l(a1, ... a4y .cyam) : aga =2} NQ,

a

(30)
v, = LaJ{F(a,, ey gy ey @) ¢ ag =0} Q
and -
8Q.= (vwu). (31)
i=1
Theorem 4.2 In 3Q). the following boundary conditions are verified
Ufz) = (SU) (z) Vzen;, Vi#d, (32)

Uie) = (SH) (2)  d#0, Vze i (33)
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4.3 The H-J-B equation in differential form

The optimal cost function U is uniformly Lipschitz continuous on compact subsets of 2 and
then it is differentiable a.e. [7]. In consequence, we can associate to the optimal cost function
the following H-J-B inequality in terms of its derivatives.

Theorem 4.3 For each d € D, the following relations are verified

Ua(z) < S4U)z) Vz€Q, (34)
AUq(z) - 6%5:2:) 9(d) — f(z,d) <0  a.e. T €Q, (35)
(Ua(x) - S4U)(2)) (/\Ud(x) - aUgf) g9(d) — f(x,d)) =0 ae z€Q, (36)

(i.e. = at which Uy is differentiable, at least one of (34) or (35) is verified with equality)
Ufz) = (5%) (z) Vd#d, ifcerg (d#0), (37)
Us(z) = (SUU) (z)  ifz€4F d#£0. (38)

The proof is immediate, taking into account (27)-(29).

4.4 U as the maximum subsolution of H-J-B equation

We identify here the optimal cost U as a maximum subsolution, as a prcliminary step to

define the discrete problem.

Definition 4.2 Set of subsolutions W
W ={w(-): D xQ—R|wy) € WeZ(Q), (34), (35)} (39)
Theorem 4.4 U is the mazimum element of the set W, i.e. U € W and

Ug(z) > wa(z) Vze@, Vde D, Vwe W. (40)

By virtue of this theorem conditions (36)-(38) are skipped and in its place the concept of
maximum element is introduced. In this form, the computation of U is transformed into the

problem .
Problem P : Find the mazimum element Uof the set W. (41)



5 The discrete problem

5.1 Elements of the discrete problem

To define the discrete problem, it is necessary to introduce an approximation which comprises
a discretization of the space W,/°(2) and a discretization of conditions (34)-(35). We use
some techniques analyzed in {3], [9].

5.1.1 Approximation of domain Q

We will approximate @ with Q; = US’;‘, where 5';c is a finite set of quadfila}teral elements
j
and, in consequence, Qi is a polyhedron of R™ . We define
- k
k= mja,x(dlamSj )-
We use a special uniform mesh B* of the space ™ . This mesh is defined in terms of an
arbitrary parameter h, in the following way

m

BF = {xo +Y ed 1 gy integer} . (42)
d=0 .

ha= 2 h

Dd
ho = (1 -y "—") h
d=1 Pd
D €% = (=1, ey =Ty ey =T ) ho
ed = (—7'1, vory = Td—1, Pd — Td, _rd+l,-"a_rm) hd

We will say that SJ’-‘ is an elementary domain of @ if it has the following form

J

Sk;—mk«}-{m:df: Sd ed : CdE[O,l]}, xkEBk, S;cCQ (43)
=0

We will denote by V* = {z', i =1,...N} the set of nodes of @, and we will denote the
cardinal of V¥ by N. The typical shape of this mesh can be seen in Figure 1.

Remark 5.1 If k is small enough, for any two vertices of V. there always exists a path
given by a natural trajectory of the system that joins.the first vertex with the second one
(we can see this phenomenon in Figure 2).

Remark 5.2 From (7) and (42) it results that B* can be generated by

Bf = {xo + Z cze? : ¢yisan integer} . (44)
d=1
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Definition 5.1 Discrete controls associated to the mesh.

We introduce a special family of controls by constraining the distance between switching
times in the following way

A%k = {a(~) €AY 0 ~6; = Sha:, < integer}. (45)

An Interpretation of the Mesh

The special mesh used, originates a discrete optimal control problem. In that problem,
the system has an evolution given by the differential equation (14), but controls d; are ap-
plied during intervals whose length is ¢ k4, and the initial state z must be a node of V%,

In consequence, the trajectory associated to this control reaches a node of the mesh at every
switching time.

Taking into account the interpretation of the discrete equations as the optimality conditions
over the Markov chain associated to this discretization, this interpretation implies that the
chain is deterministic in the sense that P;; = 0 or 1 (see [16]).

This property of the mesh plays a key role in relation to the precision of the method and
the velocity of convergence of its computational algorithm.

5.1.2 Approximation of the boundary

We deﬁne, Vd = 1, O ¢ )
wa={z €V s 2t hagld) ¢ Qu},
| (46)
Yea={z' € V¥ : o'+ hyg(d) ¢ Qu, Va# d}.

5.1.3 Definition of the approximation space F*

We consider the set F* of functions w : Q¥ x D — R, w(-,d) € Wh*°(Qy), such that in each
quadrilateral element Qy, w(-,d) is a polynomial that belongs to the Q' family (see [18], [8],
for the corresponding definitions). It is obvious that any w € F* is uniquely characterized
by the values w(z',d), z* € V¥ d e D.

5.1.4 Discretization of H-J-B inequalities

We will use the following discretization of conditions (34), (35); which take forms (47), (48),

respectively,
w(z',d) < S4(w)(z') Vz'e V% Vde D, (47)

w(z',d) < (Dkw)(2) Vz* € VK, Vd e D. (48)
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Here, DX is defined by:
hqa

(Dhw)(a) = e wla’ + hag(d),d) + [ f(a' +sg(d),d) e ds
0

Vz' € (VkﬂC’y,::dﬂC(L#Jd ’Yk_,d))a (49)

(DXw)(z') = +o0 Vz* € ('7,;de (rgd 7,;(1)) .

Remark 5.3 We can see that the definition of D} is consistent with (35) and that it also
takes into account the boundary constraints (37)-(38)..

Remark 5.4 We can use (50) instead of (49):

(Dhw)(s) = e~ w(z + hag(d), d) + ha f(z,d)
(50)

Yzt € (V"ﬂC'y::dﬂC (rgd ’7k—,d)) .

It can be easily proved that the corresponding associated discrete problem has the same
convergence properties as the discrete problem P, defined below.

5.1.5 Definition of operator P,
We define the operator P : Fj — Fy as

(Pew)(',d) = min (Dfw)(z'), (Su(w))(z')), V'€ V*, Wde D (51)

5.1.6 Definition of discrete subsolutions and supersolutions

The set Wy of ‘discrete subsolutions is defined by

Wi ={w(,)€ Fr : w(a',d) < (Pew)(z',d), Vo' € V¥, Vde D}. (52)

In a similar way we define the set Sk of discrete supersolutions

S, = {s(.,.) € F, : s(a',d) > (P;;)(x‘,d), Vo' e V¥, Vd € D}. (53)
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5.2 Three equivalent discrete problems

In relation to the original problem P we introduce the discrete problems:

Problem P} : Find the mazimum element of Wi (54)
Problem P2 : Find the fized point of operator Py (55)
Problem P} : Find the minimum element of Sy (56)

By using basically the techniques introduced in [15], we can prove the following result:

Problems P}, P} and P} are equivalent

in the sense that they have the same unique solution U*.

The equivalence of problems P}, P? and P} and a wide characterization of the unique
solution U* are given by the following theorem.

Theorem 5.1

o 3 unique mazimum element (the mazimum subsolution) of W* defined by

Uk(xi,d) = sup (w(mi,d)) (57)
waeEW)y
o« T isa fized point of Py i.e. .
U* = PO (58)

3 unique minimum element (the minimum supersolution) of Sy defined by

U(z',d) = ,inf. (s(z*,d)) | (59)

o Uk is a fized point of Py, i.e. :
Ut = pU* (60)

3 unique fizxed point of Py, t.e.
' Ut = RU* (61)
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)

o U* is the minimum supersolution and the mazimum subsolution, i.e.
{U*} = ScNW;

and

Uk =T* = U* = PU*.

o U* can be computed with the following iterative algorithm which converges from any
starting point U°.

Algorithm Ag:
Step 0: Set v =0, U® € F}
Step 1: Set U“t! = PU"
Step 2: If Ut = U*, stop; else v =v + 1, and go to stép 1.

o Yw € Wy, w” recursively defined by wt! = Pow”, w® = w, verifies

wu+1 Z wu’
(62)
w’ — U*.
o Vs € Sy, s¥ recursively defined by s*1! = Ps¥, s = s, verifies
su+1 S Su’
(63)
s¥ — Uk,
e the following rate of convergence holds
[Pw - U] < K(llwl) (2 = ullel))” (64)

where 0 < p(||w]l) <1 aend K(||w]}) > 0.

Remark 5.5 The proof of Theorem 5.1 follows the arguments introduced in [15] to prove
the convergence of Bensoussan-Lions Algorithm for QVI.

Remark 5.6 The real computation of U* is done in practice with more efficient algorithms,
like those presented in section 6.
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5.3 Cohvergence of the solutions

Below, we obtain an estimation of the difference between the continuous function U - the
minimum that can be reached with the original policies of A% - and the discrete solution U*
- i.e. the minimum that can be reached with the discrete policies A%*, defined in (45).

From this estimation, it follows that the convergence of U* to U is (locally) of order k.
The convergence is uniform in closed subsets of Q not intersecting Q.

To.get this estimation, we will prove here that any optimal policy can be approximated,
with an error of k-order, using an element of A%*.

Notation:

Here, [r] denotes the integer part of an arbitrary real number r. We define:

7 = max g,.(ld)l’ i=nM,, | (65)
b, = [C" (1 + (log(d(, aQ+)))‘)] +1, (66)
¢ = max{ha/k : d€ D}, (67)
M=1:;’7(2n+Mc) (68)
C(u)'=M(i+—ﬁi+2nu+uc (69)

C(d(z*,0Q™)) Z C(v). (70)
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Proposition 5.1 Let z* € V*, d € D and a(-) an optimal policy for the initial conditions
(z*,d), with y(-) its corresponding trajectory. Then there ezists a discrete control o* € A%*
such that, if we denote with y* its associated trajectory, it is verified:

lv*(s) = u(s)| < M1 +3)* k,  Vse[o,T), (71)
m{s€[0,7] : a(s) # a*(s)} < C(d(=*,0Q")), ™
and if 0% are the switching times of o* , then

0k <o,, |
(73)
8, — 6k < C(v)k,

v
Proof. For the sake of simplicity, the proof will be restricted to the case m = 2.
Let T be given by (19). Theorem 3.1 implies that @ has at most v, switching times 6, ...,8,,
in [0,T), v < U, where i; is given by (66). This estimation is independent on @, (it only

depends on ||z||).

Following the method used in [10], we define a discrete control policy o(-), selecting the
switching times 6%, ..., 0"; in such a form that the discrete trajectory obtained is admissible.

We define recursively, the switching points in the following way

0% = 8, (74)
e (B —6,) = A
0b+1 = 6,, + h hd., . (75)
dl/
Yy (0%,1) = y*(65) + 9(d.) (65,, — 6%). | (76)
6, = max |y:(6.) — yF(65)| , (77)
A, =n(d, +2k), (78)
Be =0, — 05 . . . (79)

We must see that o is admissible, i.e. y"(()ﬁﬂ) eV Yuy=0,1,...
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For v = 0, clearly y*(8§) = y(6s) € V*. Forv = 1,..., we proceed by induction. Then,
let us suppose y*(6%) € V*. When

[CEETACEu

it is 6%, = 6% and in consequence, from (76), y*(65,,) € V*.

Now we consider

01/ - ou - Au +
ha,
We will see that it 1s verified:
if yf(eﬁﬂ) > y:k(ob) then 0< yxk(exlf-i-l) <M; -2k, (81)
if yf(oﬁﬂ) < yf(aﬁ) then 2k < yf(aﬁﬂ) <M;. (82)

It is obvious that (81)-(82) imply y*(6%,,) € V*.
For (81)-(82), we analyze the different possible cases. There exist two principal cases
o :(0.) > y¥(6%) and gi(d,) > 0
In consequence
0 <yf(85y) =yF(00) +gi(d) (654, — 6))
< yi(0,) + gi(dy) (Busr — 6.) ~ 2k = yi(u41) — 2k < M; - 2k,
then, (81) is verified.
* yi(0.) = yf(6;) and gi(d,) < 0
By induction, obviously it holds
uf(8541) < wi(0) < M

and by virtue of (80) _
(0,,.{,.1 — 0‘,) > Ay .
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Then

yh(0%41) = yF(8) + gi(d,) [en=ted=te |
> yEE) + () (B — 0) — i) 0 (8, +2K)
> yi(0,) = 6, + gi(d, ) (041 — 0,) — gi(d,) n (8, + 2k)
> 4u(6,) + gi(d) (a1 — 6,) + 27 k

=yin () +2nk 227k,

The remaining cases are proved in similar form, which allows us to obtain an admissible
discrete policy o ().

Let us calculate an estimation of (6,, u,). The initial values are
60 = 0, Mo = 0.

From (75) it results
05+1 < 01/+1 ) : (83)

(0f+1 - 91:) - (6v+1 - gu) S 7761/ + 27] k + hd,, ) (84)

B — 054y = (Goss — 0,) + (65— 05,) + (0, — 05) < (6, +2k) + ha, + 1 (85)

and in consequence

Hut1 Suu+n6u+2nk+hd‘, (86)

For a generic component ¢, we have
Yi(0v41) = yi(0,) + gi(d) (041 — 0.)
(‘95+1) = y5(02) + g:(d.) (9‘}:+1 ~6;),
then

+ M, |(65,, — 65) — (.41 — 0.)|.

[vi(0us1) — yE(0%,1)] < [wil00) — (65)
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From (84) and (87), we have
bp1 SO (1+9)+20k+ M, hy,
and in consequence (using the definition (68)) we obtain:

8, < M(1+45)k. « (88)

Also, taking into account (67), (86), (88), we get
M " )
#u+1S77](1+17)" +2nvk+vcik,

i.e., using (69),
Butr S C(V) k.

Finally .
{s€(0,T] : a(s) # e*(s)} € L_J (65, 6.],

then

m{s € [0,T] : a(s) # a*(s)} < 2_:1;1 < C(ll=(I)} k-

With this result we can obtain the following estimations. _
Theorem 5.2 Let € >0, and K, = {z € Q : ||z|| > €}, then there ezists Cy(€) € R* such

that c
2(6) k

ok Vet € VF( K. ,Vde D.

Ui(z') — Ua(a') <

Proof. Let zk € V*, dp € D such that
Uk (28) — Usy(2h) = max {U}(z*) — Uu(c*) : 2 € Q*NK.,de D}
and &(+) an optimal policy corresponding to the initial condition (z§,do).

By virtue of Theorems 3.1 and 3.5, there exists ¢, > 0, 8; € [0, T] such that

2¢m

> ™
Oo+41 6"_1+(loge)‘
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This property also implies, for € small enough, that y(6}) € K., where
Osy1 + 0;

:——-—’

d 2

Ti4-

c
pr > ™
~ 1+ (loge)~

Let us construct o taking into account Proposition 5.1. We define

<

05-*-1 - 0.1-5

+,k k
0541 =0; + [
So, by construction it results y (9:+k1) € Q% and

grk > Sm
Y T 14 (loge) (90)

By virtue of the dynamic programming principle for U*¥ and U, we have

g}* . : _ .
Uh(ah) < [ JGHO,eb0) e det Y gldidinn) % 4 U (A e
0 1=0
and
6F 5
Un(eb) = [ flu(t)a(t) e dt+ 3 qldsidion) e + Uoly(03*)) e
0 ©o1=0

Let us denote

/f Je dt - /f (t),aft)) e dt,

Iy = Zq dudt+l B Eq (disdiyr) e™% .

=0

By Proposition 5.1 we have the following estimations

0<8, -0 <Cw)k = VYv<p, (91)

0F — 07 <C(p)k+ck, (92)

m{s €[0,7] : afs) # a*(s)} < C(llz]) & (93)
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Then, from the hypotheses on f, using Proposition 5.1 and (92)-(93) it results

I.< M(e)k, I, < M(e)k.
In consequence, from Proposition 5.1 we obtain:
Uky(b) — Uso(ab) < US(HO:™) e %" = Us(y(67)) e +2 M(e) &
< e (U WHOEY) QUo<y’°(o;*'k)))
+ (7 — e %) Uo(yH(62 ")

e (Uo(y*(82)) — Uo(y(63™)))

+e% (Us(y(03*)) — Uo(y(67))) +2 M(e) k

IN

FL() M (144 k+ L(e) M, C(b2) k + 2 M(e) k.

Then »
(Uk(a5) - Ua(a)) (1= %) < Ca(or

and in consequence

U:o(lig) - Udo(xl(g) < 1

because 03 verifies (90).

Corollary 5.1 The discretization error can be estimated in the following form

|W-UW§9¥M.

Proof. As A%* C A?, we have
U<U*,;

this, together with Theorem 5.2 implies that (94) holds.

e (US(2h) - Uo(zh)) + Cu (1 +X + (log(€))™) C (i) k
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6 Numerical algorithm

We define here a fast algorithm which is a combination of value iteration algorithm and
policy iteration algorithm.

6.1 Preliminary definitions

o Set of multi-valued or generalfzed discrete policies
A={A:VFxD 2P}
o Set of mono-valued discrete policies

0={Ach : Yz} d) e V¥ x D, card(A(',d)) = 1}

e Linear system associated to a feedback discrete policy Aeo.

We consider a linear system that we denote in a brief way
Lu=b. (95)
For this system, the relation that defines a generic :-th equation is

u(zt, d) = (D% w)(z') if A(u)(z',d) =d,

~ ~

u(z',d) = q(d,d) + u(z',d) if A(u)(z',d)=d.

e ¢—suboptimal multi-valued discrete controls associated to w: A.w

A €A,
(96)

(A w)(z',d) = (B, w)(2', d) N(Ce w)(zt, d),
where

(Bew)(z',d) = {d€ D : (Paw)(a',d) +e> g(d,d) + w(z',d)},

@ i (Pew)(e,d) > (D)) — e,
(Cew)(z*,d) =

0 if (Pw)(z',d) < (Diw)(z') —e.
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6.2 ‘The accelerated algorithm

The algorithm uses a combination of value iteration algorithm and policies iteration algo-
rithm. It is 2 modification of the methodology presented in [11], [14].

Step 1: Set @0’0 € Fr, 7> 0.
Step 2: v =0, n =0, A* = {p}"TN
Step 3: 7 =7+ 1, compute w*? = P (w"™ 1), A" = A (w"").
Step4d: If A" =A" r=r+1;
else, r = 0‘,' A” = A»" and go to Step 3.

Step 5: If r > 7, choose any A € O such that V(z%,d) A(z',d) C A*"(z',d) and
construct the system L""u = b*7;

else, go to Step 3.

Step 6: If det(L“7") # 0, compute the solution u of the system L“7u = b*";
else, r = 0, A"‘= {0}V and go to Step 3.

Step 7: If u = Pu, set U* =u, end;
else, go to Step 8.

Step8 If (v=0o0ru<w"), W=y, v=v+1,7=0, r=0,
' Av = {0}™ )N " and go to Step 3;

else, € = ¢, and go to Step 3.

6.3 Convergence of the algorithm

The algorithm has a fast convergence; in fact, as the set of discrete policies is finite, the
algorithm has the following property (the proof can be seen in [10]).

Theorem 6.1 The algorithm converges in a finite number of steps.
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6.4 Practical resolution of the linear systems associated to the
algorithm
The linear systems L*?u = b7 at Step 6 can be easily solved by virtue of the simple struc-

ture of the L*” matrix.

In fact, using a suitable rearrangement of the indices, we can write this matrix in a lower
block triangular form, specifically having the following shape

0 D, - 0 0 - - 0
0 o --- D, 0 0
Cl,l 01,2 Cl',l T, 0 )
L Cs,l Cs,2 e CS,"! CS,'1+1 Cs.'r, Ts 4

where, for each § = 1,...,7 the block Ds has the form

[ 1 1;’1"2 o --- 0 )
0 1 157, 0
0 0 0 - I,
| 51, O 0 1 ] \

and, for each t = 1, ..., s, the block T} has the form

F 1 1;’1’72 0o ... 0 i
0 1 l:’g':; 0 l
0 0 o - l,pt 1,p:

0 0 0 - 1 ]

The matrix [C;1,Cip2, ..., Cii-1] has all its elements equal to zero except an unique non zero
clement in the last row, that we denote ¢;; from now on, being j the column with the non
zero element.

The linear equation restricted to the u® elements corresponding to the Ds block has the
form

wn v
15<<+1 “(+1 + b )
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. - ss—1
being ¢ = Zl Sj+¢.
J=

From this equation, we can deduce that the first component of the solution is

4 [
.Z (H 16,1 1,1) b{'/n
§ =1 \J

=2
Uy =

1_ (H 1:5/':, lx) §,p,1

(97)

being i ' : o .

The right hand side of (97) can be computed without problems because for the blocks Ds,
the condition det(L"") #0 implies

(Hlb't lz) 6p61 <L

For the last component, we have
6 i
and recursively

uf =17, ufH + b‘é’” for (=ps—1,..2.

For the elements corresponding to the T; blocks, the solut:on is obtained in an explicit form,
in terms of the solution associated to the Dj.

Obviously, for the last us element appearing in a T; block, we have
¢ N
U, = Cpyj U; + b;' .
For the remaining elements, recursively we have
1 v,n
g = Il g + b=

So, we see that the solution of the linear system is obtained in terms of elementary operations.
Then, it is clear that the procedure can be easily programed.
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We have applied the above presented numerical procedure to an example with m = 2 items

and A = 0.0198, hy =0.017, r, =7, = 1.

The instantaneous cost function is linear in both variables and it does not depend on the

parameter d, i.e. f(z1,22) = Fizy + Foz,

“ J Example 1 | Example 2 l Example 3J'
M, 0.833 2.166 0.833
M, 0.833 2.166 0.833
jo 1.50 2.50 1.50
D2 6 6 6
don 6 3 0.60
qdo.2 15 15 15
q1,0 0 0 0
Q1,2 15 15 15
42,0 0 0 0
g2.1 6 3 0.60
£ 80 180 180
F 10 80 10
Mesh 50x 50 50x 50 50x 50
computational time || 5.76 sec. 11.42 sec. | 3.89 sec.

Table 1:

The results for the optimal trajectories obtained are shown in Figures 3, 4 and 5. The
computational times correspond to a PC 486 computer. It can be seen the high performance
of the algorithm presented in this work since the same problem (with 30x30 points) needs
a computational time of 10.8 sec. using the algorithm denoted with A; in [10] and an usual
triangulation in a supercomputer NEC SX-1E.
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8 Conclusions

The methodology analyzed in this work to solve numerically the problem of optimal schedule
of multi-item single machines gives an efficient procedure to calculate its solution in a short
time and with a k-order precision.

The high velocity of the method is due to two reasons.
" @ One of them is the convergence of the iterative algorithm in a finite number of steps.

e The other one is that we obtain the solution of the linear systems in a explicit form and
using elemental operations, instead of inverting a matrix at each step, as it is usual in
policy iteration procedures.

Taking into account the precision, the method is better than those ones that use finite ele-
ments, finite differences or Markov’s chains (see (3], [14], [16], [17], [20]), where precision is

Vk -order.

The low precision of those methods stems from the fact that, the original process - given
by a deterministic trajectory — is replaced in the approximation with Markov’s chains by an
stochastic process that presents, after a time T, a dispersion of vk-order around the original
trajectory.

We must remark that in the approximations with finite differences or finite elements, if
a Mazimum Discrete Principle (see [5]) is satisfied, then there also exists an interpreta-
tion of the associated equations as the optimality conditions of an associated Markov’s
chain. In the method that we have presented, the Markov’s chain is actually determin-
istic (i.e. the transition probabilities are P;; = 0 6 1) and the approximating procedure
does not present the dispersion phenomenon.

Acknowledgements

The authors would like to thank:
e CONICET for support given through the grant PID BID-CONICET N°213.

e E.M. Mancinelli for her careful revision of the manuscript.

e The authorities of INRIA for the support given through the Cooperation Project
INRIA-Instituto de Matematica Beppo Levi.



REFERENCIAS | 27

References

(1]

[2]

(3]

(4]

(5]

7]
(8]

[10]

(1]

[12]

[13]

Bensoussan A., Lions J.L., Contréle impulsionnel et inéquations quasi variationnelles,
Dunod, Paris, 1982,

Capuzzo Dolcetta 1., Evans L.C., Optimal switching for ordinary differential equations,
SIAM J. Control Optim., Vol. 22, 1984, pp. 143-161.

Capuzzo Dolcetta L., Ishii H., Approzimate solution of the Bellman equation of deter-
ministic control theory, Applied Mathematics and Optimization, Vol. 11, pp. 161-181,
1984.

Capuzzo Dolcetta 1., Lions P.-L., Hamilton-Jacobi equations with state constraints,

Trans. Amer. Math. Soc., Vol. 318, pp. 643-683, 1990.

Ciarlet P.G., Discrete mazimum principle for finite-difference operators, Aequationes

Mathematicae, Vol. 4, N°3, pp. 338-352, 1970.

Fleming W.H., Rishel R.W., Deterministic and Stochastic Optimal Control, Springer-
Verlag, New York, 1975.

Friedman A., Differential Games, Wiley-Interscience, New York, 1971.

Glowinski R., Numerical Methods for Nonlinear Variational Problems, Springer-Verlag,
New York, 1984.

Gonzalez R.L.V., Muramatsu K., Rofman E., Quasi-variational inequality approach to
multi-item single machine lot scheduling problem, In System Modeling and Optimiza-
tion, Lecture Notes in Control and Information Sciences Vol. 180, pp. 885-893, Springer
Verlag, New York, 1992.

Gonzélez R.L.V., Muramatsu K., Rofman E., Quasi-variational inequality approach
to multi-item single machine lot scheduling problem, Rapport de Recherche N°2057,
INRIA, 1993.

Gonzidlez R.L.V., Rofman E., On deterministic control problems: an approzimation
procedure for the optimal cost, Parts I-1I, SIAM J. Control Optim., Vol. 23, N°2, pp.
242-285, 1985.

Gonzalez R.L.V., Rofman E., Sur des solutions non bornées de I’équation de Bellman
assoctée auzr problémes de commutation optimale avec contraints sur l’etdt, Comptes

Rendus Acad. Sc. Paris, Serie I, Tome 316, pp. 1193-1198, 1993.

Gonzalez R.L.V., Rofman E., On unbounded solutions of Bellman’s equation associ-
ated to optimal switching control problems with state constraints, Journal of Applied
Mathematics and Optimization, Vol. 31, pp. 1-17, 1995. ‘



28

[14]

[15]

[16]

[17]

[18]

[19]

[20]

REFERENCIAS

Gonzalez R.L.V., Tidball M.M., Sur l’ordre de convergence des solutions discrétisées en
temps et en espace de I’équation de Hamilton-Jacobi, Comptes Rendus Acad. Sc. Paris,

Serie I, Tome 314, pp. 479-482, 1992.

Hanouzet B., Joly J.L., Convergence uniforme des iterés definissant la solution d’une
inéquation quasi-variationnelle abstraite, Comptes Rendus Acad. Sc. Paris, Serie A,

Tome 286, pp. 735-738, 1978.

Kushner H.J., Dupuis F., Numerical Methods for Stochastic Control Problems in Con-
tinuous Time, Springer-Verlag, New York, 1992. ‘

Menaldi J.L., Some estimates for finite difference approrimations, SIAM J. Control
Optim., Vol. 27, N°3, pp. 579-607, 1989.

Raviart P.A., Thomas J.M., Introduction a l’analyse numérique des équations auz
dérivées partielles, Masson, Paris, 1987.

Soner H.M., Optimal control problems with state space constraint I, SIAM J. Control
Optim., Vol. 24, pp. 551-561, 1987.

Souganidis P.E., Approzimation schemes for viscosity solutions of Hamilton-Jacobi equa-
tions, J. Diff. Equa., Vol. 59, pp. 1-43, 1985.



STATE SPACE MESH

FIGURE 1




2.5

0.5

1.5

0.5

UNCONNECTED MESH

T

T

CONNECTED MESH

7

I

1

\'\

I

|

I

1

I

|

1

i

i

i

0.

1.5

2

FIGURE 2

2.5

3

3.5



STATE SPACE TRAJECTORY

0.35 — T T x T I T

0.25 - N

0.1~

o
O
wn

T

—

oL 1 | 1 t | 1

O 0.2 (.4 0.6 0.8 1 1.2

FIGURE 3



STATE SPACE TRAJECTORY

.(_;
N
(@)

! I I !
02 \
\
015 F

'

0.05

\

\,

\

\
\

FIGURE 4



STATE SPACE TRAJECTORY

0.25 T T T T l

02 R

AN

\\ |
\\ _ /\ /N \
\\ ) / j/ \\\Z \\
| R

o) 0.2 0.4 0.6 0.8 1

FIGURE 5



Unité de recherche INRIA Rocquencourt
Domaine de Voluccau - Rocquencourt - B.P. 105 - 78153 Le Chesnay Cedex (France)
Unité de recherche INRIA Lorraine - Technopéle de Nancy-Brabois - Campus scientifigue
615, rue du Jardin Botanique - B.P. 101 - 54602 Villers ies Nuncy Cedex (France)
Unité de recherche EINRIA Rennes - IRISA. Campus universitaire de Beaulicu 35042 Rennes Cedex (France)
Unité de recherche INRIA Rhone-Alpes 46, avenue Félix Viallet - 38031 Grenoble Cedex | {(France)
Unité de recherche INRIA Sophia Antipolis - 2004, route des Lucioles - B.P. 93 - 06902 Sophia Antipolis Cedex (France)

Editeur
INRIA - Domainc de Voluceau - Rocquencourt - B.P. 105 - 78153 l.¢c Chesnay Cedex (France)

ISSN 0249 - 6399

(e



