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Abstract: We investigate the problem of Hdlder functions optimization using Genetic Algorithms (GA).
We first derive a relation between the Holder exponent of the function, the sampling rate, and the accuracy
of the optimum localization, both in the domain and the range of the function. This relation holds for any
optimization method which work on sampled search spaces.

We then present a finer analysis in the case of the use of a GA, which is based on a deceptivity analysis.
Our approach uses a decomposition on the Haar basis, which reflects in a natural way the Holder structure
of the function. It allows to relate the deceptivity, the exponent and some parameters of the GA (including
the sampling precision). These results provide some indications which may help to make the convergence of
a GA easier.
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Quelques remarques sur ’optimisation de fonction Holdériennes
a I’aide d’algorithmes génétiques

Résumé : Nous étudions le probleme de I'optimisation de fonctions Holdériennes a 1’aide d’algorithmes
génétiques. Nous établissons tout d’abord une relation entre ’exposant de Holder de la fonction, la fréquence
d’échantillonnage et la précision de localisation de I’optimum, en position et valeur. Cette relation est valable
pour toute les méthode d’optimisation qui ont acces uniquement a un échantillonnage de 1’espace de recherche.

Nous proposons ensuite, dans le cas de ’emploi d’un algorithme génétique, une analyse plus fine, qui
est fondée sur la notion de déceptivité. Notre approche exploite une décomposition de la fonction f a
optimiser sur la base de Haar, qui reflete directement la structure Holdérienne de f. Nous obtenons ainsi
une relation qui lie la déceptivité, 'exposant de f et certains paramétres de I’algorithme génétique (dont la
finesse d’échantillonnage). Ces résultats fournissent des indications qui pourraient dans certains cas faciliter
la convergence de l'algorithme génétique.

Mots-clé : Optimisation Stochastique, Algorithmes Génétiques, Fonctions Hoéldériennes, Analyse de Dé-
ceptivité, Fractals.
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1 Introduction

Two main factors make the optimization of certain functions difficult: local irregularity (for instance, non
differentiability) resulting in wild oscillations, and the existence of several local extrema. Stochastic optimi-
zation methods were developed to tackle these difficulties: one of their characteristic features is that no a
priori hypotheses are made on the function to be optimized ; no continuity, nor derivability is required, and
the function is not assumed to have only one local maximum (or minimum). This makes stochastic methods
useful in numerous “difficult” applications (of course often at the expense of high computation times), as for
example on inverse problems appearing in material optimization, image analysis, or process control.

In addition to theoretical investigations about their convergence properties, the main challenge in the
field of stochastic optimization is to set the parameters of the methods so that they are the most efficient.
This problem is of obvious practical interest but it also yields some theoretical insight on the behaviour of
these optimization techniques.

It is difficult to derive rules for tuning the parameters without making any assumption on the studied
function. On the other hand, if we are to make restrictive assumptions, they should not rule out “interesting”
functions, as for instance non differentiable functions with many local extrema. In this work, we consider
a class of functions which is both quite general, as it includes smooth functions as well as very irregular
ones, and sufficiently constrained so as to obtain useful results. This class is that of Hélder functions, whose
definition is recalled in section 2.

Essentially, Holder functions are continuous functions which may have, up to a certain amount, wild
variations. In particular, many non differentiable continuous functions, as long as their irregularity can be
bounded in a certain sense, belong to this class. Holder functions can not in general be optimized through
usual, e.g. gradient based, methods. Some “fractal” functions, as for instance the Weierstrass one (see section
2) are Holder functions which possess infinitely many local extrema. Such functions motivate the use of
stochastic optimization methods and are thus a good test to assess their efficiency.

The first parameter which has to be set, for every discrete optimization method trying to locate the
optimum of a continuous function, is the sampling accuracy €. We will see in section 3 that the Holder
framework helps to fix a correct accuracy.

We then focus on Genetic Algorithms (GA), which belong to the pool of artificial evolution methods, i.e.
methods inspired from natural evolution principles, and show that the Holder framework allows to obtain
more specific results. Evolutionary methods in general have been used since about thirty years, and are
known as particularly efficient in numerous applications (see [14, 22, 2, 24, 18, 9, 6]). They have been widely
studied in various domains, from a theoretical as well as from a practical point of view. As we are dealing here
with discrete optimization methods, we are interested in GAs, whose characteristic feature, in comparison
with other evolutionary techniques, is that they work on discrete search spaces. Theoretical analyses of GA
are based on two different approaches:

e proofs of convergence based on Markov chain modeling: for example, Davis [7] has shown that a very
low decreasing of the mutation probability p,, along the generations insures the theoretical convergence
onto a global optimum,

e deceptive functions analysis, based on Schema analysis and Holland’s original theory [15, 10, 11, 12],
which characterizes the efficiency of a GA, and allows to shed light on GA-difficult functions.
Deceptivity has been intuitively related to the biological notion of epistasis [6], which can be understood
as a sort of “non-linearity” degree. Deceptivity depends on:

— the parameter setting of the GA,
— the shape of the function to be optimized,

— the coding of the solutions, i.e. the "way” of scanning the search space.

RR n " 2627



2 telyne LUTTON, Jacques LEVY VEHEL

In this paper, we concentrate on the deceptivity approach, which, as we will show, is well suited to the
analysis of Holder functions.

Section 4 recalls some basic facts about deceptivity analysis. In section 5, a deceptivity analysis is made
for Holder functions. This analysis provides a mean to efficiently tune some of the GA parameters, which is
derived in section 6. Tests on “fractal” functions are presented in section 7.

2 Holder functions

Definition 1 (Holder function of exponent h)
Let (X,dx) and (Y, dy) be two metric spaces. A function F: X — 'Y is called o Holder function of exponent
h >0, if for each z,y € X such that dx(z,y) < 1, we have:

dy(F(z), F(y)) < k.dx(z,y)" (z,y € X) (1)
for some constant k£ > 0.
The following results are classical:
Proposition 1 If F' is Hélder with exponent h, it is Hélder with exponent h' for all h' €]0, h].
Proposition 2 Let F be o Holder function. Then F is continuous.

Although a Holder function is always continuous, it needs not be differentiable (see the example of
Weierstrass functions below).

Intuitively (see figures 4 and 5), a Holder function with a low value of h looks much more irregular than
a Holder function with a high value of h (in fact, this statement only makes sense if we consider the highest
value of h for which (1) holds).

0.81

0.4+

Figure 1: Weierstrass function of dimension 1.5.
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vome remarks on the optimization of Holaer funcltions with Genetic Algorithms 3

The frame of Holder functions, while imposing a condition that will prove useful for tuning the parameters
of the GA, allows to consider very irregular functions, as the Weierstrass function displayed on figure 1 and
defined by :

Wy o(z) = Zbi(s—2) sin(b'x) withd>1 and 1 < s <2 (2)

=1

This function is nowhere differentiable, possesses infinitely many local optima, and may be shown to
satisfy a Holder condition with A = s [8]. For such “monofractal” functions (i.e. functions having the same
irregularity at each point), it is often convenient to talk in terms of box dimension d (sometimes referred to
as “fractal” dimension), which, in this simple case, is 2 — h.

Holder functions appear naturally in some practical situations where no smoothness can be assumed
and/or where a fractal behaviour arises (as for example to solve the inverse problem for IFS [21], in constrai-
ned material optimization [23], or in image analysis tasks [19, 4]). It is thus important to obtain even very
preliminary clues that allow to tune the parameters of a stochastic optimization algorithm like GA, in order
to perform an efficient optimization on such functions.

3 A general result on the sampling precision

We first address the problem of the tuning of the resolution (or sampling precision) in the general case, i.e.
without assumption on the discrete optimization method used. This is indeed a crucial problem since if the
sampling precision is inadequate, any optimization technique (even exhaustive search) may grossly fail to
estimate the right position of the global optimum (see figure 2).

Detected maximum Real maximum

Figure 2: An inadequate sampling precision may mislead the optimization process.

In the case of a Holder function, a very simple remark allows one to verify a posteriori that the chosen
resolution € has led to a correct estimate. The hypotheses are the following ones:
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4 telyne LUTTON, Jacques LEVY VEHEL

i) the function F' : R — R is Holder with exponent A > 0 and constant k (all results in this
section remain true if F goes from R" to R, n € N*),

ii) the discrete optimization method has a sampling precision of € < 1 (for instance, € = 5 for
a GA where [ is the chromosome length). More precisely, the underlying continuous search
space is sampled at regularly spaced points (), with |z; — ;41| = € for all i,

iii) the discrete optimization method always gives the right answer on the discrete data: if z,, is
found by the algorithm, then it is true that: Vi, F(z.,) > F(z;) (in case we are looking for
a maximum).

This last hypothesis implies that the method is also able to locate the “true” second maximum in the
discrete space, i.e. the point z!, such that:

Vi, i # m = F(z,) > F(z;)

Condition iii) might seem to be a little too much to ask. However, our primary concern here is not to assess
the quality of the optimization method itself. On the contrary, assuming that the method is perfect on
discrete data, we want to find out whether it is possible to insure that a sampling precision can be set, which
allows to locate the maximum in the continuous domain within a given accuracy. Moreover, it is known that
some stochastic optimization methods, such as for instance Simulated Annealing [1] or GA [7], do converge
with probability one to the global optimum in the discrete space under certain hypotheses. From a general
point of view, we have found that GA often fulfill such a condition, and are even able to locate precisely x,,
and z), using a sharing technique [13]. Finally, since we are working on a finite space of samples, it is always

m

theoretically possible to assume that iii) is met.

f(xm’)
f(xm)

Figure 3: Sampling precision influence.

The condition on ¢ is then easy to derive. Because of the Holder property of F', we have:
Vi, z €|Ti_1, Tiv1] = |F(z) — F(z;)| < ke"

thus: F(z) < F(z;) + ke®
INRIA
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if i#m, F(z)<F(z)+ ke"
This may be rewritten as:
Vz, & ¢Tm_1,Tme1] = F(z) < F(z),)+ ke
Thus, if:
F(zy) — F(zl,) > ke" (3)
we get :
Vz, ¢ &Tm_1,Zmi1[ = F(z)< F(zny)

This means that if (3) is verified, we cannot be in the situation of figure 2, and thus that the position of
the maximum is localized with the best possible precision, i.e. € (see figure 3). The result is then expressed
in the following

Proposition 3 Under conditions i), ii) and iii) above, we have :
T E}xm—la "le+1[
F(z,,)— F(z))) > k" = (4)
F(2*) €]F () — ke, F(z,,) + k"

where £* is the position of the mazimum in the continuous space.

This relation quantifies the intuitive guess that if A is low (i.e. if the function is very irregular), then
F(z,,) and F(z),) should clearly differ in order to yield reliable information. Otherwise, because F has large
oscillations, the absolute maximum of F could be in the neighborhood of z!, instead of in that of z.,.

Practical implications of the proposition are presented in section 6. In the case of GA optimization, it is
possible to go a little further and to find an a posteriori validation rule not only for the sampling precision,
but also for the other parameters of the method. This is what we present in the next sections.

4 Deceptivity Analysis

Our approach is based on Goldberg’s deceptivity analysis [10, 11], which uses a decomposition of the function
to be optimized, f, on Walsh polynomials. This decomposition allows to define a new function f’, which
can be understood as a sort of “preference” given by the GA to the points of the search space during the
search. This function f’ is in some sense a simplified version of f, perceived by the GA. The GA is said to
be deceptive when the global maxima of f and f’ do not correspond to the same points of the search space.

4.1 Schema theory

More precisely, this approach is based on schema theory [9, 15]. A schema represents a sub-space of the search
space, and quantifies the resemblance between its representing codes: for example the schema 01xx11%0 is
a sub-space of the space of codes of 8 bits length ( * represents a “wild-card”, which can be 0 or 1).

The GA modelled in schema theory is a canonical GA which acts on binary strings, and for which the
creation of a new generation is based on three operators:

RR n©2627



6 teltyne LUTTON, Jacques LEVY VEHEL

e an elitist selection, where the fitness function steps in: the probability that a solution of the current
population is selected is proportional to its fitness,

e the genetic operators: one point crossover and bit-flip mutation, randomly applied, with probabilities
Pe and pop,-

Schemata allow to represent global information about the fitness function. It has to be understood that
schemata are just tools which help to understand the codes structure. A GA thus works on a population of
N codes, and implicitly uses informations on a certain amount of schemata.

We recall below the so called “schema theorem” which is based on the observation that the evaluation
of a single code allows to deduce some knowledge about the schemata to which that code belongs.

Theorem 1 (Schema theorem) (Holland)
For a given schema H, let :

o m(H,t) be the relative frequency of the schema H in the population of the tth generation,

f(H) be the mean fitness of the elements of H,

O(H) be the number of fized bits in the schema H, called the order of the schema,

8(H) be the distance between the first and the last fized bit of the schema, called the definition length
of the schema.

pe be the crossover probability,

Pm be the mutation probability of a gene of the code,
o f be the mean fitness of the current population.
Then :

s
f

The quantities 6(H) and O(H) help to model the influence of the genetic operators on the schema H :
the longer the definition length of the schema is, the more frequently it is broken by a crossover (the schema
theory has been developed for a one point crossover). In the same way, the bigger the order of H is, the
more frequently H is broken by a mutation.

8(H)

m(H,t+1) > m(H,1t) (L pey— — O(H)pu]

From a qualitative view point, this formula means that the “good” schemata, having a short definition
length and a low order, tend to grow very rapidly in the population. These particular schemata are called
building blocks.

The usefulness of the schema theory is twofold : first, it supplies some tools to check whether a given
representation is well-suited for a GA. Second, the analysis of the nature of the “good” schemata, using for
instance Walsh functions [9, 16], can give some ideas on the GA efficiency [6], via the notion of deceptivity
that we describe below.

INRIA
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Figure 4: Left: f (continuous) and f' (dotted) for a Weierstrass function of dimension 1.2 sampled on 8
bits. Right: zoom on the region of the first two maxima: the function is not 0O-deceptive although it is
0.03-deceptive.
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Figure 5: Left: f (continuous) and f' (dotted) for a Weierstrass function of dimension 1.7 sampled on 8
bits. Right: zoom on the region of the first two maxima: the function is 0-deceptive although it is not
0.05-deceptive.
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3 teltyne LUTTON, Jacques LEVY VEHEL

4.2 Walsh polynomials and Deceptivity characterization

In order to test if a given function f is easy or difficult to optimize for a GA, one could verify the “building
blocks” hypothesis:

1. identify the building blocks: i.e. compute all the mean fitnesses of the short schemata which are
represented within a generation, and identify as building blocks the ones whose representation increases
along the evolution,

2. verify whether the optimal solution belongs to these building blocks, to know if the building blocks
may confuse the GA, or not.

However, this procedure is obviously computationally intractable. Instead, Goldberg has suggested to use
a method based on a decomposition of f on the orthogonal basis of Walsh functions on [0..2! — 1], where
[0..2! — 1] denotes the set of integers of the interval [0, 2" — 1].

On the search space [0..2! — 1], we can define 2! Walsh polynomials as:

-1 -1 .
V;(z) = H(_l)zm = (—1)Zt:0 “t Vg jef0.2) —1]
t=0

z; and j; are the values of the £th bit of the binary decomposition of x and j.
It is well known that these Walsh polynomials form an orthogonal basis of the set of functions defined
1
on [0..2! — 1], and we let f(z) = 2]2-:_01 w;V;(z) be the decomposition of the function f.
The deceptivity of f is characterized through the function f' [10, 11] defined as follows:

f@= Y uiie)  wihw =) 2,00)) 6)

The quantities § and O are defined for every j in a similar way as for the schemata: §(5) is the distance
between the first and the last non-zero bits of the binary decomposition of j, and O(j) is the number of
non-zero bits of j.

For ¢ > 0 let:

B fl* — wp

Ne={z 0.2 ~1]/lf@~/|<e and N ={zef0.2 ~1/f@)~ < =Fp
— wo

€}
where f* (resp. f'*) is the global optimum of f (resp. f’). Recall that wy is the mean value of both f and
I

Definition 2 (e-deceptivity) f is said to be e-deceptive if N, ¢ N..

Remark: e-deceptivity is not monotonic: for some 0-deceptive functions, an ¢ may be found such that the
function is not e-deceptive. Reversely, for some non-0-deceptive functions, we may also find an €' such
that the function is €’-deceptive. This fact is particularly obvious on figures 4 and 5. In the following
we will only consider 0-deceptivity as our deceptivity criterion.

INRIA
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5 Haar polynomials for the deceptivity analysis of Holder func-
tions

In order to perform a valuable deceptivity analysis for Holder functions, we have to replace the decomposition
on the Walsh basis by a more suited one. This new basis should allow us to relate the deceptivity to the
irregularity of the Holder function, i.e. to its Holder exponent. Indeed, it is intuitively obvious that the more
irregular the function is (i.e. the lower the Hdlder exponent is), the more deceptive it is likely to be. On
figures 4 and 5 are drawn f and f’ for Weierstrass functions of dimension 1.2 and 1.7, both sampled on
8 bits: the Weierstrass function of dimension 1.2 is here not deceptive while the Weierstrass function of
dimension 1.7 is deceptive.

There exist simple bases which permit to characterize in a certain sense the irregularity of a function in
terms of its decomposition coefficients. Wavelet bases possess such a property.

The wavelet transform (WT) of a function f consists in decomposing it into elementary space-scale
contributions, associated to the so-called wavelets which are constructed from a single function, the analyzing
wavelet ¢, by means of translations and dilations. The WT of the function f is defined as:

rinea =1 [ o (20) res

— 00

where a € R is a scale parameter and b € R is a space parameter. The analyzing wavelet ¢ is a square
integrable function of zero mean, generally chosen to be well localized in both space and frequency.

Our approach is based on the use of the simplest wavelets, i.e. Haar wavelets, which are defined on the
discrete space [0..2! — 1] as:

1 for (2m)2!-71 <z < (2m + 1)2i-771
Hoyoym(z) = =1  for (2m+1)2'7971 <z < (2m +2)20-97!
0 otherwise in [0..2" — 1]

with ¢ =0,1,...,l—1land m=0,1,...,29—1: q is the degree of the Haar function, related to the scale
of the wavelet and m corresponds to its localization (see figure 6).

These functions form an orthogonal basis of the set of functions defined on [0..2! — 1]. Any function f of
[0..2" — 1] can be decomposed as:

2l_1 2l_1

f(2) = 3 hify(@) hi = gy O F(@) ()
j=0 =0

5.1 Haar coefficients can be bounded

Suppose that the function f to be optimized is the sampling, with precision ¢ = %, of a Holder function F
defined on [0,1]:
x
Ve 0.2 —1], f(z)= F(3)

Using the definition of the Haar functions H;, j =27+ m, we write:

1 (2m+1)2i-2-1 (2m+2)2i—2-1
hi=gl > fl@) - > f(z)]
z=(2m)2!—¢-1 z=(2m+1)2!-2-1

RR n 2627
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Ho Hy
1
1
0 1+ 0 t
2\71 2\ 2‘ 1 2‘
1T 14
degree 0
H, Hs
1 1 4= :
0 ————+— 0 bt ———+—+
Z\Tl 2l o Pl
1T —_— e —_
degree 1 degree 1
H
5
Hy
11— 14 —_—
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degree 2 degree 2

Figure 6: Haar functions for [ = 3.

(2m+1)2!—271

o Y @) fle o)

z=(2m)2l-a-1

(2m+1)2!7271 . x
Shi=gm Y, G - FG 2
z=(2m)2!—9-1

Recall that:
Vye(0,1], y+ne0,1, |F(y) — Fy+mn)| < kn/*

then
z z e g
Ve € [0..2" — 1] Vge[o.l 1], F(5) = Fl +27° D] < k2(-a-Dh
We finally obtain the well-known bound for the Haar coefficients of a Hélder function :
- ko _hg+1)

INRIA
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This inequality is imaged on figure 7. The following remark is relevant for practical implementation: the
optimal value of k£ (i.e. the lowest one) depends on the sampling precision. The curves of figure 7 are drawn
with k£ = 2.5 for a Weierstrass function sampled on 12 bits, and with £ = 3 for an FBM ! sampled on 10
bits.

Welerstrass 1.7 FBM 1.45
14 : ‘ 12 :
12} 1 1L i
ir 1 08| ]
08 | |
06 | 1
06 | g ‘
= ! = 0.4 1
04 i |
0.2 |

0

-0.2

-0.4

0 500 1000 1500 2000 2500 3000 3500 4000 4500 0 200 400 600 800 1000 1200
j on 12 hits j on 10 bits

Figure 7: Haar coefficients (continuous) and bound (dotted) for a Weierstrass function of dimension 1.7
sampled on 12 bits (left) and an FBM of dimension 1.45 sampled on 10 bits (right).

5.2 Deceptivity for Holder functions

The use of a Haar decomposition for deceptivity analysis has already been proposed in [17], but it seems
that the complete computation of the adjusted coeflicients (i.e. the coefficients of the function f') was not
explicit. We thus use here a transformation between Walsh and Haar bases to explicitly compute the adjusted
Haar coefficients. Details of the computations are given in appendices A to D, and only the main steps are
presented below.

We have (see appendix A):

29-1
1 -1
Hj(w) = 53 (~1) Xm0 ™5 Wy o o(2)) with j=274m, q€[0.l—1] and me[0.27 1]
k=0

m; and k, represent the 0 bit of the binary decomposition of m and k: m = Zi;é m;2t and k = i;é k.2t
Conversely (see appendix B):

291

Ti(z) = (1) M™ Hyoyn(z) with j=21"7"Y(142k), ke[0.27-1] and g€ 0.0 1]
m=0

We thus obtain the expression of Haar adjusted h;- coeflicients (see appendix C and D):

1FBM stands for Fractional Brownian Motion. For definition and properties of the Fractional Brownian Motion (FBM) see
for instance [20]. As Weierstrass functions, paths of FBM (almost surely) verify a Holder property, the irregularity being the
same at each point. Thus an FBM with Hdlder exponent h has box dimension equal to 2 — h.
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12 teltyne LUTTON, Jacques LEVY VEHEL

2l—1

= Z h; H;(x
3=0

1+ (g —2)2¢
29

2q'u.2

u+1
2q(l _ 1) Z (1-2 Z h2q+2“ L im2t 4 (1—m, )28 4720+

boim = horpm[l - ’flm )~ 2pm(1+ )]

q—1

—Pm Z haaymt(1-2m,)2¢
t=0

We are now ready to compute an upper bound for the quantity |f(z) — f'(z)|:

2l_1

[f(z) = f'(=)] = IZ(h h;)H;(z))|

21—1

Z |k — hj| | Hj ()]

IN

Notice that for z € [0..2" —1]:

Hi(z)#£0, 7=294+m <+ E( 2m or E( =2m+1

x
21 q— 1) 2l—q—1)

where F/() represents the integer part of z.
For a fixed z, and for each g, there exists a single value m, of m such that Hs¢y,,(z) # 0, and :

1-12'-1
1f() = F'@)| <D0 1haarm = Bha g || Hoa ()]
q=0 m=0
|f(z) = f'(=)| < Z |h2atm, — hoaqm, || Haotm, (z)]

with m, such that E(5-5=1) = 2m, or E(W) = 2m, + 1 and thus

-1

|F(2) = f'@)] <Y |hsosm, = Byagm, |

q=0
The bounds on the Haar coeflicients of order ¢ yield, after some computation:

gt h(g+1) -
Vma |h2q+m h2‘1+m| < k27 ! [2q(l 1) [( ( 1)211] +pm(1 + Q)]

Thus:
-1
kZ(r’L(HU[W(l + (g 1)29) + pu(1 + 9)])

q=0

|[f(z) = f'(2)]

IA

-1 -1

De - - _
b 2 (3 3 HE D (g 1)20) 4 p(0 27K (1 1))
q=0 q=0 INRIA
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We may now state

Theorem 2 Let f be the sampling on | bits of a Hélder function of exponent h and constant k, defined
on [0,1], and let f' be defined as in (5). Then :
Vz € [0..2' — 1], [f'(z) = f(@)| < k* B(pm, pe, 1, h) (6)
with
B De s 2—l(h+1) -1 (1 _ 21—h)(2—hl _ 1) _ l2—hl(1 _ 2—h)
Blow et h) = 72 e g @1y
+ p 2 (142727 —1—1)]
SICEEE
Weierstrass FBM
8 ; ; ; ; ; ; ; ; 8 ; ; ; , ; ; ;
7 7t

If -]

If - |

01 02 03 04 05 06 07 08 09 1

Figure 8: B(pm,Pe, !, h) (dotted) and computed maximal differences between f and f’' (continuous) as func-
tion of h, for Weierstrass functions (left), and FBM’s (right), [ = 8 bits, p. = 0.9, p,, = 0.25.

Since for all admissible values of [, p,, p., B is an increasing function of A, this relation implies that the
smaller & is (i.e. the more irregular the function is), the more different the functions f and f' may be, thus
the more deceptive f is likely to be. This first fact bears some analogy with the results stated in section 3,
and is confirmed by numerical simulations displayed on figure 8.

A fine analysis of the function B(p.,,pc, !, h) is rather uneasy, because B defines a hyper-surface of R’,
but the following results may be stated (see figures 9 to 13, which are 3D “cuts” of that surface).

RR n " 2627
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Figure 9: B(pm, pe, I, h) as a function of (I, h) for p,,, = 0.01, p, = 0.7.

LT 7~
e 2 0 o i i o % i

A 5 9, 2 i e
e s
27

Figure 10: Zoom on B(pu,,pe, !, h) for p,, = 0.01, Figure 11: Zoom on B(p.,p., !, h) for p,, = 0.01,
pe = 0.7 and large values of h. [ = 8 bits and small values of h.

e Dependence on [ (figures 9, 10 and 11):

B(pm, Pe, 1, h) has the following asymptotic behaviour when | — oco:

11_1'123 B(pmap(:; L h) = pmm

This limit does not depend on p. 2 (see figure 13). We also have:

B(pm,pc, 2, h) — p62—2h—1 ‘|‘Pm(2_h + 21—2h)

2This fact is due to the definition of the mutation and crossover probabilities: each gene of the chromosome is mutated
with probability pm, while the crossover probability is defined on a whole chromosome. Thus when [ tends to infinity, for fixed
mutation and crossover probabilities, mutation becomes more and more important with respect to crossover. It may also be
argued that the one point crossover as it is defined here is meaningless when [ is infinite.

INRIA
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Figure 12: Influence of pm: B(Pm,Pe, !, h) as a Figure 13: Influence of p. : B(pm, e, !, h) as a func-
function of (I,h) for p, = 0.7 fixed, and p,, = tion of (I,h) for p, = 0.01 fixed, and p, =
0.001,0.05 and 0.1. 0.1,0.5 and 0.9.

Figure 14: B(pm,pc,!, h) as a function of I, p,, = 0.01, p. = 0.7, and for different values of A (up: 0.2,
middle: 0.4, down: 0.6).

B(pm, Pe, L, h) increases with [ for small values of [, and then decreases for larger values of I. It may
be proved that the parameterized curves B(pm,, e, ®, h) admit one and only one maximum at l,,4, in
[2, 00[. lmas increases when h decreases, i.e. when the function f becomes more and more irregular (see
figure 9 and 14).

A sufficient condition for non-deceptivity is B(pm,pc, [, h) = 0, which is in general not possible. A
qualitative approach is then to keep B as small as possible. In that respect, a strategy to set the
optimal value of [ is the following one:

— try to find a small value [ < [, 4, which is a tradeoff between a sufficiently fine sampling to correctly
capture the optimum (according to section 3), while trying to limit the number of samples,

— if no “small” values can be found, take a large value [ > l,,4,, compatible with computational
requirements.

RR n 2627
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Figure 15: B(pm, Pe, !, k) as a function of (p., h) for Figure 16: B(pm,Pe, !, h) as a function of (p.,, h)
[ = 8 bits, p,, = 0.01. for [ = 8 bits, p. = 0.7.

e Dependence on p. and p,, (figures 15 and 16):

Deceptivity decreases as p. and p,, decrease. This effect is more important for small values of A than for
large values of h. Note also that deceptivity is less influenced by p. than by p.,, and that the influence
of p,,, increases when h is small and when [ is large. For example, if h = 0.5 and [ = 8 bits, the influence
of p, on the deceptivity is about 15 times more important that the influence of p.. From a practical
point of view, it means that decreasing p,, is much more efficient than decreasing p., in order to
reduce deceptivity. This fact also confirms the interest of the mutation probability decrease technique,
especially for irregular functions. Mutation probability decrease has been theoretically justified for a
simple model of GA, without crossover, with Markovian approaches (see [7]), and its practical efficiency
has been experienced. Formula (6) shows that decreasing the mutation probability tightens the bound
on |f — f'|, thus probably decreasing the deceptivity of the function, i.e. making the convergence of
the GA easier.

6 Practical non-deceptivity criterion

Formula (6) provides a relation involving mutation and crossover probabilities, which may help to set these
probabilities in order to make the convergence of the GA easier. Notice however that this relation only gives
a bound, which needs not be optimal.

We present a simple sufficient non-deceptivity condition in the same spirit as in section 3. Formula (6)
points out that the function f’ is located inside a strip of extent 2kB around f. Suppose that we have detected
the two first optima of the functions (using for example a GA with sharing), i.e. z7 and z} corresponding to
the values f} and f5 (see figure 17).

If the following relation holds:

|fi — 2| > 2%k * B(pm,pe, , h)

then we are insured that the maximum of the function f’ will be near to the one of f (i.e. near f;). This
situation is depicted in figure 18. In this case, the function is not deceptive. If that relation does not hold
(figure 19), we cannot say anything about the deceptivity of the function.

The extent of the strip around f may be tuned by changing the values of the parameters p., p,, and [,
with the constraint that [ must be larger than a fixed threshold, deduced from Proposition 1, that insures

INRIA
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X¥.x%

Figure 17: Use of the bound B, in a practical implementation of a GA with sharing.

Figure 18: Favorable case: no deceptivity. Figure 19: Unfavorable case: possible deceptivity.

a correct sampling: the relation |f{ — f5| > kg is used to find a lower bound for I, while the relation
|fi — f5| > 2 % k x B(pm, Pe, !, h) provides conditions on p,, p. and .
To summarize, the a posteriori validation test may be written as:

* * 1
|f1 - f2| > k*max(? *B(pmapt:alah)aﬁ)

RR n " 2627
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A practical method to adjust p., pm and [ may be derived from the observations made in section 5.2. Let
us define:

e A as the maximal value of B which insures non-deceptivity :

A B
A= 2k

e B, and B, as the two limit values of B considered as a function of /:

By = B(pum,pc,2,h) =pe2 " 4 pu (27" + 2172 (7)
. 2—h
B, = IEI& B(pm,pc,l,h) —pmm (8)

® lyaz as the value of [ where B reaches its maximum B,.e = B(Dm, Pe; lmaz, B,
e [y as the minimal sampling rate that provides a correct localization :

_ logy(24)

I
0 h

We wish to find parameters [, p,,, p. such that:
l > l() and B < A

The first test to perform is to check whether A > By or A > B,,. If not, then decrease p,, and/or p,
until at least one of the two inequalities is verified.

Once this is done, four cases may arise (figures 20 to 22 are drawn for particular values, similar figures
may be drawn in other cases), due to the shape of the curve B(pm,pc, ®, k), and according to the values of
lo, limae and A. Each configuration defines a “permitted area” in which [ has to be searched :

e the “permitted area” is [lp,l1] with l1 < L4, (figure 20),

[

o the “permitted area” is [ly, 1] U[l2, +0o[ with Iy < lee < lo (figure 21),
e the “permitted area” is [ly, +0o[ with e, < Iy (figure 22),

e the “permitted area” is [ly, +oo].

The first, second and fourth case are favorable, since it will be possible to find a reasonably low value of
l. In the third case, arbitrary large values of [ may occur, leading to computationally intractable settings.
These different configurations may be modified by changing p,, and p.. However, when decreasing p,,, and
especially p., it becomes necessary to increase the population size and generations number of the GA, in
order to maintain what we can intuitively call the “search potentiality”.

INRIA
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R

Permitted Area

Permitted Area

RS
RS

2 1y, I

N
s
=

Figure 20: First case: permitted area before l,,,,- Figure 21: Second case: permitted area before and
after l,,,42-

Per mitted iArea /

N

I2

o

Figure 22: Third case: permitted area after [, .

The a posteriori validation procedure reads:

1. estimate k and A from the data,

2. choose a first set of p., p., and [ parameters,

3. run the GA in order to detect f{ and f,

4. if the relation |f — f5| > k4 is not verified, increase [ and re-run the program until it is verified,

5. if the relation |fy — f5| > 2 % k % B(pm, pe, [, h) is not verified, decrease p. and p,, (to a certain
extent), and/or increase ! and re-run the program until it is verified.

7 Experimental results

In order to verify experimentally the ideas presented above, we have performed tests on Weierstrass functions
(see equation 2). On figure 23 and 24 are shown Weierstrass functions with A = 0.95 and 0.3 respectively,
which correspond to box dimensions of 1.05 and 1.7. The range of z is [0,1], b is taken equal to 5, and we
look for the maxima of the functions.
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1. Minimization of Wj .95 (h = 0.95) :

0.7 T T T T T T T T T

"Weierl.05.pts" —

0.6

05 b

0.4 B

03 4

0.2 q

0.1 b

Figure 23: Weierstrass function of dimension 1.05.

e Accuracy test : according to section 3, the test for accuracy reads :
|f1* _ f2*| > k60'95 — k2—0.951 (9)

We start with an 8-bit sampling, and run the GA during 50 generations, with p,, = 0.0025,
p. = 0.5, and a population size of 50. The detected two first maxima are :

1 = 0.566406 fi =0.661077
T9 = 0.523438 f5 =0.638224

The on-line estimation of k gives k = 3.114, and we compute :
|f5 — f5| = 0.022852 > 3.114 + 2778 = 0.01604

Since the test is verified, we expect good localization. In fact, as one can verify it on figure 23,
the G.A. has found the right maximum.

e Deceptivity test : according to section 6, we would also like to verify :
lfi —f5|>2xk=B (10)
In our case, we get:
|fi — f5] =0.022852 < 2kB = 0.620156
The function may then be deceptive.
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As By = 0.123208 and B,, = 0.001294, it is possible to find a value [ for which the function is
not deceptive for the GA (we are in the case corresponding of figure 22). However, with the above
parameters, this value is so large that it does not allow to perform the computations. We thus
decrease p,, and p. in order to get a more reasonable value for [.

As a second test, we choose | = 40, p,, = 0.001, p. = 0.1, a population size of 100, and we run
the GA during 50 generations.

This time we get :

1 = 0.565846.. fi =0.662315..
9 = 0.525944.. fo =0.638076..

and:

|ff — fo] = 0.024239 > k279-99%40 — 1 13 x 107!
|fi — f5] = 0.024239 > 2kB = 0.016778

with these parameters, we thus have both an accurate sampling and a non deceptive function.
Indeed, it may be verified that the GA has given the right maximum.

2. Minimization of W5 17 (h =0.3) :

2 T T T T
“"Weierl.7.pts" —

15 q
l |- -
0.5 q
o fd V [\ ‘ | ’
0.5 q

-1 1 1 1 1
0 0.2 0.4 0.6 0.8 1

Figure 24: Weierstrass function of dimension 1.7.

The on-line estimation of k£ provides k = 3.154301.

The GA is run during 50 generations, with an 8 bits sampling, p,, = 0.001, p. = 0.7, and a population
size of 100, yielding:

zy =0.324219  f(zn) = 1.696581
Tp =0.312500  f(zn) = 1.679072
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L] Accuracy test :
fi — f5] = 0.01751 < 3.154301 x 2793*8 = 0.59616
1 2

We thus have to try again with a finer resolution.
With a 30 bits sampling, all the other parameters being kept the same, we obtain :

z1 = 0.314137..  f(z.,m) = 1.824930..
Ty = 0.314061..  f(zn)=1.782212..

and
|f5 — fo| = 0.042718 > 3.154301 x 27°-3*30 = 0.0061603

The sampling is correct, and the G.A. has given a good localization.
e Deceptivity test (30-bits sampling):
The relation reads:

|fi — f3| = 0.042718 < 2kB = 2.404567

The function may be deceptive.

In this case, we have not been able to find an affordable parameters setting for which the non-deceptivity
criterion is met. However, it can be verified that the right optimum has been correctly located even
though the a posteriori non-deceptivity criterion is not verified.

The examples we have displayed above are in some sense “worst-case” examples, because the functions
are everywhere irregular, i.e. nowhere differentiable with infinitely many local maxima around each point,
which makes it difficult for the algorithm to correctly locate the two first maxima of the functions. When
the accuracy increases, the GA discovers more and more maxima, which get closer and closer. This explains
why, in some configurations, it is impossible to find an a posteriori non-deceptive parameters setting, as in
the second case we have presented here. For other functions, the task may be much easier for the GA, and
reasonable non-deceptive parameters settings may exist. We stress again that the non-deceptivity criterion
we have derived is a sufficient condition : as we have seen, the GA may perform well even though it has been
declared “potentially deceptive” by the test.

To summarize, while the accuracy test seems to give precise indications, the deceptivity test has to be
used more carefully, only as a “confidence” measure on the results of the GA.

8 Conclusion

We have shown that in the framework of Hoélder functions, it is possible to derive criteria to a posteriori
validate the parameters setting of a discrete optimization method. An accuracy condition has been derived,
which is valid for any search method.

The use of Haar decomposition instead of Walsh decomposition yields some interesting results for the
particular case of optimization with GA. These theoretical results quantify the intuitive guess that the more
irregular the function looks like, the more deceptive it is likely to be.

The explicit formula obtained in section 5.2 provides a relation between :

e an intrinsic parameter of the function to be optimized: its Holder exponent h,

e the parameters of the GA: [, p,, and p..
INRIA
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A simple analysis of this formula has allowed to shed new light on previous results obtained by other
theoretical approaches of GA. Moreover, we have derived a simple sufficient non-deceptivity criterion. We
thus have, in the particular case of Holder functions, a mean to a posterior: validate the parameters setting.

Future work should be done in the following directions:

1. Generalization to local Hélder characterization: such an analysis would provide a variable-size strip
around the function, yielding more precise results, at the expense of more complex computations.

2. Use of other analyses than the deceptivity to quantify the efficiency of a GA: Goldberg’s deceptivity
analysis is based on the schema theorem which models the action of genetic operators in a “negative”
way, i.e. only the destruction of schemata by genetic operators is considered (this is the reason why
we have an inequality in the schema theorem). More recent approaches, as Price ’s theorem [3], or
Markov-based modelling [5], seem to be of interest in the framework of Holder functions.
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A Expression of the Haar functions in the Walsh basis
For every real function f, defined on [0..2! — 1], let:

vee[o0.2' —1]  f(z) = 2_: w; ¥ (z)

with \I/j (.73) =

i;é(—l)““jt, z; and j; being the values of the ¢** bit of the binary decomposition of z and
j- We will sometimes write ’(z) to emphasize the dependance on I.
The Walsh coefficients are given by :

2l—1

wi = 3 F@)¥()

lm2t and k= Y170 k2t

Let m; and k; be the £ bit of the binary decomposition of m and k: m =)
Proposition 4 FEvery function H; can be decomposed in the Walsh basis as follows :

20_1 ks
Hi(z) = & (X2 (— 1) 2 m0 ™MWty 1 i a(2))

withj=294+m, q€[0.l—-1] and me0..27-1].

Proof':

Let T; be the righthand side term of (11):

291
1 -1 miRt
Tj(2) = (32 (~1)Zm ™M Wyiis g (2)
k=0

with j =27+ m and m € [0..27 — 1].
We have to prove:

1 if(2m)2t-t <z < (2m+1)2097!
Tj(z) =Hj(z) = -1 ilf (2m +1)217971 <z < (2m + 2)2!797!
0 else

Define: j' = 2!=9=1 4 k2!=9, We have:

1-1 .
Wyrmas s (8) = Wjo(@) = (—1)2e0m0 7
with j = Y3174 ji2¢ = 217071 4 kim0 = 201 4 ST g2t

and:
j£=0 iftE[O..l—q—Q]
jl,—q—l =1
Ji = kt—(l—q) ifte [l —q..l— 1]
Thus:
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Wi () = (1) i b0

Replacing in the formula giving Tj :

291 _ B
Ti(z) = o 3 (1)Dimieg Mot ke
21 k=0
TJ(JJ) _ (_1)21: ! (—I)ZZ:; ki(mi+Ti0_q))
k=0

We consider two cases:

1z € [m2-%.(m+1)279

We may write: £ = m2!=7 + , a € [0..2'79] with a = Zi;g_l a2t

Thus:
q—1 l—qg-1 -1 l—g—1
o=y m2 T Y w2t = Y meg2 Y !
t=0 t=0 t=Il—gq t=0
Vte [l — ql — 1] , Ly = mt_(l_q)
29-1
(71)7”_‘1_1 g (2m
Tj(e) = =gy D (-2 MO
k=0

q—1
Since Zg;& ki(2m;) is even, the expression (—1)Zt:0 ke(2ms) equals 1, and :
Tj(z) = (~1)7-e-
Thus:
L if z € [(2m)2'=97 . (2m + 1)2!=97'[ T;(z) = 1 because z;_,—1 = 0
2. ifz € [(2m +1)2'797 . (2m + 2)2'- 771 Tj(z) = —1 because z;_,_1 = 1

2z ¢ [m2-%.(m+1)2!79]
This is equivalent to:

Jt €[l —q.l—1] suchthat =z, #m,_q_g

<= 3t c€0,..—1] suchthat zyyq_g) #my

using
Vt, m; € {0,1} and =z, € {0,1}

we get :
My # Tyq(1—q) = Mt + Tiy(1—q) = 1
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Let us define 77 as:
Ty={te[0.q—1] /mi+Tpsq-q =1}
We know that 717 # 0, thus:

(1)t A

Tyw) = 2

Let b € [0..2! — 1] be such that:

bh=0 t¢gT
Then:
27-1
T(J}) _ (—1)1?1—(1—1 [Z (_1) ': ;btkt]
! 2 k=0

ST bk q .
The term (—1)%~t=o0 is equal to Wj(k). We can thus write:

B 291

Ty(z) = “[Zw (k)]

The term 22 e Ui(k) is zero if b is not 0, which is the case here, because there is at least
one bit of b that equals 1.

We finally obtain:
g [m27.(m+2)2"71 = T(z) =0.

B Expression of the Walsh functions in the Haar basis

For i =274 m, ¢ € [0..l — 1] and m € [0..27 — 1], we have:

29-1
1 1—1 maky
Hi(@) = 5:( D2 (~ )20 "M Wyimargima (2))
k=0

The coeflicients of transformation matrix between Walsh and Haar bases are thus:

mij =0 if j #2797l 4 kol
L= Ll 1 Zq:l myi k¢ 1
mij = 57(—1)&st=0 else

2l—1

.TJ) = Z mij\Il
3=0

As the two bases are othogonal bases, which are non-orthonormal, the inverse formula is:

Zmﬂ”H Hj(z)
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with :
z=2"—1
WP = > [Wi(@)” =2'
z=0
z=2"—1 z=(m+1)2' 79
|| H:||? = Z [H;(z)]? = Z 1=2"9 because i=27+m
z=0 z=m2l—4
Thus
2[—1

Vi(z) = Z 2'm;i H;(z)

For every integer i € [1..2' — 1], whose binary decomposition is i = Zi;é 1;2¢, there exists a unique couple
(g,k),k € [0..27 — 1] such that:
g =2lma71 4 gol-a

In the expression of ¥;, the only m;; coeflicients which are non zero correspond to the j = 2¢ + m such
that :
3k € [0..27 — 1] such that 4 =2!7971 4 gal=¢

For ¢ > 0:
-1 g—1 -1
§= it =2 0 <y 3 k2
t=0 t=0

t=Il—q

eifte0.l—g—1] %4 =0
eift=0—qg—1 4, =1
oiftE[l—q..l—l] it:kt—(l—q)

l — g —1 is the first non-zero bit of 3.

Thus:
291

q—1 .
Wila) = Y (~1) 20 HH O ()

m=0

Remark: this relation also holds for ¢ = 0 (in this case m = 0), with the convention Y =5 e=o0.
Finally:

Vi) = Y2 )i B gy, (2) with 6= 2-17L(1 4 2k), ke[0.29— 1], and g€ [0.0— 1]

m=0

C Expression of the Haar coefficients as a function of the Walsh
coefficients and conversely
For any function f defined on [0..2" — 1], write:

2l—1 2l—1

f(z) = Z w;¥i(z) = Z h;H;(z)

with  hj = 742 Y20 f(2)Hj(z) and  w; = & 320 f(2)Wi(z).
INRIA
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Thus:
2'-1 2'-1
hj = 21 . SO wi¥(z)H,(z)
z=0 k=0
Using the expression of H; in the Walsh basis:
1 2'—1 2'—1 271 B
hj = 21—_(1 Z Zwk\llk(m (— Z( 1 t= om”}t\Ily a=14q9l- q( ))
z=0 k=0
2791 2'-1 2'—1
b= g 2 COEE N i 3 WaleWar s o(e)
k=0 z=0

The V¥; form an othogonal basis:

2l—1

2t ifi=3
Z Vi(2)¥;(z) = { 0 else ’
z=0

We obtain :

h; = 22'1 1( 1)21} 0™ g1 ypime With j =274 m

We now move to the Walsh coefficients :

2'—1
1
wi=gr Y f@Wil@) with i =207 (1+ 2)
z=0
2’—1 2t—1
si= g (3 hAL)Wi(o)
z=0 v=0
21—1 2'-1 291 1
myky
= g1 2 (3 B @)X (™ ()
z=0 v=0
291 _ 2l—1 2l
wi = 2l Z( 1) 0’"*’“*2’1 > Hy(z) Hasm())
v=0 =0

1 y27-1 ymike e s ol—g—1
Wi = 57 Yo P2agm(—1)&t=0 with ¢ =2=7"1(1 + 2k)
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D Computation of the Haar adjusted coefficients

Let :
2l—1 2l—1
fl@) =) wi¥i(z) = hjH,(z)
=0 7=0
and :
2l 1 2l—1
fl@)=> wiWi(z)= > hiH;(z)
=0 7=0
‘We write:
i=2"9"1(1+2k), g€ 0.l - 1], k€[0..29 — 1]
j=294+m,qge[0.l—-1], me€[0.27—1].
Then:

1-127-1 291

f'(z) = wp

q=0 k=0

m=0

In the following, the subscript ¢ indicates the t** bit of the binary decomposition, i.e. k =

t=1—-1

1-127-1

+ S W S CE R (@) = RS S Bhaym Haegm(a)

q=0 m=0

t=I1—1

i k2%,

1-127-1

q=0 m=0

m=>,_, m2', etc ..
1-129-127-1 -
f’(.’l)) = w('J + Z Z [Z wél—q—1(1+2k)(_1) #=0 mikt}H2q+'m($) = h6 + Z Z hf‘2'1+mH2‘1+m(x)
q=0 m=0 k=0
29-1 -
bopm = w;l—q—1(1+2k)(—1)2*:° ke
k=0

(we have: wy = wy = hy = hy)
Using the expression of the w} (equation (5)):

for g=10:
w;l_l = u)2l—1(1 — 2pm) = h’l
thus:
hY = hi(1 - 2p.,)
for ¢ > 0:
= - (21111 + 2k
,2'1+m = Z w2l7q71(1+2k)(71)2t:0 ek (1 —pe ( l _( 1 2 o 2pm0(2l_q_1(1 + 2k))]
k=0
Then:
29-1279-1 G ml ) by l—g—1
-1 t=0 t (21 1+ 2k —g—
f?q+m = Z Z h2q+mf( ) 29 [1 — Pe ( l—( 1 )) — 2pm(’)(2l a 1(1 + 2k))]
k=0 m/=0
291 291
1 §(2717H(1 + 2k e 4= (b
Hhrsn = g 00D 20,0010 28] 3 v ()R
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e It is obvious that: §(28-971(1 + 2k)) = 6*(k) + 1
§*(k) being the position of the last non-zero bit of k.
For k = 0, we have §(2!=971) = 0. We thus define: §*(0) = —

e We also have: O(2'-17Y(1 4 2k)) = 1+ O(k)
hbq ., thus becomes:

291 291

5 (k) +1 i
204m = g LS by 3010 P = 2P (1 + O(k))](—1) 20 (et mdk
m'=0 k=0
and finally :
,2q+m = h2q+m(1 1 2pm)
291 291 s
* i mt+mt)kt
zq(l_l 1nz:oh2‘1+m’ Z 6 k)( 1) 0
E 201 201 ) ,
pm Z h2‘1+m Z O O(mt+mt)kt.
m'=0
Let us define A(m,m’) and O(m,m') as:
291

A(m,m) = Z&*(k)(_l)th;;(mﬁmt)kt

29-1

~1+ Z 5 (k)(—1)eme (mitmelks

and

291 ) ,
Om,m') = 3 O(k)-)Ti ek

kol

-a
,_.c:

q— 1 ,
= E 0(mt+mt)kt
t=0

k

Write k = 2¢ +b, or :
d—1
k=244 "b2,
t=0

thus §*(k)=d
& Computation of A(m,m’):

g—12¢-1

q—1 ’
A(m,m') = -1+ Z Z d(—l)zt:o (m)4my) ks
d=0 b=0
241 .
A( =—-1+ Zd( 1 md+md Z( 1 O(mt+mt)bt
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1,

2;1(*1)2320 (mitmobe corresponds to:
29-1 ] _ ,
Z vl ()ud, (b) = Od if the first d bits of m and m' are the same
pr 2% else

where V¢, is the restriction of the m Walsh function on d bits, i.e. to the set [0..2% — 1]. Thus:
1. ifVt e[0..g—1] m; #m; then A(m,m') = -1
2. if m=m' then A(m,m') = =14 Y470 d2% =1 + ¢27 — 29+

3. Let us define u such that V¢ € [0..u — 1], m; = m}, and m,, # m!, (i.e. m, + m!, =1). Then:

q—1 291
Alm,m') = —1+ Y d(=1)m*ma 3~ [we ()W, (b)]
d=0 b=0
w—1 24 _1
Alm,m') = =14 d(=1)"at™ 3" Wl (b)ws, (b)]
d=0 b=0
2% —1

Fu(—1)™e e[ W (b) T, (b))

g—1 241
+ ) d(-ymatma[y  wd (b, (b)]
d=u+1 b=0
u—1
A(m,m') = -1+ d2%—u2" =1-2""
d=0

Finally: denoting u the integer such that V¢ € [0..u — 1], m; = m} and m, # m/,, the three cases above
are summarized as:

ifue[0.qg—1] —  A(m,m') =1-—2v+!
ifu=q@ie.m=m') — A(m,m')=1+q27—2¢%!

& Computation of O(m,m’):

1. fm=m'": (-1) o (mbme)ke _ 1, and:
201
O(m,m) = > _ O(k)
k=0
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2. IVt e [0..g—1] my #m,:

q
O(m,m') = Z(’) 1)0k) — 205(71)5:0
s=0

3. In the general case, we have:

qg—1 g—1
! !
O(m,m') = 3_(~1m+m [ (1+(1mrm) (12)
t=0 v=0,v#t
Proof: For g = 1, this equality is obvious, and we prove the formula by induction: suppose it is true for ¢, then:
2a+1_q q
’ 1 +1 ’ Zq (mi+m}) ke
Vm,m' € [0..29%7Y] 0t 1(m,m') = Z Zkt(_l) t=o :
k=0 t=0
29—1 ¢ 2¢+tl_1 4
’
Oq+1(m m') Z Zkt t 0(mt+mt)ki + Z Zkt o(met+my )k
k=0 =0 k=29 t=0

q+1 _
In the term Zzzzq !

=f; Vte[0.gq— 1]

q !
“, ey (—1) 20 T F TR ot o orite k= 24 4 f with f € [0.2¢ — 1], ie

0t m,m)) = O0%m,m')
291
T Z(HZM( DL metmi) s
f=0 t=0
O (m,m!) = O%Um,m')+ (=1)™ ™ O (m, m')
279 -1 a=1 ,
byt $ ()2 O

f=0

We have to prove that:
-1

291 1 , q
Z(_I)Zfzo (me4+my)fr — H(l + (_1)mv+m;)
f=0

v=0
q—1 ’
This is obviously true for ¢ =1 and g = 2. Define S; = iqzzl(—l)Zt:O (me+me)ft ppen
20+l _q
q
Ser1 = ) (—1)2oimo et m)
£=0
2q+1 _
— z( l)zt 0(m¢+mt)ft + Z (— 1)213 0(mt+mt)ft
F=21

= Sg4 (=1t mag, = (14 (-1)™at)s,
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We thus obtain for ©911(m,m’):

q—1
O (m,m') = O%m,m)(1+ (1)) 4 (<1t [+ cpmetet
v=0
q—1 q q—1
! !
Z(_l)mfz+m2 H (1+(_1)mv+mv)+( mq+m H (1+(— l)m”+mv)
= v=0,v#t v=0,v#t

O
Now :

o If m=m':Vt (—1)™+™ =1 then: O(m,m') = 3 Hv Ot 2 = q2e1

e Let u be the number of bits where m and m' differ: if w =1 , then:
— 3t such that my, +mj =1
and then (14 (—1)™0+™0) =0,
~ Vt#1t, m;+m},=0or 2 and then all the terms [J%_; w1+ (=1)mo¥me) =0

Thus
g—1

O(m,m') = (—l)m*0+m:’0 H (1+ (_1)mv+m;) — _9a-1
v=0,v#to

If u > 1, let T, be the subset of [0..g — 1] such that ¢ € T, iff m; +m), = 1. Then:

ift € Tyymy+m) =1, and[(1+(=1)™*™)] =0
ift ¢ Tyymy+m, =00r2,  and[(1+4 (—=1)™F") =2

Thus O(m,m') =0

Finally:

if m and m' differ by more than 1 bit, O(m,m') =0,
if m and m' differ by 1 bit, O(m,m') = —2071
ifm=m, O(m,m) = ¢2971

Recall that hj, ,, can be written as:

Dc
-1
2¢-1

2‘1(l Z haatm A(m, m')

'm’—O

h,2‘1+m = h2q+m(1 - l

29-1

_ 2pm
p Z h2q+m/(9(m m)

m/=0
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<& the O(m, m') term yields:

291
§ ' hoapm O(m,m') = 2  houy,  — 277" § : hoagm
m'=0 m! [Ju,|m! —m|=2*

since m and m’ differ only by 1 bit: Ju, m' = m + (1 — 2m,)2*

Thus:
291 g—1
> haugm O(m,m') = 29 hoa sy — 2971 Y Bt (1-2my )2t
m'=0 t=0

<& the A(m,m') term yields:

21_1 21_1
Z hoa gy A(m,m') = [1 4 (¢ — 2)29h2apm + Z haa o A(m, m”)

m/=0 m/=0,m'#m

for m' #m, Ju/Vt € [0.u — 1] my; =m; and m, #m), (i.e. m!, =1—m,).

We can thus write:

u—1 qg—1
m =3 m2 4 (1-my)2"+ Y m2t  we0.g—1]
t=0 t=u+1
And:
291 q-1 ga—u=2
> harmeA(mym') = 14 (g = D2Thorm + 3 (L =2"1) D oy svit e e e
m'=0 u=0 r=0 -
Finally, ke, can be written as:
i = haeen[l = E(1+ SRS — 9, (14 4]

ga—u—2

e q—1 +1
- Qq(Ii—_l) Zu:ﬂ(l -2 ) ZT:O h2q+Z::’01 m2t+(1—my )2% 4722 +1

q—1
- Pm Zt:o h24+m+(1—2mt)2t
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