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Comportements dynamiques et convergence de la comparaison
ordinale des systemes stochatiques a événements discrets

Xiaolan XIE

INRIA, Technopole Metz 2000, 4 Rue Marconi, 57070 Metz, France

Résumé

Dans ce papier, nous considérons la comparaison ordinale lors de la
"simulation des systemes stochastiques a événements discrets. Nous
examinons les comportements dynamiques de la comparison ordinale dans un -
cadre général. Nous montrons que, pour certaines classes de systémes, la
probabilité d'obtenir une solution souhaitée a l'aide d'une approche ordinale
converge de maniére exponentielle alors que les variances des mesures de
performance converge au mieux en O(1/t2), ou t est le temps de simulation.
Nous donnons également des arguments empiriques pour montrer que la

convergence exponentielle existe pour des systémes généraux.
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Abstract

This paper addresses the dynamics and the convergence of ordinal comparison
in the simulation of stochastic discrete event systems. It examines properties of
dynamic behaviours of ordinal comparison in a fairly general framework.
Most importantly, it proves that for some important classes of discrete event
systems, the probability of obtaining a desired solution using an ordinal
comparison approach converges at exponential rate while the variances of the
performance measures converge at best at rate O(1/t2), where t is the
simulation time. Heuristic arguments are also provided to explain that

exponential convergence rate holds for more general systems.
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1. Introduction

Optimization in discrete solution space becomes more and more important for
discrete event dynamic systems. There are countless number of potential
applications such as production capacity and buffer capacity dimensioning in
manufacturing systems. The only general tool for evaluating such systems is
the simulation. Due to the lack of viable optimization approaches, empirical

and sometime blind solution search approaches are used.

A straightforward and widely used approach consists in: (i) simulating all
candidate designs (i.e. all selected solutions) to obtain accurate enough
estimation of the performance measures, and (i1) selecting the best design. The
major problem with this approach is the requirement of long stimulation run to
obtain accurate enough performance estimators. It has been proved that, for
most discrete event systems including Markov chains and regenerative
processes, the variances of performance measures converge typically at rate
O(1/t) in time t. Convergence rate O(1/t2) can be obtained using sophisticated
variance reduction techniques (see [17]). These convergence rates are usually
unsatisfactory when the number of candidate designs is important.

The ordinal optimization approaches first proposed in [12] (see also [13] for an
overview) reduce the computation burden by "combining some mind-set

changes" concerning the problem of optimization of discrete event systems.

1. (Ranking) The primary concern of the ordinal optimization approaches
is the ranking of the candidate solutions instead of their exact criterion
values. Numerous simulations conducted by different authors for a wide
range of problems have shown that the ranking stabilize before the

convergence of the criterion value estimates.

2. (Parallel simulation) Ordinal optimization approaches generally
simulate simultaneously different candidate solutions using common
random variable generation or standard clock technique ([18]). It has
been shown in [7, 9] that the resulted correlations between the criterion
value estimation errors can only help and increase the chance of

identifying good solutions very early in the simulation.



3. (Goal relaxation) To significantly reduce the simulation time, ordinal
optimization approaches typically relax the goal of simulation to the
isolation of a set of good candidate solutions. The observations of
numerous simulation experiments indicate that it is possible to
determine whether a candidate solution is good or bad very early in the
simulation with high probability. Typical relaxing goal is to identify a
small subset of candidate solutions containing at least one top-r solution
with high probability. Estimates of this probability has been proposed in
[3] for a class of discrete event systems.

4. (Simulation budget allocation) Another principle of ordinal optimization
approaches is the use of different simulation lengths for different
candidate solutions. The idea is to discard solutions which can hardly be
optimal ones whenever we are confident enough. Figure 1 is a typical
simulation time distribution when using an ordinal optimization
approach. The problem of confidence probability has been addressed in
[3, 19] for a class of discrete event systems.
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Figure 1: Simulation length profile (This figure is from [11])

Recent research ([2, 3, 14, 15, 18]) has demonstrated that impressive
improvement in computation efficiency can be achieved using ordinal
optimization approaches.

The purpose of this paper is to provide theoretical evidences that principles 1-3
do improve the efficiency in identifying good designs. It is an extension of a
recent work ([5)) which considers the convergence of the probability that the
best observed design is indeed a "good" design. However, as we point out in



Section 6, the proofs of two critical results on the exponential convergence rate
of regenerative processes are inexact.

In this paper, we consider the following fundamental indicator in ordinal
optimization: the probability that at least r of the observed top-k designs are the
actual top-m designs (i.e. satisfactory designs). In the following, this
probability is called confidence probability. It is meaningful in the perspective
of dynamic simulation budget allocation. Our main contributions are the
following ones :

1. Monotonicity properties of the confidence probability with respect to r, k
and m are established. They show that goal relaxation improves the
computation efficiency. These properties can be used in the design of

ordinal optimization approaches.

2. The association (i.e. a kind of positive correlation) of different systems in
simulation improves the convergence rate of the probability that the
observed best design is the actual best one.

3. Informal arguments of the exponential convergence rate of the

confidence probability in general case.

4. Proofs of the exponential convergence rate the confidence probability for
regenerative simulation case and for empirical means of i.i.d. random
variables under less restrictive conditions than the ones stated in [5).

The remainder of the paper is organized as follows. Section 2 presents the
formulation of the index dynamics under consideration. Section 3 examines
the monotonicity and ergodicity properties of the index dynamics. Section 4
provides a loose bound of the convergence rate, informal arguments for the
exponential convergence rate, and the impact of the associated systems.
Section 5 examines the convergence rate of empirical means of 1.1.d. random

variables and Section 6 examines that of regenerative processes.



2. Index dynamics and confidence probability
Throughout the paper, we consider the performance measure J(0) of a discrete
event system, where 6 € © = {6, 65, ..., O5} is the design parameter of interest.

We consider the following optimization problem:

Max J(6)
6€0

Without loss of generality, we assume that J(8,) > J(85) > ... > J(By). The term

"design” will also be used to indicate a discrete event system.

The performance measures J(6) of the various systems are unknown to the
system designer and are evaluated by simulation. Let L(0, w, t), Vt> 0 denote
the sample performance measure of the system 0 evaluated at time t. Let J(0, t)
= E,[L(6, w, t)}, Yt= 0 denote the mean value of L(6, w, t). It is worth noticing
that the sample performance measures L(0, w, t), for all 6 € © need not to be
mutually independent. Furthermore, throughout the paper, for notation
simplicity, we also use LJ- or L(Gj,t) to denote L(Gj,(o,t) when no confusion is

possible.
We assume that :

(A) The discrete event systems are ergodic, i.e.

lim L(6,w,t)=J(6),a.s. and lim J(0,t)=J(6)

t—0o0 t—oo

At any time t of the simulation, the systems are ranked according to their
sample performance measures. Let n;; € © be the system ranked i at t, i.e.,

L(myy, 0, t) 2 Lngg, 0, t) 2 ... 2 Lwyg, o, t)

A fundamental issue is the consistency between the estimated ranking and the
actual ranking. More precisely, we are interested in whether the observed top-k
designs (i.e. estimated good designs) contain at least r of the actual top-m
designs (i.e. real good designs). This is characterized by the following index
dynamics:

1, card({6;:1 si<mjn{m:i<i<k})zr

I(r,k,m) = 1)

0, otherwise.



Particular cases of interest include : li(r,kk), I(r,r,m), L(rk,r), I;(1,k,m),
Li(r,r,r), I4(1,1,m). In particular, 1;(1,1,m), which indicates whether the

observed best design is one of the good designs, is considered in [5].

The probability measures of the index dynamics, i.e. P[I;(r,k,m) = 1} and
P{I;(r,k,m) = 0], are called confidence probabilities in this paper. Our main goal

1s to investigate their dynamic behaviours in time.

3. Basic properties of Index dynamics and confidence probabilities

3.1. Monotonicity

Property 3.1. The index dynamics I;(r,k,m) is non-decreasing in k and m and

non-increasing in r and N.

Proof. a) I;(r,k,m) 2 I;(r+1,k,m). If the observed top-k designs contain at least
r+1 of the m true best designs, i.e. [,(r+1,k,m) = 1, then the observed top-k
designs contain at least r of the m true best designs, i.e. I;(r,k,m) = 1.

b) Li(r,k,m) < Li(r,k+1,m). If L(rk,m) = 1, then the observed top-(k+1) designs
contain at.least r of the m true best designs, i.e. [;(rk+1,m) = 1.

c) Li(r,k,m) < Li(r,k,m+1). If I;(r,k,m) = 1, then ‘the observed top-k designs
contain at least r of the m+1 true best designs, i.e. [;(r,k,m+1) = 1.

N/ N+1/.,
d) I (rk,m) > L (l’k’m). Let us distinguish two cases. Case 1 : 8y, 1s one of
the observed top-k designs. Since 6y, 1s not one of the m true best designs and

since it is not observed when determining Ilt\I(r,k,m), I{\I(r,k,m) > ItN”(r,k,m).
Case 2 : On.,1 is not one of the observed top-k designs. In this case, the observed
top-k designs are independent of the design 6y,; and hence

'IEI(r,k,m) = Ii\l”(r,k,m). 1



Property 3.2.

a) Li(r,k,m) < I;(r-1,k-1,m)
b) I;(r,k,m) < I;(r-1,k,m-1)
o) Ii(r,k,m) = I;(r,k-1,m-1)

Proof. If I;(r,k,m) = 1, it holds that the observed top-(k-1) designs contain at
least r-1 of the m true best designs, i.e. [|(r-1,k-1,m) = 1, and that the observed
top-k designs contain at least r-1 of the m-1 true best designs, t.e. I,(r-1,k,m-1) =

1. Hence, a) and b) hold. Finally, claim ¢) follows directly from Property 3.1. Q

Corollary 3.1.
It(l‘,k,m) > It(l',l‘,l‘)

Remark 3.1. Properties 3.1. and 3.2 and Corollary 3.1 still hold if I;(®,,®) is
replaced by P[l;(,*,*) = 1]. As a result, the confidence probability P(I;(r,k,m) =
1} can be improved by loose design requirement (i.e. small r and large m) and
large computation budget (i.e. large k as it indicates the number of systems to
be further evaluated). It is reduced by the number of candidate designs (i.e. N).
As it can be expected, the confidence probability reaches its minimum atr = k =
m, i.e. when only the observed top-r designs are kept and the goal is to find the
actual top-r designs. That is,

Property 3.3.
a) P(Iy(r,k,m) = 1) 2 1 - P(I;(r,r,r) = 0]

b) P(I;(r,k,m) = 0] < P[I(r,r,r) = 0]

Remark 3.2. Since the index dynamics considered in [5] is I;(1,1,m), the

monotonicity of the confidence probabilities with respect to m and N follows
from Property 3.1. The independence assumption made in [5] is not necessary.

3.2. Ergodicity

Property 3.4. Under assumption (A),

lim PIy(r,k,m)=1]=1 and limP[I;(r.k,m)=0]=0

t—oo t—oo0

This property 1s a direct consequence of assumption (A).



Let us notice that the confidence probabilities can be written as follows:
P[Iy(r,k,m) = 1] = Pla, (0, t) 2 by (o, t)] (2)
P[Ii(r,k,m) = 0] = Pla, (o, t) < b (o, t)] (3)

where a, (o, t) is the sample performance measure of the observed r-th best
design among (64, 69, ..., 6,,) and b (o, t) is the sample performance measure
of the observed (k-r+1)-th best design among (6,,,1, 87,2, --., ON).

Property 3.5. Under assumption (A), with probability 1, a.,(0, t) — J(8,) and
b, t) = J(O0,141) ast— oo,

Proof. We only consider a,,(», t). The proof for b, (, t) is similar. Let = be the
set of all possible sample paths o. Let Q(8) be the set of sample paths o such
that L(6, w, t) does not converge to J(8) as t— . Clearly, for any sample path ®

— N
5 :—Uiz]Q(9i), a,ym(o, t) - J(6,). As a result,

N
- N
Pla,m(o.t) - J(6,)] 2 P[;— N (e, )} >1-3 P[]
1=1
According to assumption (A), P[Q(8)] = 0 for all 6. Thus,

Pla,n, (w,t) > J(6, )} 21
which completes the proof. d

Property 3.6. Under assumption (A), Ela,(», t)]— J(8,) and E[b,y(w, t)] —
JOmik+1) ast— .

The proof of this property is based on the notion of uniform integrability. A
family of random variables {Y}; he H}, indexed by an arbitrary set H, is

uniformly integrable if

SlﬁpE“th.lﬂth > x}] -0 asx — oo

It is known (see [8]) that uniform integrability is a necessary and sufficient
condition for the interchange of limit and expectation, in the following sense: If
EllY,ll<oe,n=1,2,...,and Y, — Y in probability, then lim, . .E[Y,] = E[Y]
if and only if {Y,,: n = 1, 2, ...} i1s uniformly integrable.



Proof. Let us consider a,, (o, t). The proof for b, (e, t) is similar. Let us notice
that a.,(w, t) — J(6,) in probability according to the property (p). Furthermore,
m
Ellarm(o,t)] < E{ Max [L(6;,0,t) q < Y E[L6,0,t)] < vt
= A

1<1€m

Therefore, we only need to show that {a,(w, t): t > 0} is uniformly integrable.
" From the definition of arm(o, t),

supE[|a,,m w,t). {larm o,t)| > H

< supE| Max
t

RESES

_,(Gi,(o,t)].l{ Max|L 6;,, t)[ H

1<1<m

m
< supE ZIL 6;,w, tl {]L 9,,(:) t | > x}}
Li=|

m

2 upE[

=]
From assumption (A) {1.(6, w, t): t = 0} is uniformly integrable for all 6. This

9,,0) t' {IL 0;,w,t) | > x}]

leads to:

s%pE[ (6,,t). {,L(?wt|>x]~e() as x — oo

The combination of the last two relations implies that {a,,(®, t): t = 0} is

uniformly integrable. .

Using similar arguments, it can be shown that the estimated ranking m;;

converges the exact ranking.

Property 3.7. Under assumption (A), n;, — 6; w.p.1, L(n, o, t) = J(6;) w.p.1
and E[L(m;;, o, t)]— J(6;) as t— oo



4. Convergence rate of the general case
4.1. A loose bound

Lemma 4.1. For any real number V,
a) P[l(rkm)=0]<¥ " PlL(60.t) < V]+ 3T

—]-t-l

b) P[Iy(r,k,m)=1]21 —(EJT:] PlL(6jot) s V]+ 30 P[L(ej0.t)2 VD

P|L(6;0,t) > V]

Proof. Since P[I;(r,k,m) = 1] = 1 - P[Ii(r,k,m) = 0], we only need to prove a). From
Property 3.3,

P[I;(r,k,m) = 0] < P[1y(r,r,v) = 0] = P{MinLj < MaxL;

I<)<r r+1<)<N

For any real V, it holds that:

P{Minh < Max LJ} =1- P{Minbj > Max LJ}

I<j<r r+1<j<N I<jsr r+1<j<N

(\{Max Lj SV}

r+1<j<N

-P {MinLjéV

1<)<r

|
<P {Mil’le SV}U{ME{X L2 VH

l<jsr r+1<j<N
< ZEZIP[ (6 , t) < V] ZiH]P[L(() w t) V]
which completes the proof. Q

Property 4.1. Suppose that the variances of the sample performance measures
exist. Under assumption (A), there exists a finite t* such that for all t > t*,

o
a) P[It(r,k,m)=I]ZI—FZiIVar(Lj)

b) P[It(r,k,m) = O] < ALZZE\;]Var(Lj)
where A = (J(8,) - J(6,,1))/4.

10



*

Proof. Since P[I(r,k,m)=1}=1- P{I,(r,k,m) = 0], we only need to prove b). From

lemma 4.1, we have:

: r N
P[L(rkm) =0} < 37 PL(6),0,t) s V]« 37 PL(6)w.t)2 V]
Let us choose V = (J(6,) + J(8,,1))2. From assumption (A), there exists a finite
t* such that, for all t > t*, J(Bj,t) > J(Bj) -A>Vforallj<rand J(Gj,t) <dJ(B83) + A

<V for all j 2 r+1. As a'result,

Yo P[L(6p.t) < V]+ ZE\I:HIP[L(Bj,a),t) >V)< E?LP”LJ- -J(8;.t) 2 A]

which implies:

P[T(r,k,m) = 0] < ZJ.NZIP[

L; ~J(9J-,t)l > A] 4) -
Combining this relation with Chebyshev's inequality completes the proof. a

The implication of this property is that the confidence probabilities converge at

least as fast as the variances of the performance measures. Typically, the
convergence rate of the variances is O(1/t). If this is true, then P(Ii(r,k,m) = 1] =

1-0(1/t) and P[Ii(r,k,m) = 0] = O(1/t).

Let us notice that as shown in [5], this lower bound cannot be improved if only

the first two moments are known.

4.2. Informal arguments of the exponential convergence rate
Let us further examine relation (4) which can be rewritten as follows:

P[L, (r,k,m) = 0] s'ZJ.N:IP[|L(9j,w,t)—J(9j,t)| > AJ (4)

As a result, the confidence probabilities converge at exponential rate if the
sample performance measures converge at exponential rate or if they satisfy
the large deviation principle. This has been proven true for many ergodic

stochastic processes. Hereunder, we give some informal arguments.
For ergodic stochastic process, it is generally true that the sample performance

measures are asymptotically normally distributed. It is then reasonable to
assume that L(0, w, t) is asymptotically normally distributed, i.e.

11



PIL(G,w,t) - J(8,t) = A] = P[1v(B,t) - | 2 A}, for t large enough

where v(8, t) is normally distributed with mean p; = J(6,t) and variance ()2 =

Var(L(8, w, t)). According to a result in large deviation theory (see [61),
PlIv(8,t) - uy | = A) < 2exp(- A*(A))
where A*(A) = A2/(c,)2. As a result, for t large enough,
PlIL(B,m,t) - J(B,t) 1> A] < 2exp(- A*(A))

which together with relation (4') implies that :

P[li(r,k,m) = 0] = O(exp(-s(t)))

where s(t) = A2/Max(Var(L(6, w, t)) : 8 € 0).

If the variances of the performance measures converge to 0 at rate O(1/t), then
P(Ii(r,k,m) = 0] converges to 0 at rate exp(- O(t)).

4.3. Determination of the exponential convergence rate

Lemma 4.2. For any random variable e; such that ey —» p a.s., E[e(] —» and U <
0. There exists ty 2 0 such that :

Ple, > 0] < exp(- tA*(t)), for all t >ty
where ‘ .
A*(t) = s&p{—%loth(l)} and M,(A)= E[e’-et]

Proof. First, for all A >0,

Ple, 0] = E[1{e, > 0}] < E[e**t| = M(2)
which implies that:

Ple, 20]< exp(—supl—%log Mt(l)})

220

Since E[e;] — u and u < 0, there exists t; > 0 such that :

12.



Efle ] <0, for all t > t,

From the properties of the Fenchel-Legendre transform,

Ple, 2 0] < exp(—tsilp{—ltlog Mt(i)}) = exp(—tA *(t)) .

We use relations (2) and (3) to determine the convergence rates of the
confidence probabilities. Rewrite equation (3) as follows:

P{I(r,k,m) = 0] = Pla, (0, t) < by lo, t)]

where a,,(w, t) is the sample performance measure of the observed r-th best
design among (84, 85, ..., 8,,,) and b (v, t) is the sample performance measure
of the observed (k-r+1)-th best design among (6,41, Oma+2, -..» On). Let

e(r,k,m) = b, t)-ay,(w,t)

According to properties 3.5-3.6, the conditions of lemma 4.2 hold for e (r,k,m).
As a result, there exists tg = 0 such that :

P[Ii(r,k,m) = 0] < exp(- tHy(r,k,m)), for all t = ¢ (5)

where

1 .
H,(r,k,m)= sgp{—zlog E[exp(/,(brk (0,t)—a,m (w,t)))]} (6)

The exponential convergence rates of the confidence probabilities satisfy the

following relation:

lim llogP[It(r,k,m) = ()] <-lim Hy(r,k,m)=-H_(r,k,m)

t—oot 00

From the numerous results in the theory of large deviation, it is commonly
believed that the above inequality relation is actually an equality relation and
that the right-hand-side term of this relation is the exponential convergence
rate of the related confidence probability.

13



4.4. Association and convergence rate

Lemma 4.3. If {L(6, w, t)) : 6 € O} is a set of associated random variables, then
the random variables b,y (o, t) and a,,,(m, t) are associated.

Proof. Obvious as a,.(w, t) and b (o, t) are monotone non-decreasing
functions of L(6, o, t)) for all 6 € O. a

Let {f(e,a),t) : 0 € O} be an independent version of {L(8, m, t): 6 € O} in the

sense of [1]. As a result,

Var(L(6, o, t) - L(6', @, t)) < Var(L(6,w,t) - L(6', o,t))

However, as noticed in [5, 9], small variance does not imply high probability of
correct selection, i.e. higher P[I(r k,m) = 1]. Nevertheless, as will be shown in
the following, when we check whether the observed best is the actual best, the
association does lead to large rate of convergence which means that the
confidence probabilities converge faster in the simulation of associated systems
than in that of independent systems.

Let A,\(0, t) is the sample performance measure L(6,w,t) of the observed r-th
best design among (64, 8y, ..., 8,,) and B, (0, t) is the sample performance
measure L(6,w,t) of the observed (k-r+1)-th best design among (0,1, Omezs ---»
On). From their definition, A, ,(»,t) and B (w,t) are mutually independent.
Clearly, if r = m =k = 1,

Arm(w’t) = E(Bl,w,t) and B (w,t)= Mﬁﬁii(ej’w’t)

If {10, w, t)) : © € O} is a set of associated random variables, according to [1}:

arm((u,t) st Arm((u,t) and brm((u,t,) Sst Brm((u,t) (7)

Property 4.2. If {L(6, 0, t)) : 8 € O} is a set of associated random variables, then

for t large enough,

H,(1,1,1) 2 He(1,1,1)

where

14



H¢(r,k,m) = s&p{—%logE[exp(l(Brk (w,t) = Ay (w,t)))]}

Proof. For all value of A, one of the two functions x — exp(Ax) and y — exp(-Ly)
is increasing and the other is decreasing. Since a,(w, t) and b k(w, t) are

associated,

E[exp(l(brk (@,t) - amm (w,t)))] < E[exp(/lbrk (a),t))]E[exp(—/larm(a),t))]
Since A,,,(o,t) and B (o,t) are mutually independent,

E[exp(A(By (@,t) = Ay (,1)))] = E[exp(AB i (0, 1))|E[exp(~2A m (,1))]

When r=k=m=1, combining the last two relations and relation (7), we obtain

E[exp(l(b,.k(w,t)— arm(w,t)))] < E[exp(l(Brk(w,t) - A,.m(w,t)))], YA 20

From property 3.6, E[a, (o, t)]— J(6,), E(b, (o, t)] = J(0,k+1), E[Arm(®, t)]—
J(6,) and E[B (o, t)] = J(6,,,k+1) as t— o . As a result, there exists a finite t*
such that, for all t > t*, E[b,,(0,t) - a,(0,t)} < 0 and E[B,(0,t) - Ay (w,t)] £0.
According to Lemma 2.2.5 in [6], it holds that:

H(r,k,m)= igg{—%logE[exp(),(brk(w,t)— arm(w,t)))]}, Ve t*

Hi(r,k,m)= iup{—]zlogE[exp().(Brk(w,t) - Arm(w,t)))]}, vt > t*
>0

which completes the proof. 0

Remark 4.1. Similar property was established in [9] for the case of two Markov
chains. The proof of property 4.2 above is similar to that of lemma 5.2 in [9].

Remark 4.2. Numerous numerical experiences show that property also holds

for general case. This is an important open problem.

4.5. Some large deviation results

This subsection establishes some preliminary results that will be extensively
used. For this purpose, let us consider a sequence of i.i.d. random variables X,
.oy X5, .... Let us consider the following assumption:

15



(B) The moment generating function M(X) = E[exp(AX )] exists in a
neighbourhood Q = (-, ®) of A = 0 for some ® > 0.

Let Sp = zz;xi, A(L) = logM(X) and A*(x) be the Fenchel-Lengendre transform
of A(Q), i.e.

Ed

A (x)= sgp{/l X — /\(?t)}

The first quantity of interest is the probability that the empirical mean, i.e.
S,/n, is greater (resp. smaller) than a given finite constant. This quantity

converges to zero at exponential rate according to the following lemma.

Lemma 4.4.
If (B) holds, then

P[S,/n > x| < exp(-nA*(x)), Vx > E[X,]
and

P[S,/n < xJ € exp(-nA*(x)), Vx < E[X,]
Furthermore, A*(x) > 0, VxzE[X,].

Proof : Let us notice that assumption (B) implies that A(A) exists in Q.
According to Lemma 2.2.5 in [6], A*(x) is a non negative convex function with
A*(E[X1]) =0 and

sup{d x~A(4)}, if x 2 E[X]

/\*(X)z A20 « .

lil;g{A X~ /\(/1)}, if x <E[X)]
Furthermore, A(A) is a convex function. It is differentiable in Q and A'(0) =
E[X,]). For any x > E[X,],

A (x) = sup {A x-A(2)}

0<A<@ ,
= Ogs}fgm{/l x = (A(0)+ A'(0)4 +0(2))}
= 54l (3 EIXI ) of2)]

> ()
Similarly, it can be shown that A*(x) > 0, Vx < E[X,]. Finally, it can be easily

shown that:
P[S,/n > x| <infy5 o (E[exp(A(S, - nx))]} = exp(-nA*(x)), Vx < E[X/]

and

16



P[S,/n £ x| <infyc g (Elexp(M(S, - nx))} } = exp(-nA*(x)), Vx < E[X,]
Q.E.D.

Let us notice that Cramer's theorem provides stronger results. As a matter of
fact, it shows that:

lim LlogP[S, /n = x] = —A"(x), vx > E[X]

n—oo N

and
lim ~logP[S, /n < x] = ~A"(x), Vx < B[X,]

n—oo N

Another quantity of interest is the probability that a random variable exceeds a
large number. As shown in the following lemma, it also converges to zero at
exponential rate if assumption (B) holds.

Lemma 4.5.
P[X; 2 x) < M(&) exp(-Ax), VA 20

and
P[X; < -x) < M(A4) exp(ix), VA <0

5. Empirical means of i.i.d. random variables

In this section, we consider the following performance measure:
L
L(6,t)= szi(ﬂ)
=i
where {X;(6), 1 2 1} is a sequence of 1.i.d. random variables with E[X;(0)] < .

Theorem 5.1. Assume that the moment generating function M(A,0) =
Elexp(AX{(8))] exists in a neighbourhood Q = (-, ®) of A = 0 for some @ > 0.

Then there exists a positive number s > 0 such that :

P[Ii(r,k,m) = 1] = 1 - O(exp(- st)) and P[I(r.k,m) = 0] = O(exp(- st)).

Proof. Since P[I;(r,k,m) = 1] = 1 - P[I;(r,k,m) = 0], we only neecd to prove b). From

lemma 4.1, we have:

P[T,(r,k,m) = 0] < Z;:]P[L(Gj,w,u) <V]+ ZiMP[L(ej,w,t) > V]



Let V = (J(8,) + J(6,,1))/2 and let A = (J(8,) - J(6,,1))/2. Since J(68;) > J(Bg) > ... >
J(Oy), it can be shown that:

PI(rk,m)=0]< 37 P[L(65,t) < d(6;)-a)+ X7 P[L(65,6) 2 d(65)+ 4] (®)

J=r+l

Taking into account the form of the performance measures,

r

At =0 SF ) of-s |+ 3 1S xfazala)ea)

. i=1

According to lemma 4.4,

Pl Xi(6;) 2 J(6;)+ & | < exp(-tA}{J(6;)+ )

Y Xi(6,)<d(6)-a |< exp(—mj‘(J(e,)-A))

where
P3

Ay (x)= sgp{/lx - logE[exp(ﬁ.X](F)k ))]} >0, Vx# E[X,(Gk )]

Combining the above results,
P(Ii(r,k,m) = 0} = Olexp(- st))

where S—Mm{ (J(9l) A ’Ai(J(()r)‘A)’A*}+|(J(9r+l)+A)""’A;\I(J(9N)+A)}

1s a positive number by virtue of lemma 4.4. ]

Remark 5.1. The above result can be easily extended to the case where the

number t depends on 6, i.e.
N(6,t)

L(8,w,t) =

N(8,t) i

=1

In this case,

P[Iy(r,k,m) = 1] = 1 - O(exp(- svy)) and P[Ii(r,k,m) = 0] = Olexp(- svy)).

where
v, = MiniN(8,,t), ..., N(Bn, UL

Remark 5.2. The different sequences of i.i.d. random variables need not to be

mutually independent.

18



Remark 5.3. The condition of the theorem 5.1 is less restrictive than the

conditions needed in [5].

6. Regenerative simulation

The following notation will be used in this section :

| {S{(8) : i 2 0} : regeneration times. Sy(6) is the initial delay;
{Yi(8) : i 2 0} : regenecration cycles. Of course, S{(8) = 2;<;Y;(6)

We consider three performance measures :

Classical estimator :

K(6)y .
L) = 2t Xil) X'((g)

Zi(le)Yi 6)

Heidelberger and Meketon's estimator ([9]) :
2K(9,t)+l X(O)
1= !

2K(9,t)+] Yi (6)

i1

La(6,t) =

Time average :

1 rt
1L(0,t) = Ejs:()l,;(a)ds

where K(6) is given number, K(6,t) is a number of regeneration cycles

completed by time t and

Xi(G):JSi(G)

s=Si_|(9)lt(9)dS

We assume that the regencration process has i.i.d. cycles which implies that
{(Y;(8), Xi(8)) : i > 1} is a sequence of i.i.d. random variables. We further
assume that 11;(6)] < B.

Theorem 6.1. Assume that the classical estimators L;(6) are used. Assume
that the moment generating functions M(%,0) = E[exp(AY(8,w))] exist in a
neighbourhood Q = (-, ®) of A = 0 for some ® > 0. Then there exists a positive

number s > 0 such that :

P{I(r,k,m) = 1] = 1 - O(exp(- sK*)) and P[I(r,k,m) = 0] = O(exp(- sK*))
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where K* = Min{K(6;) : 1 <i < N},

Proof. Since P[li(r,k,m) = 1] = 1 - P(I,(r,k,m) = 0}, we only need to prove b). We

notice that relation (8) holds whatever the performance measures. Hence:

r

PI(r.km)=0] s 37 P[L(6,t) < J(6;)- 4]+ Zim P[L(6;.t) = J(6;)+ 4]
where A = (J(8,) - J(8,,1))/2.

Clearly,

K(8)

' Xi(8

P[L(6,t)2 J(6)+A] =P z’Tﬂ-—‘u >J(6)+A|= p[z.‘f“’)zi(e) >0 }
()<, ; i=1
ziz, Yi(e)

where Z;(6) = X;(6) - (J(68) + A) Y{(8). {Z;(68) : i 2 0} is a sequence of i.i.d. random
variables. Furthermore, since 11,(6)] < B,

1Z,(0)1 = 1X,(8) - (J(O) + A) Y,(8) 1< 2BY(0)

As a result, E[exp(AZ;(8)] exists in Q' = (-©5/2B, ©/2B). Since

E{Z;8)] = AE[Y(0)] < O,
according to lemma 4.4,

P[L(6,t) 2 J(6)+ 4] = P[ZK(H)

1=1

Zi(6)=0 } < exp(—K(E))/\*é)

where .
Ay = snip{—log E[exp(lZ, (6))]} > ()

Similarly, it can be shown that :

PLE.Y < I(0)- 4] < exp(—K(B)hZ)

where

hy, = sgp{—logE[exp(l(X,(B)— (J(6)- A)Y,(e)))]} >0

Combining the above results, we obtain
P(Ii(r,k,m) = 0] = O(exp(- sK*))

where



S = Mln{hel,...,hor,/\()r+l,...,/\9N}.

Theorem 6.2. Assume that the classical estimators Lo(8, t) are used. Assume
that the moment generating functions m(X,0) = E[exp(AYy(6,w))} and M(A,6) =
Elexp(AY(8,m))} exist in a neighbourhood Q = (-®, ®) of X = 0 for some © > 0.

Then there exists a positive number s > 0 such that :

P{Li(rk,m) = .1J =1 - O(exp(- st)) and P[I;(r,k,m) = 0} = O(exp(- st))_

Proof. As in the proof of theorem 6.1, we have:

P[Ly(rk,m)=0]< 3 P[L(65.t) < J(6;)-a]+ T P[L(6;,t) 2 (8;)+ )]
where A = (J(6,) - J(6,,7))/2. Furthermore,

P[L(6,1)> J(6)+ A] = P{zfl"’””zi(m >0 }

P[L(6,t) < J(8) - A] = P[zi“:(l"’”*'wi(e) >0 }
where Z;(8) = Xi(8) - (J(8) + A) Yi(8) and W;(6) = X;(8) - (J(8) - 4) Y{(8).

For any integer Q > 0, we have:
P[L}JK(H,t)*I > () ] = l)[ U\Pn*l > ()ﬁK((),L) =N :I
. n=()

Q-1

Pl W, 200 K(0,t) = J {U H,>()mK0t)—n}

n=0

<P[K(6,t)<Q|+P
n=Q

U+ 2()}

k
where Yy = > Z;(6).

From the proof of theorem 6.1,

. p(-y(0)(Q+1))
Pl U¥hs 20 |= ZP‘P >0 ] Zexp( ny(6)) = ="
L—Q n } - N I —exp(—y(6))

where



y(6) = s;lp{— log E[exp(le, (9))]} > ()

From the definition of the renewal number K(6,t),

PK(6,1)<Q |= P[Sq >t | = P[Y() 239 vis t}

which leads to: -

P[K(6,1)<Q | < P{Y(, > _}L p[ZQ Y, > }
By applying lemma 4.4 to the second term on the RHS and lemima 4.5 to the
first term, it can be shown that, if QE[Y ] < t/2,
_})[K(B,t) <Q ] <m(u,8)exp(—ut/2)+ exp(—Q/\*(B))

where | is any positive real in Q and

*

A(6)= sgp{ﬂ.%—logM(A,B)} > ()

oo

By choosing Q = L 4E Y, J and by combining the above results, we have:
J

P[L(6,t) > J(6) + A] < P[K(6,t) < Q ]+P{ JWnsr 20 } = O(exp(-s(6)t)
n=4Q

where

RN NN
S(g) = Mml 4E[Y|] ,-2~,4E[Yl] > ()

Similarly, it can be shown that there exists a positive real a(0) > 0 such that :

P[L(8,t) < J(8) - A] <= O(exp(-a(6)t)

which implies that:

P[It(r,k,m) = ()] < O(exp(—t-Min{a(9| ),...,a(@r);s(9r+,),...,s(9N )})) a

Remark 6.1. The theorem 6.2 still holds if the terms K(6,t) + 1 in Heidelberger
and Meketon's estimator L,(6,t) are replaced by K(6,t). The proof is

straightforward.

Remark 6.2. The performance measures of the different systems can be
evaluated at different point of the time, i.e. t may depend on 6. In this case, the
convergence rate becomes exp(-s t*) with t* = Min{t(6)}.



Remark 6.3. In the proof of theorem, since

R a—

i=1

it is tempting to apply theorem 6.2 to compute the convergence rate of the term
P[(*] on the RHS. However, it is known that, when conditioning on K(6,t), the
random variables Z;(0) for all 1 < K(6,t) + 1 are no longer i.i.d. Hence theorem

6.1 does not apply. We notice that similar inexact arguments were used in the
proofs of theorems 4.5 and 4.6 in [5]. As a matter of fact, the following inexact

relation was used in {5}
K(6,t K(6,t
E[exp(szi:(] )mi(9))|K(9,t):|:Hi:(l )E[exp(smi(é)))]
where m;(0) = X;(0) - Y;(8)J(8). :
Theorem 6.3. Assume that the time average estimators L(9, t) are used.
Assume that the moment generating functions m(A,8) = E[exp(AY((8,0))] and

M(A,0) = E[exp(AY(8,0))] exist in a neighbourhood Q = (-0, ®) of A = 0 for some

® > 0. Then there exists a positive number s > 0 such that :

PlIi(rk,m) = 1] =1 - Olexp(- st)) and P[IL(r,k,m) = 0} = O(exp(- st))

Proof. First, let us notice that [.(6,t) can be rewritten as follows:

» |
L(8.0)= ( Xo(6)+ TE X (6)+ Wi (6) ©
where
Yo {6)
Xo(6) = [0 1(6)gs  and WL(O):J:_S}(wt)(e)lt(e)ds

As in the proof of theorem 6.1, we have:

P[L(rk.m)=0]< 3 P[L(6),t)<d(6)-a]+ T PL(65,t)>I(6;)+ 4]
where A = (J(8,) - J(6,,1))/2.

Denote : '
P(a) = P[L(a,t) < (o) = 4]



Clearly, P(Ii(r,k,m) = 0] converges to zero at exponential rate if both P,(a) and
Po(a) do for all o € ©. In the following, only Py(a) is considered and the
convergence rate of P;(a) can be established in a similar way.

By expressing L{a,t) in the form of equation (9), we obtain:

1/ K(a,
Py(a) = P[L{a,t) 2 J(a) + A] = P[Z(éo(o:) + zi:(la t)Zi(oz) + Vt(a)) > A }
where Zj(a) = X;(o) - J(a)Yj(o) and V(o) = Wia) - d(a) (t - Sk r)(a)). It follows:

P, (o) < P[_ZO(“) >4 }L p Eik;('a’t)zi(a) >4 +P[—Vt(a) >4 }
a0 "3 t "3

t t 3

Clearly, it is enough to show that each of the three terms on the RHS of the
above relation converges at exponential rate. ‘

Since t 2 Sg(q¢) 2 Zi(]a’L)Yi((X), we have : _
K(a,t)
I <K A L) A
P[—zi:(]“’”zi(a) >2 } <P ZK—(]()( - 22
t 3 zi:l YY(a)

Following the proof of theorem 6.2, it can be shown that there exists a positive
real s; > 0 such that : .

I wK(ayt) A EiK:(,a’t)Zi(a)
P _Zi=l Zi(a)2; <P K(a0)
t . - Zi:I ’ Y,((Z)

Since (o)l < B, 1Zg(a)l < 2B Y;(o) which implies that E[exp(AZp(a))] exists in
-(-0/2B, ©/2B). From lemma 4.5, for any 0 < u < /2B,

P[%Z()(a) > % }.S E[exp(uZO(a))]exp(—uAt /3)

In order to determine the convergence rate of P[V (a)/t 2 A/3], we need to prove
that E[exp(AV(a))] exists for some A > 0. Let A = (t - Sk, 1)(a)) be the age at
time t of the regenerative process. From the definition of Vi(a), 1 Vi(a)l < 2BA;
which implies- that E{exp(AV(a))] exists whenever E[exp(1A12BA;)] exists. The
moment generating function E{exp(AA;)] can be determined by using a renewal
reward process in which the reward is accumulated at rate exp(AA;). Then,

. E“Si](ia)exp(/ls)dsJ
Jim Elexp(2A1)] = E[Y,(a)]

whenever both expectations on the RHS exist (see [16]). AsAa result,

A
2= |< exp(-st)




lim E[exp(ﬂ.At)] = —M—M—l, Vo<A<m
t—yoo AE[Y‘(O)]
which implies that there exists a finite ¢(A) 2 0 such that

Elexp(1A,)] < 271(4/[7(17()?#

Therefore, Elexp(AV ()] exists for any 0 < a < ®/2B and for t > ¢(2Ba). From

VO <A <@Vt ()

lemma 4.5,

_ ;5 ~
P[th(a)zé ilgMexp(—g—i‘—tj, VO<a <%,\‘/t2 ¢(2Ba)
B K

>

Remark 6.4. Both remarks 6.1 and 6.2 apply to theorem 6.3.

7. Conclusion .

In this paper, we provided some theoretical evidences to support basic
principles of ordinal optimization approaches. In particular, we proved the
exponential convergence rate of a fundamental indicator called confidence
probability: the probability that at least r of the observed top-k designs are the
actual top-m designs (i.e. satisfactory designs) We also showed that a kind of
positive correlation (i.e. association) improves the convergence rate of the
probability that the observed best design is indeed optimal.

Further research includes the investigation of the convergence properties of
other stochastic processes and the application of the results of this paper to the
design of efficient ordinal optimization approaches. The relationship between
the correlation of systems under simulation and the convergence rate is
another research direction of interest.
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