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Eléments de calcul pour les distributions de poids des
translatés de certains codes

Résumé

Soient K et G deux corps finis de méme caractéristique, ot G est le corps d’ordre
p™. Tout code linéaire C, de longueur p™ sur K, peut étre considéré comme un
sous-espace d’une algebre de groupe de type K[G,+]. Nous nous intéressons ici aux
polyndémes des poids des translatés d’un tel code. Nous voulons montrer que dans ce
contexte les opérations de I’algebre de groupe peuvent étre efficacement utilisées. Nous
présentons deux types de relations qui lient ’ensemble des éléments orthogonaux a un
mot X, qui n’est pas dans C, avec les valeurs des produits xy, ou y est dans C. Nous
donnons quelques applications, essentiellement lorsque C est cyclique étendu.

Tools for coset weight enumerators of some codes

Abstract

Every extended primitive code C can be viewed in a group algebra K[G, 4], where
K and G are finite fields of same characteristic. Our purpose is to show that the use
of the multiplication of these algebra can provide, in some situations, some tools which
apply to the determination of weight distributions of cosets of codes. Actually we will
explain two formulae which provide relations between the set of elements orthogonal
to a codeword x and the values of products xy, y € C+. We give some applications.

Keywords: cosets, cyclic codes, group algebra, equations on finite fields



| 1 Introduction

The p-ary Reed-Muller codes (RM-codes) can be seen as polynomials codes or as extended
cyclic codes [13]. Moreover BERMAN [4] proved that they are the powers of the radical of
the group algebra A = K[{G,+}], K = GF(p) and G = GF(p™) (m > 1, p a prime).
The Reed-Muller codes have remarkable properties and all results on them involve results
on some codes of length p™ over K, the so-called extended primitive codes. For instance
KASAMI deduced weight distributions of two and triple error-correcting binary BCH codes
from the weight distributions of binary Reed-Muller codes of order 1 and 2 [14].

Set N = p™. In this paper we treat only linear codes of length N over K. Such a code
C is viewed as a I(-subspace of A and we are mainly interested by the weight distributions
of cosets of C. Let D be the code generated by C and a coset x+C of C. We will assume
that the weight distribution of C't is known. As C C D, D* C C* so that the weight
distribution of x+ C can be deduced from the weight distribution of C* and of D*. Hence
the problem consists of the determination, for any nonzero weight A of C*, of the number
of elements y of Ct of weight A which are orthogonal to x. We will study the zeros of the
products xy, for a fixed x. Through Formulae (I) and (II), we will establish some relations
between the possible values of xy and the set of codewords orthogonal to x.

- The formulae are most interesting for codes C which contain the RM-code of order j and
are contained in the RM-code of order j + 1, for some j. In this case the code C is an ideal
of A. Moreover we often will suppose that C is an extended cyclic code; then we can use
together the properties of RM-codes and the permutations which conserve the code C.

The principal results are obtained in the binary case, when C* is a subcode of the Reed-
Muller code of order 2. For instance we were able to verify the conjecture of CAMION,
COURTEAU and MONTPETIT [6]: for m even there are eight distinct weight distributions for
the cosets of any 2-error-correcting extended BCH codes of length 2™ [10]. We give here
general tools we applied to the special case of 2-error-correcting extended BCH codes; we
explain the possible applications and give some new results.

2 Terminoldgy and basic properties

2.1 Extended cyclic codes in a group algebra

We denote by A the group algebra [&'[G, +], which is the set of formal polynomials

x= Y. z,X% z, € K,

9€G
with
0= 0X%, 1= X9, aX?+bX%=(a+b)X’ .
.geG 9eG
and

ngngngg= Z-(Zzgyh—g) G ' (1)

9€G 9€G heG \geG



A code of A is a K-subspace of A. Let C be such a code; we will denote by C* the dual of
C: ‘

Ct={yeA| <x,y>=0, forall x € C}

where < x,y >= Y cG To¥qg -
The algebra A has only one maximal ideal, its so-called radical

P={x€A| Y ag,=0}={xcA|x"=0}. (2)
geG .

For every j, we denote by P7 the jth power of P; it is the ideal of A generated by the
products [J’_; xi, xi € P . One obtains the decreasing sequence of ideals of A:

{0} = prP-DH cpm-N) PP P,

where P™(P-1) = { g1 | a € K }. The position of an element or a subset of A in this
sequence will appear as a useful parameter we define now:

Definition 1 Let x € A; let U be a subset of A. Let j € [0,m(p —1)].
o We will say that the depth of x equals j if and only if x is in P? and not in P?+!.

o We will say that the depth of U equals j if and only if U is included in P’ and not
included in PI+!.

By convention, P° = A.

Let R be the quotient algebra K[Z]/(Z™ — 1) , where n = p™ — 1 . A cyclic code C*
of length n over K is a principal ideal of R. It is generated by a polynomial of K[Z] whose
roots are called the zero’s of C*. We consider the extension C of the code C* in the algebra
A. Let a be a primitive root of unity in G. The extension is the usual one : each codeword
c"ER,c=Y")crZ', is as follows extended to c€ A .

n—1 n—1
c=coX’+ ) ca X, c0=-—(Zcf), Coi = C] .
1=0 1=0
Now consider the set I of those k such that o is a zero of the cyclic code C*. Then the
codeword c is an element of C if and only if it satisfies:

n—1
S e=0 and Y cu(ef) =0, forall kel.
9€G =0

Therefore we can identify precisely an extended cyclic code in A. '

Definition 2 Let S = [0,n]. An extended cyclic code C in A is uniquely defined by a subset
T of S such that 0 € T and T is a union of cyclotomic cosets of p modulo n. Let us define
foralls€ S: :
$s 1 XEA — Emgg’EG. '
9€G



In particular, ¢o(x) = deG zy. Then we have that

C={x€A|d(x)=0, forallseT}
We say that T is the defining set of the code C.

The p-ary Reed-Muller codes are extended cyclic codes in A [13]). Their defining sets
are related with the p-weights of the elements of the interval S = [0,n]: for any s € 5, let
Yo', si €0,p— 1], be the p-ary expansion of s; then the p-weight of s is

m-1
= E Ss .

: i=0
Definition 3 The p-ary Reed-Muller code of order r, denoted by R,(r,m), is the extended
cyclic code in A, whose defining set is

Lim)={seS|ul)<i} , j=mp-1)-

BERMAN proved in [4] that the p-ary Reed-Muller codes are the powers of the radical of
A. More precisely:

Pi = Ry(m(p~1) —j,m) , forall j€[l,m(p—1)] (3)

Therefore, we can deduce from a wellknown property of the generalized Reed-Muller codes
that (P7)t = Pm(P-U-s+1 | In the following we will identify the p-ary RM-codes with the
codes P’. Note that

dimP? =card { s€ S | wy(s) > 7} (4)

Cosets of extended cyclic codes and equations over finite fields: Let C be an
extended cyclic code with defining set T. Let x € A and consider the coset Cx =x+C .
We have

¢s(z) = ¢s(x), forall z€ Cx andforallseT.

So every coset C is uniquely determined by the sequence of elements of G:

S(x)=(¢s(x)|s€T), (5)
the so-called syndrome of x (or of the coset containing x).
Let x € A with syndrome ( 3, | s € T') . To find the number of codewords of weight A in
Cx consists in solving the following problem: find the number of codewords z = 3 cq 2, X?
of weight A satisfying

Zzgg’ =8 , VseT.
g9€G

When p =2 we obtain a system of diagonal equations over the finite field of order 2™; the
problem consists in finding the number of solutions

(Xl)"', X/\) , Xi € GF(zm)’ Xi # Xj VZ,]
satisfying

A
ZX;,:;Bs ’ VSGT. (6)



2.2 Cosets of codes of A

Let C be an [N, k]-code of A. We first recall the MAC-WILLIAMS transform, which deter-

mines uniquely the weight polynomial of the dual of C from the weight polynomial of the
code C itself. ’

Theorem 1 [15, p.146] Let C be a linear [N, k}-code. Define its weight polynomial:

N
We(X,Y)=Y AXY'YY | Ai=card {c€C |wi(c)=1},

1=0

where wt(c) is the weight of c. Then the weight polynomial of the dual code C*t is
1
WeslX,¥) = ZWolX +(p =Y, X -Y) . (7)

Denote by Dy the [N,k + 1]-code generated by C and a coset Cx =x+ C of C:

Dy=J (az+C).
a€K

As C C Dy, D} c C*; then every weight of C* could be a weight of D}. Moreover
the weight distribution of x+ C can be deduced from the weight distribution of C* and of
Dy . Indeed suppose that the weight distribution of C* is known and that we can compute
the weight polynomial of Df. The dimension of Dy equals k + 1 so that the dimension of
D} equals N — (k+1). Applying (7) we obtain the weight polynomial of D,:

1

= p N=(kF)

But, by definition, Wp (X,Y) = (p—1)Q«(X,Y )+ Wc(X,Y), where Q«(X,Y') is the weight
polynomial of the coset x + C . Then the expression of Qx(X,Y) is as follows:

Wp,(X,Y) Wps(X +(p~1)V,X - Y).

1 1
Q«(X,Y) = — ( YR Wpi(X + (p—1)Y, X —Y)
AY 1 A
= WCJ.(X+(p—1)Y,X—Y)) |
1,
T (p-1)p Nk (P Woi(X +(@-1)Y,X -Y)

— Wor(X +(p— DY, X —Y)) . (®)

In the following we always will assume that the polynomial Wes1(X,Y) is known and
we want to have results on the polynomial @Q,(X,Y), for every x. Then the problem consists
in the determination of the polynomials Wp.(X,Y).

Let A be a non zero weight of C! and A,(x) be the number of codewords of weight A
in Df. So Ai(x) is the number of elements of C* of weight A which are orthogonal to x:

Ax(x)=card {ye C* |wi(y) =X and <y,x>=0}. (9)
Indeed y € D} ifand only if <y,z>=0 forallzin D,. But z=ax+c,a € K and
ceC;asy€eC* <y,c>=0. Hence y € D} isequivalentto <y,x>=0,

6



3 Weight polynomials of cosets

3.1 Translations on codewords

Let h be any non zero element of G. We denote by 7, the permutation on G which acts as
follows on the elements of A:

Th (Z mng) = Z T, X9t = Z o X9 .
9€G 9eG ge€G

We will say that 7, is aﬁ h-translation on the codewords. An ideal of A is a code invariant
under every 7y,
Let x and y in A. It follows easily from the definition of the multiplication in A that

Xy =73 (Zl‘gyh—g)xh= Yo <x, XPy > XM=Y <x,mly) > Xt
heG \geG heG heG

Therefore we obtain a relation which lmks up the weight of xy with the set of codewords
orthogonal to x:

- wit(xy) =card { h € G | <x, m(y) >#0} (I) .

Suppose that the code C is an ideal of A. Then the dual of C is also an ideal. Let y € C*t;
so the set of the 7,4(y), h € G, is a subset of codewords of C1 of same weight. Hence
Formula (I) means that the weight of xy equals the number of elements of that subset which
are orthogonal to x. In the applications we study later, we always consider the ideals C of -
A which are between two consecutive powers of the radical. We explain now this definition.

Proposition 1 Lety in A such that depth(y) =35 with j € [0,m(p—1) —1]. Then
my+P ) =y+P*  VheG.
Therefore let C be a code of A of depth j satisfying
Pl cCcP! e PrP-U-H 0L cprl-D-T
Then C. is an ideal of A, so that C* is also an ideal.
Proof: Let h € G . Note that X* — 1 is an element of P. Then
Xty = (X"~ 1)y +y where (X" —1)y e Pitt.

Thus the coset y +P*1 s invariant under any h-translation. The code C can be considered
as a union of such cosets. Hence it is an ideal of A
0 ,

Remark: Assume that p = 2. It follows immediatly from the proposition above that any
coset of depth j of the RM-code P7*! is an orphan (see the terminology in [5]). Indeed the
minimum weight codewords of these cosets cover all coordinate positions.

7



3.2 Application of Formula (I)

In the application we present now, Formula (I) is most interesting, because xy has few
possible weights, since the depth of y is m —2; moreover the 7,(y) form the set of codewords
of a given weight in the coset y +P™! (see Proposition 2). From now on, in this Section,
p = 2, K and G will be respectively the finite field of order 2 and 2™. We will consider
linear codes C of depth 2 such that: :

PPcCcCcP?® (ie. P™'cCCrcpPm?.

From Proposition 1, the code C is an ideal of the algebra A. The code C* is an union of
cosets of the Reed-Muller code of order 1, which are contained in the Reed-Muller code of
order 2. These cosets are precisely described in [15, Chapter 15]; the reader can also refer
to [8]. We only recall the results we need.

Such a coset y+P™! is uniquely defined by the symplectic form associated to y. Since
y is in P™~ %, then y can be identified to a quadratic boolean function f, :

y=2_ fy(g)X* — de Yo = fy(g).

9€G
The associated symplectic form of fy is
Ty ¢ (u,0) €GP = Uy(u,v) = fy(0) + fy(u) + fy(v) + fy(u +v) €K .
The kernel of ¥, is as follows defined:
E={ueG|YweG : ¥y(u,v)=0}.

The set &, is a K-subspace of G of dimension & = m — 2h, where 2h is the rank of Uy. Let
E, =y+Pm™!; then ¥, =V, for all b € E,. Moreover the weight distribution of E,
only depends on k; that is (cf. [15, p. 441]):

weights om-1 _ 2m—-h—-1 om-—1 2171-1 + 2m—h—1

number 22k

2m+l - 22h+1 22h

where h € [0,[m/2] ]. Note that such a coset has exactly three weights unless m is even

and h = m/2.

Definition 4 Let y € P™~2. Let 2h be the rank of the symplectic form associated toy. We
will say that the coset E, =y + P™ ! is of type (h).

In this section we will always consider y € P™*~2\P™-! and E, =y+P™ ' . If Cx =x+C
is any coset of C, then we will denote by Dy the code CxUC (see Section 2.2). We suppose
that the weight polynomial of C* is known and we want to determine the weight polynomial
of Di. In accordance with Formula (8), the weight distribution of the coset x +C is:

1

Qx(X,Y)=22,,,—_‘:(2WD‘L(X+Y,X—Y)—WCL(X+Y,X—Y)) (10)

where k is the dimension of C.



Proposition 2 Let y € P™"%. Se E, =y+P™ ! and assume that Ey is of type (h). Let
X be a weight of E, such that A # 2™! and suppose that wt(y) = A\. We denote by « the
dimension of the kernel of the symplectic form ¥,. Then we have: :

{X?ylgeG}={acE |wifa)=2},
and the cardinality of the set above is 2™~ *. So each codeword a of E,, of weight different

from 271 is invariant under 2% translations

Proof: Set & = m — 2h. According to the table above, we have
card {a € E, | wt(a) = A } = 2°%

where ) = 2m=149m=h-1 Let y and v in G. By definition, ¥y(u,v) = Yo+ Yu + Y» + Yutv-
Furthermore for any u # 0 ’

(X* 4+ Dy =Y 4 X""" 4+ 3 4. X" = Y (Yuso + ) X7,
] veG veG veG

and we have obviously

card G

card { Xy [9€G } = T e Gy =Xyl

An element u is in & if and only if ¥y(u,v) = 0, for all v. Therefore u is an element of &,
if and only if
(X*+1)y= > (yo+3)X" = (yo+y,)I .
veG ‘ .
That means: (X* + 1)y is either the all-one vector or the null vector. Assume that u is in
E,. Since wit((X* + 1)y) < 2wit(y) < 2™ then (X*+ 1)y =0 (equivalently yo =1y, ) in
the equality above when wit(y) < 2™~! . This result holds for wi(y) > 2™~ because P™!
contains the all-one vector I, which means that there exists b € Ey such that y = b+ 1
with wt(b) < 2™~! . Obviously (X*+ 1)y =(X*+1)b.
Conversely X*y =y implies yy4, =y, for all v, which means ¥ (u,v) =0, for all v.
So we have proved that X*y =y if and only if u € £,. Hence

card { g€ G |y = X} =card , = 2",

which yields card { X% | g € G } = 2m* = 22" | completing the proof.
0O

Lemme 1 Let x € A\P?,y€Ct, E,=y+Pm; D, isthe code CyUC, where Cy is
the coset x + C. Then D} contains half of elements of E,: '

card F,

> =2" .

card {a€ E, | <x,a>=0}=



Proof: Recall that the dimension of P™~! equals m+1 (see (4)). Then E, has 2™*! elements.
The function f : u &€ P™! +— < x,u >€ K is linear. By hypothesis x ¢ (P™ 1)+,
Then dim(ker f) = dim(P™"!) — 1 = m which yields that the number of u € P™!
satisfying < x,u >= 0 equals 2™ . The equality < x,a >=<x,y >+ <x,u>,a€ Ey
and u € P™"1, completes the proof.

a .

Proposition 3 Let x € A\P? . Let A be a weight of E, and suppose that wt(y) = X. We
denote by Ny the number of codewords of Ey of weight A. Set

Ny=card {a€ E, |wi(a) =\ and <x,a>=0}.
Then

XEP\P2 = jv\,\=ﬁgm_.,\ .
XE.A\P — N\A:N,\.—]/ng-,\.

Moreover, if A # 2™ ' we have:

—

Ny =27" (2" — wi(xy)) . (11)

Proof: If x € P\P? then the weight of x is even; thus < x,1 >= 0 (where 1 is the
all-one vector). That implies that for all a € £, , < x,a >=< x,a+1 > . We know
that Ny = Npm_, and that 1 € P™! (i.e. if Ey contains a it contains a + 1). Hence
J/V\,\‘ = Ngm_,\.

Assume now that x € A\P. Then wit(x) is odd and < x,1 >= 1. So we have
<x,a>+1=<x,a+1>,forall a€ E,. Hence

Ny=card {a€ E, |wt(a) =2"— X and <y,a>=1}=Npm_y — Npm_,,

Nam_y = N, completing the proof.

We suppose now that A # 2™~!'. Recall that & is the dimension of the kernel of the
symplectic form associated to y. From Proposition 2, the set of the X9y equals the set of
the codewords of E, of weight A and there are 2™~" such codewords ( Ny = 2™~*). We have:

—

Ny = 2%card{ge G| <x,X%9 >=0}
27" (2™ — wt(xy))  (from (I)).
a

By hypothesis the code C! is an ideal of A, since it is invariant under any translation.
Thus the cosets of C of minimum weight 1 have the same weight distribution. By applying
Formula (11), we can compute this weight distribution.

10



Corollary 1 Suppose that the dual of the code C consists of the code P™! itself and L sets
of cosets of same type; that is : L; cosets of type (hy), ¢ € [1,L]. Let x = X8, g € G and
Dy=(x+C)UC. Set

Ar=card {ce D} |wi(c)=€} and MN=2m1_2m k-1 ie1,L].

So the weights of D are elements of the set { 0, 2™~1, X\, 2™ — \; (: € [1,7]) }. Then
the coefficients of the weight polynomial of Dy are, for each i in [1,L]:

Ay, = L2871 42870 | Agmoy, = L2 =28y

Ao =1 and Aym_, = B/2 where B is the number of codewords of weight 2™~! in C1. The
weight distribution of the coset x + C can be calculated from the Formula (10).

- Proof: We will apply the Proposition 3 to each type of cosets. Let E, =y + P™! bea
coset of type (hi); recall that the dimension of the kernel of the symplectic form associated
toy is kK = m — 2h;. Assume that wit(y) = A;. Since wi(x) =1, wi(xy) = wit(y). Thus,
according to (11), we have:

—_——

N,\. — 22h.’—m(2m _ /\') - 22hg¥m(2m _ 2m—-1 + 2m—h.'—l)
— 22}1.‘ _ 22’1.’—1 + 2h.—l = 22/1.'—-1 + 2h.’-1
and A)“ = L,’N,\i. Since j/v\gm_/\i = N,\. - ]/V\,\'-, then
Ngm_,\» — 22h.‘ _ 22/1.’—1 _ 2}1.'-1 — 22h.‘—1 _ 2h.‘—l .
The null vector belongs to Dy while the all-one vector does not. Since 2™~1 = 2™ — 2m-1,
we obtain for any coset of any type 2Nym-1 = Nam-1. That means that D contains half of

codewords of C* of weight 2™,
0O

Example 1: Cosets of minimum weight 1 of the extended triple-error-correcting BCH-codes
of length 2™, m even. We denote by B any such extended BCH-code; the dual code Bt is
a subcode of P™~? with parameters

[N=2™ 3m+1, 2m! —2(m+2)/2] , foreven m>6.

The weight distribution of B* has been found by BERLEKAMP; we will use the table given
in [15, p. 669). The code B* consists of 2™ cosets of P™}, each coset containing 2™+
codewords. Using the general weight distribution of such cosets (see at the beginning of
Section 3.2), and the values of the weights of BL, we can deduce that B! consists of the
code P™! itself and ‘

o Ly cosets of type (hy), Ly = (2™ —1)(2™ —4)/60 and hy = m/2 — 2.
o L, cosets of type (ha), L, =7.2™(2™ —1)/12 and hy = m/2 — 1.

o Lj cosets of type (h3), Lz =2(2™ —1)(3.2™ +8)/15 and h; = m/2.

11



By applying Corollary 1, we obtain the weight distribution of the code D} for any x such
that wt(x) = 1:

A A,\ A A/\ :
om-1 _ 2(m+2)/2 L (2m -5 + 2m/2 3) gm-1 _ 2(m-2)/2 L3(2m—l + 2m/2—1)
om—1 + 2(m+2)/2 Ll (2 2m/2 3) 2m—l + 2(m—2)/2 L3(2m—-1 _ 2m/2—1) .
2m—1 _ 2m/2 L (2m -3 + 2m/2 2) 2m——l (2m'_ 1)(29'22771—6 —9om—4 + 1)
2m—1 + 2m/2 L (2m -3 2m/2 2) 0 1

(with notation of Corollary 1). Now the weight distribution of the coset x 4+ B can be
calculated from the weight enumerators of B* and of Dy, by using the Formula (10).

- 3.3 Shifts of codewords

From now on we will treat only extended cyclic codes as they are defined in Section 2.1.
Such codes are invariant under the shifts. Recall that we consider codes of length N = p™
over the finite field K of order p. A shift of a given codeword x is as follows:

ST ag Xt — Dz, XY, je0,p" -2
9€G 9€G

Proposition 4 Set S = [0,n], where n=p™ —1. Any s € S is identified with its p-ary
ezpansion (So,...,Sm-1). Then we define a partial order on S:

foralls, tinS : s<t <= Vie[0,m-1]: s <t

Letx € Aandy € A. Then

VseS : ¢,(xy)=2(f)¢,-(x)¢,-».~(y)' . (12)

1<s

Proof:

bs(xy) = D zg > ynlg+h) = ngthZ(l) ipa-i

9€G  reG 9€G " heG =0 .
= Z( ) PN AD DR ='Z( f >¢f(x)¢,_f(y) )
1=0 9€eG reG i<s

since, by LUCAS’s Theorem, ( f ) # 0 (mod p) is equivalent to ¢ <'s .
O ' '

Theorem 2 Let x € P™ and y € Pm(-1)-r _ Then the product xy is zero if and only if
bn(xy) = 0. Moreover if xy =0 then x(y+ Pprp-1)-r+1) = {0}. Define the polynomial of

G[Z]: |
R(Z)= 3 $:(x)$u-i(y)2""" .

wp(i)=r

12



Then we have for all j € [0,n — 1] ':
$n(x05(y)) = (=1)"R(e”) (ID).

The number of shifts of y (i.e. the o;(y)) which are orthogonal to x equals the number of
zeros of the polynomial R(Z).

Proof: The product xy is in P P™-1-r = pn(-1) A codeword z of P™(P-1) is defined by
¢s(z) = 0 unless s = n. If ¢,(z) =0, z is the null vector; otherwise z =al,a € K and 1is
the all-one vector (see Section 2.1). If xy =0 then xb = 0 for every codeword b of the
coset y + PmP-D-m+1 gince x PP+l i5 in Pmr-D+1 which is the null space.

From the definition of the functions ¢, and of o;, we have:

‘ $:(0i(¥)) = 3 yo(elg)® = o?°4,(y).

9€G

Thus (noting that every i in S satisfies ¢ < n):

n n

n n —5
bntios ) =32 () (o) = 32 ( T ) iicitrle™
=0 =0
Since x € PT, ¢i(x) = 0 for all 7 such that w,(¢) <r (see Definition 3). When w,(7) > r,
wy(n —1) < m(p—1) —r; in this case ¢,—;(y) = 0, since y € P™(P~1-". Then the sum above
is a sum on the ¢ such that w,(z) =r. ‘
Now we consider such an ¢ and its p-ary expansion (%, ..., im—1) and we want to

compute the coefficient ( T; ) modulo p:

since ( pi_, ! ) =(p—1)...(p—1)/(E!) = (~1)* (modulo p). Therefore

$n(x0i(y)) = 2 (1) i(x)¢n-ily)a™ = (1) R() .

wplt)=r

O

Remarks: 1) The set of the : whose p-weight equals r is invariant under the multiplication
by p (modulo n); moreover ¢,,(2) = Y ,eq 2,97 = (¢s(2))?, for any z. The polynomial R(Z)
is in fact a sum of trace-functions from G to K.

2) Suppose that a code C is such that its dual is a union of L cosets y + P™(p-1-r+1
y € P™r=1)=7 where all cosets have the same weight enumerator. Then there is only one
weight distribution for the cosets x + C' , x € P" and this result holds for non extended
cyclic codes C. It becomes from the fact that L/2 cosets composing C* are orthogonal to
x, for any x. We will treat later a special application of this fact (see Corollary 3).
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3.4 Application of Formula (II)

In this section we will consider extended cyclic codes C of depth r, for some r, such that:
,Pr+1 cCcPr ( l.e. 'Pm(l’—l)‘r+1 C C.L C pm(p-l)-r) )

Let T* be the defining set of the dual code C*. In accordance with Definition 3 and with
the definition of C, T* has the following form:

T = L(m(p-1)=r+1,m)\ {s1,...,8}, (13)

where the s; are some clements of S of p-weight m(p — 1) — r. Note that the defining set
of Cis T =1I(r,m)U{n—sy,...,n—5}.Set U= {s1,...,s1} and let E be the cyclic
code (in the algebra R) whose nonzeros are the af, t € U. The code E can be viewed in
the algebra A , by adding an all-zero column to the generator matrix. Clearly depth(F)
equals depth(C*') equals m(p — 1) — r.Then, since the dimension of E equals the number
of elements of U, which is the dimension of the quotient space CL/P™(F-1)-7+1 e have
clearly

C.L — U (y + Pm(p—l)-r+l) . (14)
yEE .

The definitions of C*, U and E hold in all this section. Recall that Dy is the linear code
generated by C and the coset of C' containing x; we want to determine the weight distribution

of the dual of D,.
Proposition 5 Let a coset of C: Cy=x+C ,xeP"\C.
Lety in E. Then, for every j € [0,n —1]:

bu(x 05(y) =0 if and only if Zm_,, Jba(¥)ai = 0.

That means that the number of shifts of y orthogonal to x is reIated with the weight of the
codeword y' of F defined by

G2 (¥') = bn-a(x)¢a(y) » t€[L,4] . (15)
Let n(y) be the number of elements of the set {oj(y) | j € [0,n — 1] }. Then we have
L(y) = card {03(3) | <x03%) >=0} = "Pn — wi(y) ;
the code D} contains L(y) cosets o;(y)+ PmP-1)-r+1,

Proof: In accordance with Theorem 2, ¢,(x o;(y)) = 0 if and only if R(a’) = 0. Moreover,
by hypothesis, ¢,_:(y) = 0 for every ¢ such that w,(z) = r unless n —: € U. Since
U= {s1,...,5¢} we have :

= Y ¢(x)pn-i(y)a™ = Z¢n o (X)¢s. (y)a"? = 0.

n—iel
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Let z € A. Recall that the Mattson-Solomon polynomial of z is

MS,(Z) = "f di(z) 2™ .

1=0
It is well-known that MS,(a’) = z,, {15, p.239]. Then
wt(z) =n — (card {j € [0,n — 1] | MS,(c’) = 0}) + €.

where € equals 0 if zo = 0 and 1 otherwise.

Let y' be the codeword of E whose coefficients ¢,, are given by Formula (15) (the other
coefficients ¢;(y’) are zero, by definition of the cyclic code E). For every j in [0,n — 1], we
have obviously ‘

£ 4
MSy(e’) = X_: $se(y') (e )27 = ¥¢ﬂ—3c(x)¢8:()')(a)_j" = R(o) .

Hence R(o’?) = 0 if and only if y/; = 0. Let n(y) be the number of distinct shifts of y and
let n =mn(y)n:. Then

1 . 1
card { o;(y) | <x,05(y)>=0}= ;l-_card {7] <x,0;(y)>=0}= ;(n —wit(y’) .

Note that y§ = 0, by definition.
a

Now we want to show how it is possible to achieve the computation of the weight distri-
bution of the code D} - then of the coset x+ C of depth r. We will examine this problem

when U contains only one cyclotomic class of p modulo n. From Proposition 5, we have
immediate corollaries.

Corollary 2 Let U = { s, ps,... }, x € P\ C ; let y be any element in E. Set f§ =
Bn-s(x)@s(y). Let t = (n,s) and n =tn, . Then , for every j € [0,n — 1]:

$a(x 0;(y)) =0 if and only if Tr(Ba’®)=0.

Let y' be the element of E such that ¢,(y') = 8. Then the number L(y) of cosets o;(y) +
Pme=-1)=+1 contained in D} equals (n —wt(y'))/t.

Note that in this case the code E is an irreductible cyclic code viewed as a cyclic code
of length n, even when n and s are not relatively prime (by ¢ repetitions of each symbol).
When ¢ =1, E is equivalent to the simplex code whose all codewords have a same weight .
In this case the corollary above means that the weight polynomial of D} does not depend
on f,i.e. on x. In fact L(y) =n — A and every element in F is a shift of y.

Corollary 3 If all codewords of the code E have same weight, every coset of C of depth r
(the same depth than C) have the same weight enumerator.

15



We suppose now that E has more than one weight. The code C* consists of L separate
sets:

U (oi(y) + P04 | yoe B, 2e[1,1].
j€fo,n-1]
Each set is a union of cosets of same weight polynomial, since the RM-codes are invariant
under the shift. Assume that for each ¢, this weight polynomial, the weight of y, and ¢,(y,)
are known. Then, by applying Corollary 2, we can compute the values L(y,) for every ¢ and
obtain the weight polynomial of Dy .

The most simple case appears when the code E is such that only two weights occur. For
instance, using the tools we present here, we treat in [10] the cosets of depth 2 of the extended
2-error-correcting BCH codes. More generally consider E as a two-weights irreductible cyclic
codes characterized in [3, Theorem 6]. When the cosets y + P™(P~1)-7+1 'y ¢ E have two
possible weight distributions, then we can assert that there are at most two distinct weight
distributions for the cosets of C of depth r.
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