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ROCQUENCOURT

Mouvement Brownien multifractionnaire:

définition et résultats préliminaires

Résumé : Nous généralisons la définition du mouvement Brownien fractionnaire de pa-
ramétre H au cas ou H n’est plus une constante mais une fonction de l'index de temps
du processus. Cela nous permet de modéliser des processus continus non stationnaires, et
nous montrons que H(t) et 2— H(t) sont en effet respectivement I’exposant de Holder et les
dimensions de boites et d’Hausdorff locales au point ¢. Enfin, nous proposons une méthode

de simulation et une procédure d’estimation de H(t) pour notre modele.

Mots-clé : mouvement Brownien fractionnaire, fractale, exposant d’Hélder, dimension

d’Hausdorff, processus Gaussien, processus continu.
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1. INTRODUCTION

The fractional Brownian motion (fBm) of index H (0 < H < 1) was defined by Mandel-
brot and Van Ness (1968) as the stochastic integral, for ¢ > 0

Bal) = i 40— 9" = CoTaws) + [ - T}

Where W denotes a Wiener process defined on (—o0, 00).

They showed that this process has self-similar and stationary increments and continuous
sample paths with probability one. It may be shown (see e.g. Mandelbrot et al (1968) p. 425)
that with probability one, its graph has Hausdorff and box dimension equal to 2 — H.

In this paper, we define the multifractional Brownian motion (mBm) which generalizes
the fBm with ¢ € [0, 00) by substituting to the parameter H a Hoélder function H(t), such
that 0 < H(t) < 1.

We believe that this new process does provide a useful model for a host of continuous
and non stationary natural signals. It is well known that fBm’s are self-similar processes!,
allowing to conveniently describe irregular signals which arise in many situations (see e.g.
Mandelbrot et al (1968)). However, the pointwise irregularity of an {Bm is the same all
along its path. This last property is sometimes undesirable, since it restricts the field of ap-
plication. For instance, fBm have frequently been used for synthesizing artificial mountains
(see e.g. Voss R.F. (1985)). Such a modeling assumes that the irregularity of a mountain
is everywhere the same. It appears that in reality this assumption is too strong because in
particular, one does not take into account erosion phenomena. Consequently, it should be
convenient to relax the constraint of stationarity and be instead able to control the local
irregularity. The model proposed in this work seems to be the simplest generalization of fBm
that fulfills this requirement.

The remainder of our paper is organized as follows. In Section 2, we define the process as a
stochastic integral and we show that it is continuous with probability one. We then prove
a homotopy property of the fBm. In Section 3, we study the local Holder properties and
show that with probability one, the sample process has at each point ¢y > 0 local bozx and
Hausdorff dimension equal to 2 — H;, and punctual Holder exponent equal to Hy, (see defi-
nitions in Section 3). In Section 4, we propose a simulation procedure and describe a natural
method for estimating the function H(t). We conclude this section with some experimental

results.

2. DEFINITION OF MULTIFRACTIONAL BROWNIAN MOTION
Before introducing the mBm, we set the following definition of a Hélder function:

Definition 1 (Holder function of exponent (3).
Let (X,dx) and (Y,dy) be two metric spaces. A function f : X — Y is called o Holder
function of exponent 8 > 0, if for each z,y € X such that dx(z,y) < 1 we have:

dy(f(z), f(y)) < c.dx(z,y)’

1to be quite rigorous, these processes are rather self-affine than self-similar, but this last term is more

widely used.
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for some constant ¢ > 0.

Definition 2 (Multifractional Brownian Motion).
Let H : [0,00) — (0,1) be a Hélder function of exponent 8 > 0. Fort > 0 the following ran-
dom function, denoted by Wg(t) or Wg,(t), is called reduced multifractional Brownian

motion with functional parameter H :

W0 = gy | = 9" = o aw s+ [ (- s aw )|

where W denotes the ordinary Brownian motion and the integration is taken in the mean

square sense.

This natural extension of {Bm results in some sense in a “loss” of properties: the incre-
ments of mBm indeed are non stationary and the process is no more self-similar. However,
we show that the assumption that H is a Holder function entails the continuity of the mBm.
Note that this condition is a sufficient one, which might be relaxed to include more general

functions.

Before proving the continuity of the mBm, we recall some well known results:

(1) Fact. Let X denote a random variable following an N(0,0?%) law. Then for anyr > 0
we have (see e.g. Papoulis (1991) p. 110):
21-/2F (1'+1)

F(%)Q o (2.0)

Bl|X|"] =

(2) Theorem [Kolmogorov criterion](see e.g. Wong et al (1985) p. 57).
Let X;, t € T be a separable process and let T be a finite interval. If there exist
strictly positive constants o, B, C such that E| X,y — Xi|* < Ch'*B then
sup | X; — X,| =25 0.

t,seT h—0
[t—s|<h

The assumption of separability of the process is not strong, because if T indeed is
a real interval then every process may be assumed separable (see e.g. Adler (1981)
p. 15).

(3) Theorem [Isometry property] (see e.g. Wong et al (1985) p. 144).
Let {W;, A;} be a Brownian motion and let ¢(w,t) and ¥ (w,t) be random functions
jointly measurable in (w,t) (with respect to A in w and the Lebesgue measure in
t) and such that for any (a,b) € R?, a < b, we have f; E(|¢:|*)dt < oo and
I E(j4y|2)dt < o0. Then

£ / " budW (1), / ’ edW (1)] = / ’ Bt
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Proposition 3. With probability one, W, (t), (0 <t < 00) is a continuous function of t.

Proof.
For convenience, we introduce the following notation.
For each t > 0 set Wpg,(t) = ﬁ{Pl(t) + Py(t)} where Pi(t) = f_ooo f(s,t)dW(s),
Py(t) = fot g(s,t)dW (s). For each s < t, let g(s,t) = (t — s)#*== and for each t > 0,
5 <0, f(s,t) = g(s,t) — (—s)T—3,
We prove that P;(t) and Pa(t) are continuous functions at any ¢ > 0.

Step 1. We show that, for 0 < ¢ < oo, P;(t) has almost all paths continuous.
It is sufficient to show the continuity on each compact interval [a, b] C [0, 00) with b—a < 1.
For the sake of notational simplicity, we assume that a <t <t' <band 0 < H; < Hy < 1,
and we set N = Py(t') — Pi(t). N is a Gaussian random variable. Then we know, by the
isometry property, that N ~ N(0, ffm(f(s,t’) — f(s,1))%ds).
Let hy(u) = (u—s)## =2 and hy(v) = (t —5)""2 — (—s)?~ 2. Then:
f(s:t") = f(s,8) = [ (t') — ()] + [ha(Hir) — ha(Hy)).

We apply the theorem on finite increments to the functions hy (for w € [¢,t']) and hy (for
v € [Hy, H;]). We obtain the following inequality (we have used the following obvious fact
(a+b)? < 2(a? + b?)):

(f(s,t") — f(s,8))2 < 2[{(t' —t)*(Hy — %)2(7 _ g)tHu=3y 4 o
(e — t.)° (10g(t —s)(t—s)TF - log(*s)(*s)“%f}],

with 7 € (¢,t') and « € (Hy, Hy).

We now check the Kolmogorov criterion for P;(¢), (¢t € [a, b]). We proceed in three steps:

o We have 2[(t' —t)2(Hy — )%(1 — s)?Hv =3] < L(¢' —1)*(t — 5)2H¢ =3, therefore there

exists o1 > 0 such that

0
1
/ 2[(t' —t)*(Hy — E)2(7 —5)2Hv =3)ds < o2(t' — 1)? < 0. (2.2)
e By definition of the function H we have the inequality

(Hy — H)? < |t —t]**, ¢>0, (2.3)

which will be useful in the sequel.

We now show that the following inequality holds:

sup /0 (log(t —8)(t — s)L_% — log(fs)(fs)‘_%)2 ds < o0. (2.4)

te J—oco

INRIA
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The Hélder function H is continuous on [a, b], therefore there exist u, v € (0,1) such

that for any t € [a, b] we have H; € [u,v].

— In the first place, we show that
0 1 1 2
sup/ (log(t —s)(t—s)"z — log(fs)(fs)‘_f) ds < oo. (2.5)
t,e —1

We have
0 1 N
/—1 (IOg(t s)(t—s)72 — log(*é‘)(*é‘)b_?) ds
h ’ 0
< 2[/_1(1og(t s))2(t _ 8)2L—1ds ﬁl(log( s))2( s)zL—lds}

0

0
< 2[/_1(10g(b —8))2(t — 5)*"ds +/ (log(—5))2(—s)2*1ds]

< 2(log(b + 1))2% + 2/_1(10g(—s))2(—s)2”_1ds < o0,

which entails (2.5).
— In the second place, we show that
S;JLp/ (log(t —s)(t—s)TE log(fs)(fs)b_%) ds < co. (2.6)
For s < —1, the theorem on finite increments applied to the function
7 — log(T — 8)(1 — s)"~ % — log(—s)(—s)"" % defined on [0,t] with ¢ € [a, b],

gives
(log(t — )t~ 9)F —log(~s)(~5)}) " < (bu +log(b — )(s - ;n(s)“%f

< 207[1 -+ (v — 5 (log(b — $))(—s)*~,

and the last member is integrable on (—oo, —1]. This proves (2.6).
Combining (2.5) and (2.6), we obtain (2.4).
e By combining the above statements (2.1), (2.2), (2.3) and (2.4), we infer that there
exists y; > 0 such that Var(N) < y|t' —t]?A.
From (2.0) we get that for any @ > 0, there exists 7o > 0 such that E(|P (') —
P (t)]*) < ya|t' — t|Pe. Taking a > % and using Kolmogorov criterion, we complete
Step 1.

Step 2. Next, for 0 < ¢ < oo, we show that P2(t) has almost all paths continuous.

As above, it is sufficient to show the continuity on each compact interval [a, b] C [0, co) with
b—a< 1.

For the sake of notational simplicity, we set a <t <t <band 0 < H; < Hy < 1 and with
the notation of Step 1, we assume that H; € [u,v] C (0,1).

For convenience, we introduce the following notation :

Ny = [ L~ )b — (= )T baw (s Ny = [ (1~ 5) T bdw(s);

Ny = [J[(t' — s)Te=% — (t — s)Te=2]dW(s).

We have the following relation :

RR n° 2645
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E(|Po(t') = Pa(t)?) = E(|N1 + N2 + N3|?) < 4(E(|N1[?) + E(|N2|?) + E(|Ns[?)).

We now check the Kolmogorov criterion for Py(t), for ¢ € [a, b].

e We show that there exists ¢; > 0 independent of ¢ and ¢’ such that

E(IN:2) < er [t — 1], (2.7)

By the theorem on finite increments applied to the function, defined on [H;, Hy],
h —> (t' — s)"=2 there exists 7, € (Hy, Hy) such that

(t' — s)Ho=3 — (' — s)H=2 = (Hy — Hy)log(t' — s)(t' —s)™=.

Using the isometry property,

E(|N*) = /Otl [(Hy — H,)log(t! — s)(t' — s)7~2]%ds (a)
— (Hy — H)? /0 " log(t — s))(t — s)2r~1ds.
Using the Holder property of Hy,
(Hy — H)? < E(t — 1), (b)
For 0 < s < t' the function 7 —— (log(t' — 8))2(t' — s)?"~! is clearly positive and

monotonic on [, v].
Thus:

! tl
/t (IOg(t’ _ S))z(t’ _ 3)2T"_1d~9 — / [(logu)2u2u—1 4 (log u)2u2u—1}du
0 0
b
< / [(log u)?u?#~t + (log u)*u? ~1]du < oo
0

which combined with (a) and (b) yields (2.7).
e We show that there exists ¢s > 0 such that

E(IN3J?) < ealt! — t]2-. (2.8)

Indeed we have

t/ t— ¢ 2H,
BNP) = [ (¢ - opmitas = E 0

which entails (2.8).
o We show that there exists c¢g > 0 such that

E(|Ns|?) < calt’ — t|min{12n}, (2.9)

INRIA
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Let for convenience, h(s) = ((t' —s)H#+=z — (t — s)H+=2)2 for 0 < 5 < t, . We have

the following equalities:

[ wsyds = [[((0= oyt - @ - s

t
t

0

- / (¢ — s)2H1 4 (1 — g)2Hemt _g(( — )E=b (¢ 5)Ei—h gy
0
tth (tl)2Ht (t, o t)?Ht t - 1 1

= - —2 [ ((t—s)Tm2(t' — s)em2ds.
2H, T 2H, 2, /0(( 8) TR )T ds

We study three cases:
— Case 1. H; < % We have the following inequalities:

t 2H N2H ' 2H t
ST U S Gt ) / ' 2H,—1
h(s)ds < — — 2 t— = d
/0 (s)ds < 5+ 5m, 2H, (1 =9) s
t2Ht _ t, 2H; t’ —¢ 2H;
BT P )
2H, 2,
1 _ 31\2H
< =17
S Tam,

Therefore there exists c¢3.1 > 0 such that

t
E(IN,]) :/ h(s)ds < e[t — t|2*.
0

— Case 2. H; > %

t 120, #\2H: 1 4)2H: t
/Oh(s)dsﬁth—l—(Q)Ht _ sz —2/0(t—s)2H’ lds
< (tl)2Ht 7t2Hf B (t’ o t)2Hf
= 2H, 2H,
NG —t+¢)2He — 20
= 2H,
2H (1 4+ (' — 1) /1) 1]
- 2H,

Therefore there exists ¢3.9 > 0 such that

i
BN :/ h(s)ds < cs.olt’ — 1.
0

— Case 3. H, = 1. In this case (2.9) is obvious.
e Combining (2.7), (2.8), (2.9), we obtain : there exists 3 > 0 such that
E[(Po(t) = Po(8))?] < mlt! — t[2minC1/2:8),
From (2.0) we get that for any a > 0, there exists 72 > 0 such that
E(|Py(t") — Py(t)|*) < ya|t! — t|™(1/2:8:m)« This inequality, when combined with
Kolmogorov criterion and a > m, completes the proof of Proposition 3.

O
A consequence of the proof of the previous proposition is the following one. Let us consider

the function :

B:(0,1)x[0,K] — R
(H,t) r—»BH(t)

RR n° 2645
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for K > 0. The following result essentially proves the continuity of B w.r.t. H uniformly in
t.

Theorem 4. Let (Bg(t))i>0 be an fBm of index H (0 < H < 1). Then for any interval
[a,b] C (0,1) and K > 0 we have almost surely

lim sup sup |Bg(t) — Bg/(t)| =0.
h=0 o<H,H'<b te[0,K]
|H'—H|<h

Proof. We consider the process defined for ¢t > 0 by Dy u+(t) = Bps(t) — Bu(t) which
is obviously continuous. We set for each H € [a,b] and 0 < h < 1,

on,m(t) =/ Var[Dg m ()],
Ap(H)= sup  sup |Dgm(t)], A= sup Ax(H),

a<H'<b t€[0,K] a<H<b
|H'-H|<h

fa(s,t)=(t— S)H_l/z - (*S)H_l/z, gu(s,t)=(t — s)H_1/2,
F(S’t) = fH’(S,t) - fH(S,t) and G(s,t) = gH/(s,t) — gH(s,t).

We will make use of the following five steps.
Step 1. We show that there exists C > 0 such that

sup Var(Dg g(t)) < C|H' — H|. (2.10)
t€e[0,K]

We have

Var(Da,m (1) = E[(Bm(t) — Br(t))*]

. (f_“m f (5, 0)dW(s) + Jy g (s,0aW(s) [, fr(s, AW (s) + [ gm (s, t)dW(s)> ]
N T[H'+1/2] T[H +1/2]

IO F(s,0)dW(s) + [ G(s,0)dW (s)\ " N(H+1/2) )\ ,
<2F ( F[H’+1/O2] ) ] +2<m_1> E((Br(t))*)

4 ’ 2 ' 2 on (T(H +1/2) ?
< i St S
< TP {/_m(p(s,t)) ds+/0 (G(s,1)) ds}—l—ZVHt (F(H’+1/2) 1),
where Vy is defined in Mandelbrot et al (1968) p. 425, by
Vg = [I'(H + 1/2)]_2{f£)oo[(1 — §)HF2 _ (_5)H+1/2]245 4 5=} H — T'g is clearly
continuous. Therefore there exists Cy > 0 such that for H, H' € [a, b],

0 t 2
I'(H +1/2)
Dy g < F 2 2 — -1 .
Var(Da (1)) _00{/_00( (5.1)) ds+/0 (G(s, 1))2ds + (F(H’—|—1/2)
We study separately the three terms of the above inequality
(1) The function I'(z) has continuous derivatives of all orders for z > 0 (see e.g. Fi-
khtengol’ts (1965) (IT) p. 171). Thus, the theorem on finite increments entails that

there exists C; > 0 such that:

INRIA
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(2) We use again the theorem on finite increments applied to the function
7+ (t — 8)7" Y2, for « € [H, H']. There exists ¢, € (H, H') such that

t

/ (G(s,t))’ds = (H' — H)? / [log(t — 8)]2(t — )%=+~ 1ds
0 0

max{1,t}
<(H' - H)z[/ [log u)?u?*=*~ du —|—/ [log u)?u?*=* =1 du]
0 1

max{1,t}

1
<(H' - H)2[/ [logu]2u2“_1du+/ [log u]?u**~ ' du].
0 1

Let Cy = {fol[log ul?u?e~tdu + flmax{l’K}[log u)?u?®*~1du}. Then we get

sup {/Ot(G(s,t))2ds} < Co(H' — H)?. (2.12)

te[0,K]

The proof of the last inequality is longer. We split it into two claims.
(3) We show that there exists C3 > 0 such that

sup {/0 (F(s,t))2ds} < C3(H' — H)?. (2.13)

t€[0,K] —o0

Making use of the theorem on finite increments for the function ¢ — (¢t — s)*=1/2 — (—s)*~1/2,
for « € [H, H'], there exists ¢, , € (H, H') such that

0 0
/_ (F(s,1))%ds = (H' — H)? /_ (log(t — s)(t — 8)*+ =12 — log(—s)(—s)"+~1/2)2ds

0
<o(H'~ H) [ (log(t = 9)P((t = o)1 = (o) s

— 00

0
2(H' — H)2 /_ (log(t — s) — 10g(—s))2(—s)2‘“_1ds.

It is thus enough to prove that the two integrals above can be bounded by constants
independent of ¢, H and H'.

e Let us show first that

0
sup  sup / (log(t — $))2((t — s)*= =12 — (—s)=+~H2)2ds < 0.
H,H'€[a,b] te[0,K] J —occ (a)

We assume first that K > 1 and ¢ € [1, K]. We use the theorem on finite

increments applied to the function 7 +— (7 — s)*~'/2 for 7 € [0,] and

RR n° 2645
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s € (—00,0).

/ Ooo(loga — ))((t — )M (=) )
< [ tonla — (@ (s
[ ou (e oy (oyeray
< [ g — )2~ 12— 90 +
[ 20080 = (= )= ()
< [ togtac — (/28 + 210801 + K %
[ 57 (0 (0 7 (P (s <
We now assume that K > 1 and ¢ € [0,1], or K < 1 and ¢ € [0, K].
/ Omaog(t — ))R((t — )T = () )
< [ gt (@ oy oy s
[ ogtae (@ sy oy s
[ g8 - sy oy
With the above notation we get
/ Ooo(logu — ))(t = s)' M2 — (=)t
< [ oR s 12 e+
[ 2t 2 et o 4
[ 0o - e 4 (ot
< [ onti — PR/ tas +
20g(1+ K [ [(1- 97~ + (1)~ 4 20~ 4 (-0) s +
[ 20000 - 94 (1 P8 () s <

which ends the proof of (a).

e We now show that

0
sup  sup {/ (log(t — s) — log(—s))2(—s)%**~1ds} < co.  (b)
H,H'€[a,b] t€[0,K] J—00

INRIA
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We wuse the theorem on finite increments applied to the function

T+ log(T — s), for 7 € [0,1] and s € (—o0, —1].

[ logt )~ tog(- )P (-s)r s

— 00

< /_ [log(t — s) — log(—s)]%(—s)?*"1ds + /_l[log(t — 5) — log(—s)]2(—s)2*"ds

— 00

0

= /_ [t/ (15, — 8)]2(—8)** " ds —I—/ [log(K — s) — log(—s)]%(—s)>*"'ds

—oo -1

oo

<K [ (o ds /_1[1og(1( — 5) — log(—s)](—s)?*"ds < oo,

which ends the proof of (b).
Therefore (2.13) holds.

Finally, (2.10) results from combining (2.11), (2.12) and (2.13). Therefore Step 1 is comple-
ted.

Step 2. We recall the following theorem (see e.g. Adler (1990) p. 43) which will be use-
ful in the sequel.

Theorem : Let {X;}ieT be a centered Gaussian process with sample paths bounded a.s. Let
|| X]|| = ilengt and o2 = flelgE(Xf) Then E||X|| < oo, and for all u >0,

P{| [|X]] - E||X]| | > u} < 2¢~8*"/7, (2.14)
and for all v > E||X]||,
P{|X|| > u} < 2e~ 3= ElIXID*/o% (2.15)

With the assumption of the theorem above, let ||| X ||| = sup | X;|. It follows from (2.15) that
teT
for all uw > E||X||,

P{|||IX]|| > u} < 4e~ s (= BIXID*/o% (2.16)

We will prove that

0< sup E{ sup Duna(t)} < oco. (2.17)
0<H,H'<1 t€[0,K]

Dy a(0) = 0 yields the first inequality. To prove the second inequality, we will use the
above theorem with T' = [0, K] and X; = Dy, g(t). Integrating by parts and using (2.16)
yields:

E||X|| = / P(IX| > u)du

00 _(u—EH2X||>2
SZ/ e 17 du
0

o0 2
= 20’T/ e zdv
—E||X||/or

< 2V2mor,
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which, combined with (2.10), yields (we denote k = 2/2m):
E||X|| < xW/C|H' — H|. (2.18)

This inequality entails (2.17).

Step 3. With the notation defined at the beginning of the proof of Theorem 4, we will
prove for any € > 0 there exists C > 0 such that

v—VCx)2
P{A, > vk} < %e—( e (2.19)

holds for every v > 0 and h < 1 where K = 2v/27.

Set 0 < H < 1 and let r be an integer. Let |z| denote the integer part of z and let

H, = L2;fﬂ = '21 # (¢j(H) =0,1; j = 1,2,... and ¢;(H) should not be identically 1
i=

from some j on). For each H, H',r,t fixed, we have almost surely

|Ba(t) = Ba(t)| < [Ba,(t) = Bu, ()| + |Ba(t) = Ba,(4)| +|Ba,(t) — Ba(l)]

IN

|Buy(t) — B, ()| + Y |Bar, ., (1) = Ba:, ()] + D |Ba,, ., () — Ba,,, (1)
7=0

7=0

sup [Bpy(t) — B, ()| +)_ sup |Bm

< W) - Bg )+
te[0,K] j:otE[O,K] r+]+1( ) r+1( )|
sup |BHr+j+1 (t) — By, (®)]-
j=0 t€l0;K]

Therefore,

sup |1)H,H’(t)|S sup |DHr,HL(t)|+Z sup |DH1‘+j+1;Hr+j(t)|+Z sup |DHr+j+1,Hr+j(t)|'
te[0,K] te[0,K] j:0t€[0= ] jzote[o,K] (2 20)

The sequel is an adaptation of the proofs of the lemma and theorem in Csorgd and Révész
(1981) p. 24-26.

From Step 1, Dy, u,(t) follows a normal law of mean zero and variance lower than or equal

to C|H) — H,|?. Write R = 2. Tt is easy to show that: sup |H.—H,]<h+R'.
0<|H'—H|<h

Thus, for any sufficiently large positive u, z; and 0 < h < 1, and for any integer r,j, we
have by (2.16) and (2.18) of Step 2:

P sup sup |Dg, a(t)| > (u+K)VC(h+ R™Y)
o<H, H!<b te[0,K]
|H!—H,|<h
<P sup sup |Du, m(t)] >u sup om m(t)+E[ sup D, m:(t)]
o<H,,H.<b t€[0,K] t€[0,K] te[0, K]
|H! —H,.|<h
2 R
<4e” 7 X
¢ Rh+1
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And since  sup  |H},;,, — H} ;| <270+ e have
0<|H'—H|<h
Ve S
, — - 9r+j7+1
r a<1§IUI1)‘I’<bt€s[gI;(] D oty O = (2 H)2T+J+1 Sde 22 '
|H —H,|<h
since  sup  |Hpyjy1 — Hopj] <270+ e have similarly
0<|H'—H|<h
VG T or
r <1§Iu§p<bt€s[g€(] 1Dat, im0 ()] > (25 + H)W < de” 7 2mHHL
\HL—H|<h
Whence, by (2.20) we have:
P{ sup sup |Dma(t) > (u+r)VC(h+R) +2Z (2; t’?}/_
a<H,H'<b t€[0,K] 2r+3
|H —H|<h (2.21)

R . = . %
<4 e +16RZ216 3

Put z; = v/2j + u? and R such that 2R > K/h > R, where K is a positive constant to be
specified later. Then

o0 ’ —w?/2 16K F— _ A_K —u?/2
16R§2 e Z(z/e) e :
where
A=16) (2/e)
7=0
and
(x]
(u+k)VC(h+ R7Y) +2Z 2T+J+1
_ h |~ V2]+& =1
1
<(u+r)VCO(h+R )—I—Q\/E} ZT+UFO§
2h h
< (u+ &)VC(h+ <)t 2\@E[B + uG]
= h{ulVC(1 +2/K +2G/K)] + VO(x + 26/ K + 2B/ K)}
where

\/_+ !
Z " and G:Zﬁ'

i=0
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Letting now v = {u[\/a(l +2/K +2G/K)]| +VC(k + 25/ K + 2B/K)} we get by (2.21)
that

41K AK
P{ sup sup |Dpp(t)>hvy < ——(K/2+1) e /2 4 T v’/
o< H,H'<b t€[0,K] h h
|H'—H|<h
= %e‘"2/2[4K(K/2 +1)7! + AK]
C —(V \/_n)z/(2C+e)
< e :

where the last inequality follows from

_V*\/a(n+2m/K+2B/K) S v —+Ck >0
T VC(1+2/K+2G/K) T \J/C+te2

which, in turn, is true for instance for all v > 2xkv/C and any given ¢ > 0 provided K is
large enough. This proves (2.19) with v > 2x+/C, while it is trivially true for v € (0, 26v/C),
since, in the latter case, the right hand side of (2.19) is larger than one for C big enough.

Step 4. We end the proof of Theorem 4 by showing that

1— Ah \/_l'ih
h—0 h4/log(1/h)

where A = max{v/C,1/V/C}.

The proof is similar to that of Lévy’s theorem (see e.g. Csorgé and Révész (1981) p. 26).

2XC a.s. (2.22)

For each € > 0, we have

Ay, —VCkh B
P { e 2 > V20 + e} = P{A;, > h(VCk + VA(V20 + ¢)\/log(1/h))}.

We apply inequality (2.19) of Step 3 with v = v/Ck++vA(v/2C +¢)/log(1/h) and we obtain

2
P> ) < o {025 |
< ChS,
A(V2C+¢)?

which is true as soon as ¢ > 0 is sufficiently small (
Take T > 1/¢ and let h = h,, = n~T. Then we have

o'} /—th oo ~
p > V20 <) cn'e
nz::l {h 1/Mog /) e —nz::l moos

and the Borel-Cantelli lemma implies that

scre ~ = 1+efor esufficiently small).

\/_I‘(,h
<V2C +¢ a.s.
"—'00 hy, \/)\log(l/h
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Let us take h, 11 < h < h,,. Then, almost surely

m Ah*\/EK,h < E Ah" *\/afihn_}.l
=0 hy/Mog(1/h) ~ "= hyi11/Mog(1/hy,)
o { An, —VCkhy hy  VCOk(hy — hutt) }

m
n—00

Mog(1/h,) bnt+1  hyy14/Alog(1/hy,)
<v2C +¢ a.s.

for all € > 0 and whence we have (2.22).
Note: in fact, we proved a little more than Theorem 4, since we obtained a rate of conver-
gence, namely A, = O(hlog(1/h)) for h — 0F. O

3. LocAL HOLDER PROPERTIES OF MBM

In this section, we consider an mBm such that the Holder function H verifies:

0 < H(t) < min(1, 8) for each ¢ > 0.

Since mBm is a non stationary process, we are not interested in obtaining global properties,
but rather local ones, especially concerning the Holder exponent at each ¢ > 0 . For the sake
of notational simplicity, let us from now on denote by (Y;) the reduced mBm (Wg(t)) =
(Wag,(t)) for t > 0.

Proposition 5. There exists a posilive continuous function defined for t > 0, t — oy,

such that for any t > 0
Yivn = Y1 ¢
Jt4h Tt £

2
W =" N(0,03).

Proof. Since the process (Y;):>¢ is Gaussian, by the theorem of Levy (see e.g. Grim-
mett and Stirzaker (1992) p.172), we prove the convergence in distribution by showing the

following two statements.

(1) B(X) — o,
h—0

hHt

@) B (Y5pms) — of.

(1) This statement is obvious.

(2) By splitting the expectation into three members and denoting o = Var <M>

hHt

(which is independent of k), we have

_v2 Wa,., (t+h) — Wg,(t + h))?
o (Wt ) g (Wmal B Wn G0 o

op (Waall ) W4 BV 1) Win(0))

We show that the two expectations tends to 0.
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e Setting b > 0, we claim: there exists By > 0 such that for each h € (0,b) and
t €10,b— h], we have

p ([WHHh(t +h;32;1tWHt (t + h)]2) < Boh2P-2H:. (3.1)

With the notation of Theorem 4 and by (2.10), we have

E(Wh,pu(t+h) = We,(t + h)*) = Var(Dp, .., (t + b))
< C|Hypn — Hy*.

By definition of H we get (3.1).
e We have E((Wg, (t + h) — Wg,(t))?) = Vi, h*#t | where H — Vg is defined
in Step 1 of the proof of Theorem 4. Thus, by Schwarz Inequality and (3.1)

we have

B ((WHM (t+h)—Wa,(+h)Wa(+h) - Wa, (t))>
h2H:

VE (a4 h) = Wa (¢ + 0)2) B (W, (¢ + h) — W, (1))?)
h2Ht

< \/BoVa,hP~Ht — 0ash—0,

which completes the proof of (2).

<

(3) To end the proof we show that ¢ — o; is continuous. It is sufficient to prove that
t — o2 is continuous.
Fix t > 0 and h > 0. Let £ be such that ¢ + k£ > 0. We shall consider the function

H' : t — H;_;. H' is a Holder function with exponent (. Let for convenience

9 Wy (i’+h)—WHr (t’)
o,” =Var ( s T > (which is independent of h). We have the follo-
h ot
wing equalities.
2 2 E (WHt+k (t +h+ k) - WHt+k (t + k))2 (WHt (t + h) — WHt (t))z
Ttk = Tt = hQHt+k - h2Ht

_ g (Waan( +ht k) = W, (t+k)” — (Wa,(t +h) — Wa, (t))2>
- i+4) )

B (Wi (4 5) = Wi, 0)) s — 72

. E ((WHt-Hc(t+h‘+k)_WHt+k(t+k)_WHt (t+h)+WHt(t))(WHi+k(t+h+k)—WHt+k(t+k)+WHt(t+h)—WHt (t)))
= h2Ht4k

1 1
2;2H,;
- o-th (h2Ht+k - tht )
(WH,, (t'+k)—Wr, (t+k)—WHr, (t")+Wa, (t))(WH/’ (t'+k) =W, . (t+k)+WH,, (') —Wr, (1))
— E t/ +k + hQHH_k t t

1 1

212H;
—o;h (h2Ht+k ~ h2H, )

By Schwarz Inequality we obtain :

1
otk — 0| < W—W\/E ((WH;,+k(t' +k) = Wa o (t+ k) = Way, (t) + WHt(t))Q) X

1 1
\/E ((WHt,, (1 + k) = Wa,.., (b + k) + W, (1)) = W, (t))2) 0P (e = )l
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Using (2.10), there exist C; > 0 and Cy > 0 such that Var(Dg, g/(t)) < C,(H'—H)?
and Var(DH,Hr(t')) < Cy (H’ — H)2. Thus,

2

o244 — 07| < hT\/E (W, (¢ +8) = Wiy, (¢))?) + B (W, (+ B) = Wi, (£))2) x

\/E (Wa, (0 + ) = Wy, (@))2) + B (Wir,. (6 + ) + W, () — 2Wiy, ())2)
1 1

1ot (e = )

= ;fTﬁ ol |k Cy(Hyyyy — H}))? + o3 [K[2Hers + Cy(Hyp — Hy)? X
\/0£f2|k|2Hf’ +2[E (Wh,,(t+k)—Wg,(t)2]) + E ((2WH;, (t) — 2Wpg, (t))2)]
R (g = )

< ;jfr—{i\/0£r2lkl2H5’+k + Cur k|28 + o2 ek 4 Cy ]2

V 01, "2 e 4 40PR2Mesw + AC K| + 16[E (W, (1)) + B (W, (8))2)] +

1 1
h2Httk o h2Ht)|'

022

Since the functions ¢ — H; and t — H] are continuous, we have therefore
2 2
lotsy — 0] — 0.
k—0
O

We can now define the standard mBm:

Definition 6 (Standard Multifractional Brownian Motion).

Let (Y3) >0y be a Multifractional Brownian Motion and let t — Hy be its Holder functional
parameter of exponent 8 > 0, such that for anyt > 0, 0 < H(t) < min(1,8). Then there
exisls a unique continuous positive function t — oy such that the process (Z;)u>0) defined

by Z; = oy—: s continuous and verifies the following property

Ziyn — 2y
Var ( N ) o 1.

The process (Z;) >0y 15 called Standard Multifractional Brownian Motion.

We recall a lemma which will be useful in the sequel (see Peltier et al (1994)).

Whenever X : [0,1] — IR is a continuous function, there exists a sequence X, : [0,1] — IR,
n = 1,2, ... of polygonal functions which converges uniformly to X on [0, 1]. Moreover, we
may and do assume that the vertices of the graph of each X,, are of the form {(%, X, (%)),
0 <k <n}, with X,(0) = X(0). Setting X, = X, (£) for 0 < k < n, we will set for
convenience X(,) = (X1,n,. .., Xn,n)-

Given a polygonal function X,, as above, we set for each n > 2,

n—1
Ly =Y |Xig1 — Ximl. (3.2)
i=1

Lemma Let X : [0,1] — IR be a continuous function with box dimension D, and let (X,)n>1
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be a sequence of polygonal functions as above which converges uniformly to X on [0,1]. The

following results hold :

(1) If X is constant, then D = 1;
(2) If X is non constant, then

log L,
D=1+ lim —2

n—oo log(n — 1)° (3:3)

We recall the following properties of Hausdor{f dimension, denoted by dim g (see e.g. Falconer
(1990) p. 29):
If Fi,Fs, ... is a (countable) sequence of sets, then

e 1<i<oo

dimg {G Fz} = sup dzmH{Fz} (3.4)

For any set F C IR™ (n > 1), we have
dimp{F} < dimp{F} < dimp{F}, (3.5)

where dimp{F} (respectively dimp{F}), denotes the lower (respectively the upper) box

dimension of F'. For each {3 > 0 and n > 0, let for convenience

me(n) = min Hy, My (n) = mal)i H; and Fi(n) = Graph{Y:,|t —to| < n}. The
t—to|<7n

[t—to|<n | <
following lemma will be useful for establishing the next proposition.

Lemma 7. With probability one, the graph of the mBm (Y;);>0 verifies the following pro-
perty : for any tg > 0 and n > 0,

2~ My, (n) < dimp{F,(n)} < dimp{F, ()} < dimp{F,,(n)} < 2 —my,(n).
(3.6)

Proof. We first prove the last inequality of (3.6).
Step 1. Without loss of generality, we assume that to = 1/2, n = 1/2, and for each integer

n > 0, we set
Yin=Y (1) fori=0,1,...,n. (3.7)
n
We show that for each 0 < H' < my,(n), we have
n—00 1<i<n—

im (0= )" max (Visra—Yia)) =0 as. (3.8)

We start by observing that, for any € > 0 and p > 1, the Markov Inequality entails that

n—1
Pl D" max (Viern — Yiu) > < 3 Pl 07 Ve~ Vil >
- = i=1

(n-1) . p
< S dmax B((n = 1P Yig = Yial?).
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Multrfracitonal Brownian motion. aGefinilion ana preiyminary resuits

By (3.1) and (2.0), there exist B, > 0 and B, > 0 such that

Plin— )" max ([Yiern — Yial) > d

(n — 1)2° o i+1 i+1
<> 7 —_1\? ) TN . p
e 1srz'nsa’f—1E[(n Y |WH%(n—1) WHn’Tl(n—1)|
— 1P \wy L — W . P
+ =P Wa ()= W, (—)I]
P BI
S2_{ Bp_’_+ P_’_}
e? H(n—1)B-Hp=1 * (p _ 1)(meo(m)—H)p-1
<27’ B, + B,

€ (n — 1)(mem—H)p-1"
By setting p > m, (3.8) follows readily from the Borel-Cantelli lemma.

Step 2. By Step 1, we easily see that for each 0 < H' < my,(n) we have almost surely

n—1

hm (TL — l)H’_l Z |Yi+1,n - }/z,n| = 0)
=1

which entails, with the notation of the above Lemma when applied to X =Y, that almost

surely, for all n sufficiently large
(n—1)"-1p, <1.

Whence, for each 0 < H' < my,(n)

— logL
1+ lim 8 Fn

—"_<2-H'
n—o0 log(n — 1) ’

which yields dimp{Fi,(n)} < 2 —m4,(n), and ends the proof of the last inequality of (3.6).
Let us now prove the first inequality of (3.6).

Step 3. We assume, as in Step 1, that ¢x = 1/2 and n = 1/2. We show that there exists
¢ > 0 such that, for any ¢t and h which satisfy |t — to| < nand |t + h —t| < 7,

o2y = E[(Yipn — ¥2)?] = ch?Mu(), (3.9)

We denote by H — Vg the continuous function defined in Step 1 of the proof of Theorem
4, and by (g the constant defined in (3.1). We easily have

Ut2,h = E[(WHt+h (t + h) - WHt+h (t) + WHt+h (t) — Wha, (t))z]
> Vit BT = 2B[ | (Wi, (6 +h) = Wi () (Wi () — Wa, (8)) | ]

Z VHt+h |h|2Ht+h - 2\/E[(WHe+h (t + h) - WHt+h (t))2]'E[(WHt+h (t) - WHt (t))2]a

and finally,

0t 2> Ve BT =24 [Va,, Bol T2 +0, (3.10)

which entails (3.9).
Step 4. Set 1 < s < 2. We show that there exists ¢; > 0 such that for any ¢ and A which
satisfy [t —tg] <mand [t+h —tg| <7

E[([Yorn — Y2 + 527"/ < erh1=Meo()=e, (3.11)
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We have
2 oo —r?
B Yiwr =Y 4 B =\ Doun [ 6y e S ar
T 0 2at’h
=4/ %/ (Uisu + h3) =2y 2egp (—_u) du
< i/ U (h2) s/2u—1/2du+ s/2u—1/2du
<4/ \/ 2 _2
A R

< e h'” Mto(ﬂ) s

by Step 3.
Step 5. The end of the proof follows the one presented in Falconer (1990) p. 244 for com-
puting the Hausdorff dimension of a Brownian motion. We then obtain

2 — |trrt1ai)i Hy < dimp{F;,(n)} < dimp{F,,(n)}. O
0

Proposition 8. With probability one, for each interval [a,b] C IRT, the graph of the mBm
(Yi)ie[a) verifies the following property :

dimg{Y:,t € [a,b]} = dimp{Y;,t € [a,b]} = 2 — min{H},t € [a, b]},

Proof. Let ty € [a,b] be such that H;, = min{H,;,t € [a, b]}. We consider the two following
sequences of intervals defined, for each n > 0, by E, = [to + 2n+1,t0 + b= to] and G, =

to— 5%, to — 14321, We casily have { U E} u{ U Gn} ~ [a,b]— {ta}. T ollows from
n>0

n>0

Lemma 7 that, on the one hand,

b— b— b—1o
2—Mt0+%b2;7fq(2n+2)<d2mH{F +3—Q(2n+2 )}_dlmH{)/t,tEE }<2 t0+%b2;,f(l(2nT)’

on the other hand,

t to—a . to—a
2 7Mt0+3 ( on e )< dlmH{ 3 ;a(w)} = d'LmH{)/t,t S Gn} S 2 7mt0+%t%;a(w).

This entails, by (3.4)

b—tp .
fbgg{2Mto+%b;+fz(W } < dimg{Yi,t € (to, b]} Sfbgg{2mto+z (2n+2 )}

and similarly

to —a . t() —a
sup {2 - Mm+gﬂ;;—“(2n+z)} < dimu{Yi, ¢ € [a, %)} < sup {2 - mto+g@2;—“(2n+z)} :
and using the continuity of the function H;, we obtain

2 — Hiy < dimg{Y:,t € [a,b]} = max{dimg (Y;,t € (t0,b]), dimpu(Yi,t € (a,10))} <2 — Hy,.

Using dimp{Y:,t € [a,b]} = 2 — min{H;,} and (3.5), the desired result follows. O
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We next study the Holder property of the multifractional Brownian motion. We first recall

the following definition :
Definition 9 (Holder exponent).
A real function f is said to have a Holder exponent 0 < Hy, <1 at point 1y iff:

(1) for every real v such that v < Hy,:
lig (o +h) — f(to)|

h—0 |h|Y

:0’

(2) for every real vy > Hy,:
|f(to + h) — f(to)]

lim sup =00
h—0 ||

Proposition 10. With probability one, the Holder exponent at point to > 0 of a multifrac-

tional Brownian motion is Hy,.

Proof. Step 1. We show that with probability one for each v > 0 such that 0 <y < Hy,:

lim |)/to+h - )/to|

Jm |h|7 =0. (3.12)
We have
|Yto+h - )/t0| _ |WHt0+h(t0 + h’) - WHto (t0)|
|| A7
W, ,.(to +h) —Wg, (to+h)|  |[Wg, (to +h)— W, (to)|
- A7 A7 '

We show that each term of the right member of the above inequality tends almost surely

to 0. Let [a, b] be an interval such that ¢y € [a,b] C IRT and let ¢ € [a, b]. We consider the
w -W.
process Xy = 0 and X, = H*"“(lz)h "0 efined almost surely for |h| sufficiently small.

Our aim is to show that for each 0 < v < H,,, there exists ¢, > 0 independent of ¢ such

that for each h, h' sufficiently small, we have
E[(&X, — &)%) < ¢y |B — B[XP-7). (3.13)

Case 1: h' > 0.
Without loss of generality we assume 0 < |h| < h', and by (2.10) combined with the Hélder
property of the function H, there exists ¢ > 0 independent of ¢ such that
(WHt0+h’ (t) - WHt0+h (t))2 19 1 B L
|h,|27 |hy|7 |h|’Y
W —R?¢ (7 = |R]")?
W R

E[(X, — Xw)?’] < 2B ( ) E((Whyn () = Wa,, (1))

< 2 |h|?P

< 22"+1c|h' _ h|2(ﬂ—7) + 2c|h|2(ﬁ_“’) <1 — ﬁ

’72
i)

< 227 Leh! — B2 4 (2¢ + 892)|K — B[P,

which results by the following facts: if A € (—h',h'/2] then |h| < |h' — h|; if h € (h'/2,h")
2

then |h[2(8=7) (1 - |%|7) < [W2E-Maq2(1— L Y2 < 42 |R' — B2 which yields (3.13).

Case 2: h' < 0. The proof goes along the same line.
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We know that X}, — X follows a normal law. Thus, combining (3.13), (2.0) and the Kol-
mogorov criterion we obtain that the above first member tends almost surely to 0.

Let us now study the second term. The fractional Brownian motion satisfies a stochastic
Hélder condition (see e.g. Adler (1981) p. 202) in the following sense: For each ' < Hy,

there exists A > 0 such that almost surely :
sup (Wi, (¢ + ) = Wi, ()] < A",
>

which ends the proof of (3.12).
Step 2. Let (hy,)n>1 be a sequence such that lim h, = 0. We show that for each v > 0
such that 8 > v > Hy,:

|hn|’y r

Yio4hn — Yio| n—oo

0. (3.14)

For each t > 0 we have, using (3.10) and the Mean Value Theorem

"
P(—— >t) = P(|Y; —-Y; | < |h,|"/t
(> ) = P, — Yool < Bl
[Vl _ ]
Tohe b Vit op PP — 2V Bl [P0+
= O(Jha 1= Ht0=H) s,
as h,, — 0.

Step 3. We know that (3.14) entails that there exists a subsequence which converges almost

surely to 0 (see e.g. Lukacs (1968) p. 46) and thus, we have almost surely
|Yi0+h — Ytol

limsup —————"> =
eos A

Remark 1: Take H(t) =t on [a,b] C (0,1). Then it is easy to see that the Holder multi-
fractal spectrum? of the associated mBm is: f(a) = 0 for a € [a,b]; f(a) = —oco otherwise.
More general spectra may be obtained by using more complex H functions. This topic will

be developed in a forthcoming paper.

At last, we establish a property of multifractional Brownian motion related to its box-
dimension or more precisely to its Minkowski content (see e.g. Falconer (1990) p. 42 ; Mattila
(1995) p. 79 for definitions). We assume w.l.o.g. that 0 < 8 < 1. Fixtg >0and 1 < (< Hito
For sufficiently small values of § > 0, let Fis(to) = {(¢, Z(t)) : t € [to — 6/2,t0 + 6/2]} de-
notes the local graph around ¢y > 0 of the standard multifractional motion (Z(t));>o. For
i =1...5, we denote by ¢s()(ty) and ¢5'?(ty) the random variables defined almost surely
by

&9 (1) = lim 6°C-TIND(Fy(t)  and &5 (to) = Jim 640~ NI (Fi(to).

2For the definitions and properties of multifractal spectra see for instance: Lévy Véhel et al (1995) -
Olsen (1994) - Falconer (1994) - Brown et al (1992)
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where Ng?(Fg(to)) is respectively one of the following (see e.g. Falconer (1990) p. 41):

(1) For i = 1, the number of §¢-mesh squares that intersect Fj(to);

(2) For i = 2, the smallest number of squares of size §¢ that cover Fjs(o);

(3) For i = 3, the smallest number of closed balls of diameter §¢ that cover Fs(to);

(4) For i = 4, the smallest number of sets of diameter §¢ that cover Fs();

(5) For i = 5, the largest number of disjoint balls of diameter §¢ with centres in Fj(ty).

Theorem 11. There ezists mp,, > 0 such that we have with probability one

(1) \/g <V =g =mpy, ;

(2) oz < <e® <mp, ;

(3) Fori=3,4 and 5, 7= < ) <@ <mp, v2.
For0 < Hy, <1,
ma,, < 4v2m.

2
mHtO S 2 ;
/2
2= <mg, .
T 0
Proof.

The proof uses the following theorem, which provides a similar result in the case of fractional

Furthermore, if 1/2 < Hy;, <1 then

and if 0 < Hyy < 1/2 then

Brownian motion (see Peltier - Lévy Véhel (1994)).

First, we recall some notation. Let F' = {(¢t,Xg(t)) : ¢t € [0,1]} denote the graph of a
fractional Brownian motion, with fractal (Hausdorff or box) dimension s = 2 — H. Let
further o > 0 be defined as the usual scale factor. For i = 1...5, we denote by ¢(¥) and ¢
the random variables defined almost surely by

O = lm ' NO(F) and & = Tim 5 N(P),

where N, éi)(F) is respectively one of the following alternative definitions:

(1) For ¢ =1, the number of §-mesh squares that intersect F’

)
(2) For ¢ =2, the smallest number of squares of size § that cover F;
(3) For ¢ = 3, the smallest number of closed balls of diameter § that cover F;
(4) For ¢ = 4, the smallest number of sets of diameter é that cover F;

)

(5) For ¢ =5, the largest number of disjoint balls of diameter § with centres in F.

Theorem A [Peltier - Lévy Véhel (1994)]: There exists mg > 0 such that we have with
probability one

(1) 2 <) =e® =y

(2) %= <c® < <my;

Vo . ,
(3) Fori=3,4 and 5 Tz < D <D <mpv2.

e
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For 0 < H < 1,
myg < 4oV 2.
Furthermore, if 1/2 < H < 1 then
2
mpg < 204/ —
7r

and if 0 < H < 1/2 then
2
204/ — SmH
Vr

For convenience the proof of this theorem is recalled in ANNEX B.

We now move to the proof of Theorem 11.
Write ¢ = % with the condition :

1 78
< <
}<a H,

~v + max{1, 5 (3.15)

(1 - Hio)

e (1) is equivalent to:

. ca(2—Hyy) pr(D) _ 9.2
%Lmoé o/ N/ (Fsv(to)) = 2 —
Set for convenience

Ri, = |n*|Ht sup Z(ty +t —1/(2n")) — Z(tg + s — 1/(2n")) for each
(i-1)/|n>]<s,t<i/|n>]
1<i<|[n* 7] —1. Rin/|[n®|Mt are the maximum oscillations defined on intervals cor-

responding to the subdivision of the interval [to — 1/(2n7), to +1/(2n7)] in time steps of size
1/[n®]. We show that there exists mp, > 0 such that:

[ 7]-1
. 1
'n,ll»ngo W Z Ri,n = mHtO a.s. (316)
i=1

Write By, (t) = Z(t) for any ¢t > 0 and:

Sim = |n*|Hto sup Bp, (to+t—1/(2n")) — Bg, (to +s—1/(2n")) for each
(i=1)/[n>]<s,t<if [ne]

1<4i<|n* 7] —1. We have

T o~ 1 Ri,n =
[ne=7] -1 &
ey 0
ﬁ sup {BHtO(tO —|—t—1/(271.7))—BHtO(tQ—f-S—l/(any))—F
[n*=7] =1 & (i_1)/|ne)<si<i/[ne]

Z(to+t—1/(2n")) — Ba, (to +t—1/(2n")) + B, (to + s — 1/(2n7)) — Z(to + s — 1/(2n7))}

[n®7]=1
1
< — Sim +2[n*| Mo sup Z(to+t—1/(2n")) — Bg, (to +t —1/(2n"
o] =1 Z; [n?] (i_l)/Lnantgi/LnaJ| (to /(2n7)) o (to /(@n7))]

We derive from (K) in ANNEX B that:

lim ———— S = mam,, a.s. (3.17)
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as soon as a > 7 + max{l, ﬁ}
0

By (2.22) of Step 4 of the proof of Theorem 4 we derive that for any 1 <7 < |[n®~ 7| —1,
|n® ] Hto sup |Z(t0—|—t—1/(2n7))—BHt0 (to+t—1/(2n"))| < O(|n®]Hton="logn?).
(i-1)/|n>]<t<i/|n>]
Thus, if (H;, < 1 we have almost surely :

[n 7)1

1
lim ———— n® | Hto sup Z(to+t—1/(2n"))—Bg, (to+t—1/(2n7))| =0,
A ey 2 W s VAR B (to 1/ 2n)

which, combined with (3.17), entails:

1
nl-l—{r;o W Ri,n S mHtO a.S. (318)

We have

oy oy
1 Ln 1-1 1 |n ]-1

———— > Rin>———— > Sin+[n*]fe inf

[ne=7] -1 & 7 e -1 & T iy e i

{Z(to+t—1/(2n")) — Ba, (to +t —1/(2n7)) + B, (to + s — 1/(2n7)) — Z(to + s — 1/(2n7))}
[n"7]-1

1
= ] 1 ; Sin-

(3.17) entails that

. [n®~ 7] -1
'n,h—>nolo W ; Ri,n Z mHiO a.S.
which, combined with (3.18), ends the proof of (3.16).

The proof of (1) is completed following the same line as in Step 5 of the proof of (1) in
Theorem A (Annex B).

¢ (2) and (3). Set for convenience

Vim = [n|Hw'(Z(ty + i/ [n*] — 1/(2n7)) — Z(to + (¢ — 1)/[n®] — 1/(2n7))) for each
1<i< |n® 7] — 1. V;,/|n®] o are the increments corresponding to the subdivision of
the interval [to — 1/(2n7),%o + 1/(2n")] in time steps of size 1/|n®|. We show that :

TN 2

i=1
Write By, (t) = Z(t) for any ¢t > 0 and:

Win = |n®]Hto (Bm,, (to +14/[n*] —1/(2n")) — Bg,, (to + (i — 1)/[n*| — 1/(2n7))) for each
1<i< |n*=7] —1.

[n*77]-1 [n*77]-1 [n*77] -1
! Vi = —— Vil = [Winl) + S Wil
1 Vel T 2y (elm WDt e 2 Wl
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e In ANNEX D, we show that:

[n==7) -1

. 1 2
=1

as soon as @ > 7 + max{1, gr=— }, which is true when (3.15) holds.
0
e We show that

L e

i P Y (Vial=Wia) =0 a.s. (3.21)
i=1

Using (2.0), the notation of Theorem 4 and (3.1), for each ¢ > 0 and for each p > 1 we have

[ln*=7]-1
1 1
Pl lv—oro— Vial = [Win <= E|(|Vin| = [Winl)?
o X (Viel=Weab| > | < 5 max | BI(Vinl = Weal)
op/27 (Pl
= # max  [Var(Vi, — W;,)"/?
e’I(3) 1<i<|ne—v]-1 ’ '
/o (24h)

— a|pH,;
erT(3) 15isﬁ%)—(ﬂ—1m [P

[Var(Ba,, i/ imai-1/eun (o +1/[n*] = 1/(2n7)) = Ba,, (to + i/ [n*] - 1/(2n7))

= B, 1y ine) 1 jonm (o + (i = 1)/ (%] = 1/(207)) + Ba,, (to + (i = 1)/ [n®] = 1/(2n7))]*"?
2PI‘(%) o |pH: - «
< =gy I | Var (Dl + 8 %) = 1/207)

+ 1<i<ILITIL3’)EvJ_1 Var(DHtom—l)/LnaJ—1/<znv),Hto (to + (i —1)/[n"] - 1/(2”7)))]p/2

20D 8175
a|pH; ; al _1/(2n7)|PP
Sy e max i) = 1/n)
2
2(p+1)ﬂg/ F(%)
GPF(%)

LnaJ PHio = 7PP

78 — (o — v)H,, is positive by condition (3.15). Setting p > (3.21) follows

1
T Y
readily by the Borel-Cantelli lemma.

The end of the proof follows the same line as the proof of the corresponding statement (2)

presented in ANNEX B. O

Remark 2: The upper bound for ¢ in Theorem 11 have the following intuitive interpre-
tation: assume that H has a sharp maximum at ¢y. Then, on any small neighbourhood of
to, the contributions to the local irregularity will be dominated by the boxes which do not
contain ty. Thus, to correctly evaluate the irregularity around ¢y, the neighbourhood should
not be divided into “too many” boxes. That is why, for high values of H(t), the rate of

growth of the number of boxes should be kept as small as possible.
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4. SIMULATION. - ESTIMATION.

We present in this section a method for simulating an mBm. This method is based upon
Theorem 4: we assume given a function ¢ —— H(t) and an integer N representing the
desired size of the sample. For each value of H(i/N), 1 <4 < N, an fBm Bp(;/y) of
exponent H(i/N) is generated. The mBm Wiy is then obtained by setting:

7 7

WH(N):BH%(N) 1<i<N.

In practice, any method may be used for generating each fBm. In the following simulations
the so called “Random Midpoints Displacement” method (see e.g. Barnsley et al) have been
used. Although this method does not give exact results, it is widely used because of its
simplicity.

Annex A gives an algorithm for the simulation of mBm which is an adaptation of the method
FM1D presented in Barnsley et al (p. 86).

We have also performed some estimations of the function H, based upon the estimator pre-
sented in Peltier - Lévy Véhel (1994). We recall the main result of this paper:

Let (X7 (t)):e[0,1] be a standard fractional Brownian motion and {X;,, = Xg (£),0 < i < n}

be the sampled process. Let

n—1
Sy = ni 1 ; | Xit1n — Xinl,
and
i, = 98 LV/E5]
" log(n — 1)
Then
lim H, =H a.s.

n—0o0

In the following, we make no attempt to justify rigorously the use of this estimator for the
functional parameter H of the mBm. Instead, we just give some intuitive arguments to ex-
plain why this method performs reasonably well.

The continuity of H(t) together with Theorem 4 yields that, for each ¢y € [0, 1], there exists a
neighbourhood V of ¢y in which we may estimate the function H(t) “as if” it were a constant
H;

estimation method performs well. We will not investigate the problem of the determination

, on V. Thus, we will assume that there exists an optimal neighbourhood for which the
of the optimal neighbourhood, and will restrict ourselves in the sequel to functional estima-

tions with a fixed interval length.

Let n be the number of data of a sample mBm. Let 1 < k£ < n be the length of the
neighbourhood used for estimating the functional parameter. We will estimate H(t) only for
t in [k/n,1 — k/n]. Without loss of generality, we assume m = n/k to be an integer. Then,

our estimator of H(i/(n — 1)) is the following

log[/7/28}u(i)]
log(n — 1)

Hijn—1)y=—
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where

. m
Skn(d) = — Z | X4t = Xjul-
jElimk/2,i+k/2]

We have considered four different examples, where H(t) evolves towards situations of increa-
sing complexity. Figure 1 to 4 show that the method performs reasonably well compared for
instance to that of Flandrin et ol (1993 , 1994).

; L
_ N

. . . . . . . . o Lt . . . . . . . .
0 2000 4000 6000 8000 10000 12000 14000 16000 18000 0 2000 4000 6000 8000 10000 12000 14000 16000

FIGURE 1. Sample path of an mBm (left, n = 16384) with an arctangent
functional parameter (right, theoretical : dotted line ; estimated : continuous
line, k = 1024)

To introduce a possible generalization of mBm, the last two examples deal with a case

where the functional parameter H(t) is not continuous.
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‘ ‘ ‘ ‘ “ ‘ ‘ ‘ ol ‘ ‘ ‘ ‘ ‘ s
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-0.5 0.2 /r{
0.15
1 0.1
0.05
1.50 10‘00 20‘00 30‘00 40‘00 50‘00 60‘00 71;00 BO‘OD 9000 00 } 10‘00 2[;00 30‘00 40‘00 50‘00 60‘00 71;00 80‘00 9000
FIGURE 2. Sample path of an mBm (left, n = 8192) with a linear functional
parameter (right, theoretical : dotted line ; estimated : continuous line, k =
512)
25 T 0.6
.|
os| -
5]
1 0.4
05 ‘ 4
ol | ‘}\ l \‘l T ’J
05 02 = = J’J
al
0.1
1s)
20 a0 a0 wm w0 0w 10 1o w0 w0 o e 4o 6o w00 10000 12000 14000 16000 13000

FIGURE 3. Sample path of an mBm (left, n = 16384) with a step functional
parameter (right, theoretical : dotted line ; estimated :continuous line, k =
1024)
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0.9

4 05 | 4

4 04| 4

4 03| 4

L L L L L L L L
0 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500

FiGure 4. Sample path of an mBm (left, n = 2048) with a
Dirac=0.811£0.5}(t) + 0.210.5(t) (right, theoretical : dotted line ; esti-

mated :continuous line, k = 127)
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A NNEFE X A

ALGORITHM mBm (Y, mazlevel,sigma, H(),seed)
Title One-dimensional multifractal motion via successive random additions
Arguments Y/ ]: real array of size 2mwevel 1
mazlevel: mazimal number of recursions
sigma: initial standard deviation
H(), (0 < H(t) < 1): is the functional parameter of mBm
seed: seed value for random number generator
Globals delta: array holding standard deviations A;
Variables 1,N,d,D: integers

level: integer
h: real
X[ ]: real array of size 2me=level 4 1

BEGIN
N:=power(2,mazlevel)
For t:=1 to N do
InitGauss(seed)
h:=H(t/N)
For i:=1 to mazlevel do
deltafi]:=(sigma*power(0.5,i*h)*sqrt(0.5)* sqri(1-power(2,2%h-2)));
END FOR
X[0]:=0
X/[N]:=sigma * Gauss ()
D:=N
d:=D/2
level:=1
WHILE(level<=mazlevel) DO
FOR i:=d to N-d STEP D DO
IF (ABS(t-i)<D) THEN X[i]:=0.5%(X[i-d]+X[i+d])
END FOR
FOR i:=0to N STEP d DO
X[i]:=X[i] +deltaflevel] *Gauss();
END FOR
D:=D/2
d:=d/2
level:=level + 1
END WHILE
Y[i]:=X[t]
END FOR
END
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ANNEX B

Proof of Theorem A.

(1) We split the proof into five steps.
Step 1.
e We recall (see e.g. Billingsley (1968) p. 72) that if {W(s),—00 < s < o0}

denotes a Wiener process extended to the real line, we have

P

2 @ 1,2
sup W(t) <a| = — e 2% du, «a>0. A
b <>_] = > )

t€[0,1]

Thus, we easily obtain

B (| sop W) - W) = 22 ()

e We recall Slepian’s Inequality (see e.g. Adler (1990) p. 49). If X and Y are
a.s bounded, centered Gaussian processes on T such that E(X?) = E(Y}?) for
allt €T, and

E(X; - X,)?<EY,-Y,)? forallsteT,

then for all real X

PlsupX; >\ <P squt>)\}, (C)
teT | LteT
and then,
E [sup X:| < E [sup Yt} . (D)
teT | LteT

e We recall a proposition on the box dimension of graphs (see e.g. Falconer
(1990) p. 146). Given a function f and an interval [¢1,%2], we write R for the
mazximum range of f over an interval,

Rylty,to] = sup |f(t) — f(u)l.

t1<t,u<ts

Proposition: Let f : [0,1] — IR be continuous. Let 0 < § < 1, and q be
the least integer greater than or equal to 1/8. Then, if N5 is the number of
squares of the 6-mesh that intersect graph f,

q—1 g—1
571> " Rylib, (i + 1)6] < Ns < 2q+ 67" ) Ry[i6, (i + 1)8]. (E)
=0 =0

Step 2. We show that for each 0 < H < 1

a\/g < E(Rx,[0,1]) = mg < 40/ 2. (F)

2
<2 — F
mpg < U\/; (F")

FO’I"%SH<1,
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1
and for 0 < H < 3,

/2
2 - < . F”
[ 7r_mH ( )

The first inequality of the first statement results from (2.0) and the following obvious

inequality :
[ Xu(1)] < Rxg[0,1].

(2.14) yields that mpg < 0.
Integrating by parts and using (2.15) we have:

E(Rx,[0,1]) = 2E (0221 XH(t))

- (@—my/2)? o0 W2
52/ 2e 202 dw:40/ e zdu
0 —mpy/(20)

2
< 40/ e” 2 du =40V 2,
R

which completes the proof of (F).
We now establish both inequalities in (F’) and (F”):
Let Z/" = 1Xp(t77) and Z}" = LXy(t~77) be Gaussian processes defined

respectively for ¢ € [0,1] and ¢ € [1,00). We have the obvious equalities:

1 1
sup ZiH == sup Xp(t)and sup Z27 == sup Xu(t). (G)
0<t<1 0 0<t<1 1<t< o 0 0<t<1

We easily have that for each 0 < s <t <1:
1
B[z =t = B[(2,%)Y]

and
Bz = Zp7)) = (15 — 57 21,
o If0 < H <L then E[(ZF — ZLE2]) > (t — 5) = E[(%,
o If L < H < 1then E[(2}" — 7L < (t —5) = E[(%,
Combining Slepian’s Inequality (D) applied to Z1# and AES (G) and (B) we derive
that :

e if0<H<Zthen E [ sup |Xg(t) —XH(S)|] > 20\/g
0<s,t<1

o if L <H <1then B [0<ssu%:)<1 X (t) — XH(5)|] < 20\/2.
Thus, we finally obtain (F’) and ().

Step 3. For the sake of notational simplicity, let for each i > 1,

R’XZ =(n—-1DRx,[i/(n—1),(i+1)/(n—1)]. R’XZ is a stationary process whose
law is independent of n. By Step 2, E(R}’Z) = 20\/%

We show that for each 1 <i < j <n — 1, we have

1

Cov(RY, , RY)) = O(U_ﬂw)- (H)
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Let F{* be the o algebra generated by {Xg(t) — Xu(s);s,t € [ﬁ, ﬁ]} Let
Y(t,u) (respectively Y'(t,u)) be the random variable defined by :

Xu(t) - B(Xa(t) | 7') - (Xa(u) - B(Xa(u) | 7))

Y(it,u)=0
\/Var(XH((j +2)/(n—1)) = Xa((j +1)/(n - 1)) | 7T
(respectively
Y'(t,u) = E(Xg(t) | 71') — E(Xg(u) | 1))
We have

E( sup  V(t,u) | FP) = E(RY").

Er<tu<dt
By e.g. Mandelbrot (1968) p. 434 and Grimmet et al (1992) p. 384 we have:

Var(Xa((j+2)/(n- 1)~ Xp((+1)/(n-1) | 7) = m_“i)maoawi_m)%)

and

! 1 7
V'(t,u) = O(W)y (t,w)

where V”(t,u) is a Gaussian random variable with mean and variance bounded by

constants independent of j. We have

n i+1,n n pi+ln \n M i+1,n n 1,n
Cou(Ry,, Ri,™) = B[Ry, RY,"] — (B(R3},))® = B[Ry, E(RY,™ | F] — (B(R¥),))?

- F R;ZE(RJ‘;;’"f ~sup |y(t,u)||f{l)
I cpu< il
n—1 ? n—1
< B |REBREM - (B = swp V(G0 + O | )
itl o uc dt2 1
— B[R s V)l O )| = EREOG i) s (L))
%(t,u(% |.7| |-7| %(t,u<%
1
= pa=m

and similarly we have C’ov(R;Z , R?Hl’n) > O(co(7)), which yields (H).
1 !

Step 4. Let (¢,)nen be a sequence defined by v/, = |[nT=% ~%# | and

0 < by < min{Z, ﬁ} be fixed. We show that

lim Ngu, (5;; =mg. (I)
e Case H = %
With the notation of Step 2, From (E) we first derive that
1 n—1 1 n—1
i, s 7,7 1-H
nilzRXHsN%,nénszRXH—i_&n : @)
i=1 i=1

Combining the strong law of large numbers, (B) and (J), (I) holds and we
2

T

have my = 20
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e Case H # %
We split the proof of this statement into two steps.
Sub-step 1: We denote by u,, & v, (resp. u, ~ v,) the fact that w, /v, — A
as n — oo for some A € (0,00) (resp. for A = 1) . Through elementary

analysis, we have: For each x € IR, we have

I 1 1ogn

nzizli ne ’
1 1
—o<y<l, prl) Z—yzm,
=
. 11 1
veh o wZw N

I/; 1
Sub-step 2: Fix any € > 0 and set g, = P ("’nl—1| ; (R)’(; B E(R ")| S ¢
We have
1 u;—l
i, AN
0 < e || 20 (5 — BORSE)
I/ -1 )
= (v — 1) Q{Z Var( R)’(I;:)‘FQ Z CO’U(RX;,R]’ ")}
" 1<i<j<v] ~1
1 1/ -2
v, i+1, I/
= W{( —1vg +2 ; (v, —i— l)Cov(R RXH "}
u -2 y _9
Va n i+1, I/ .
:(V'—l)e W, —1)e? Zcov XH,RXH )* )22 ZzCov XH,R

In view of Step 1 we obtain g, = O(log" )+ O((V, yat—sy ), Which combined
with (H), (F) and the Borel-Cantelli lemma, yields:

nh—>n<>lo — Z = a.s. (K)

Combining (K) and (J) we obtain (I).
Step 5. Next, we show that (1) holds for any § > 0. For any € > 0, there exists
N7 > 0 such that, for each n > Ny,

|Ns,, 85, — M| < e/, (a)
and there exists an Ny > 0 such that, for each n > Ns,
|N5,,' 6,5,; — N5, 65 +1| <e/6. (b)

Yn41

We conclude by showing that there exists an N3 > 0 such that, for each n > N3,

N,sy, (5% — 6,,:”_1) S 6/6. (C)

n+1
To prove this last inequality, the following arguments are needed.
The study of the variations of the function ¢(n) = (H —n)(H —n—bx(1—n)(1—H))

INRIA
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i+1 V"
Xu
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Multrfracitonal Brownian motion. aGefinilion ana preiyminary resuits a1

on a neighbourhood of H shows that there exists n, such that 0 < n < H <
n+by(1—n)(1— H). Hence, by Lemma 2.1 and definition (2.0), there exists N3 > 0

such that, for each n > N3, we have

IOg(Nb‘ ,+1)
-~ <2-—n.
“log(6,,,) "
Therefore, as n — 0o, we have
by, — by,
Noy (B =00 ) < G
=1 1
_ /
e < (T )
1 1 ,
PR /R T R =g )
1 1
= Tiaw a-ma-m-1ta < (1 — g br)
n 1—H
1 1
= n—H+bl (1-H)(1-n) X (1 g b,H) — 0.
P - a—

which suffices for our needs.
By combining the above statements (a), (b) and (c), we see that, for sufficiently
small values of § > 0, there exists n > maz{N;, N3, N3}, for which 6”’n+1 <6< by,

and,

|Nss® — M| < |N553,7c<1)|+|N55;,n+17c<1>|
< N5, &5 — D+ N5, b5 — D +|Ns, & =D +[Ns, b~V

Y41 +1 Yn41 mtl
< 2|Ns, 685 — M| +2|Ns, 62 fc(l)|+N5,(6,f,76,’;, Y+ N5, (85 —685 )
Vn n V"+1 n41 Vn n n+41 V"+1 n n+1
< e
(2) Step 1. Let v, = |[nT7 "] be a sequence such that 0 < by <
min{ 52y, gy }- Foreach n>2 and 0 < i <n—1, set X, = Xu(5ig
Set

Yin=(n—-1)"Xiy1n—Xin), 0<i<n—1

Let X, : [0,1] — IR, n = 1,2,... be a sequence of polygonal functions which
converges uniformly to Xz on [0,1] such that the vertices of the graph of each
X, are of the form {(-%;, X, (-2 1)) 0 <k <n-—1}, with X,,(0) = X(0). Let

E | X (L) — X (255) = Z |Xit1,n — X,u|. For each n > 2, we denote by

Nsn the number of §-mesh squares that intersect the graphs of X,,. Let §,, = Vl

We have the obvious inequalities

L,, < Njs v, < (Ly, +1).

vn sVn

This yields
Ly, 6.7 < Ns,, 0,65 < (L, +1)6.77,
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(3)

or equivalently

1 Unp—1 1 Vn—1
Z |Yi,vn| < N5Vn,un‘55n < v 1 Z |Yi,vn| +6in_H-
i=1 n i=1

v, —1 &

We show in Peltier - Lévy Véhel (1994) that :

2
lim Ns, . 85 =oy/=. (L)
Jim N, 0,65, -

We recall in ANNEX D the proof of this result.

(L) combined with (I), entails the following remarkable result :

N5vn = (2 + 0(1))N5 a.S. (M)

vnVn

Following the same line of proof of (1) Step 5, denoting by Ny |1/s) the number of
0-mesh squares that intersect the graph of X|;/5), we have when the positive real 6

tends to zero:

Ns=(2+ 0(1))N6,|_1/6J a.s. (N)

Step 2. Recall the definition of N{(F) and N®(F). For all 0 < § < 1, set
n = |1/6]. With the notation of Lemma 2.2, by choosing X = Xg in this lemma,
and defining X,, accordingly, we denote respectively by Nj ,(F) and Ni (F) the
number of §-mesh squares and the smallest number of squares of size § that intersect

the graph of X,,. We will establish the following inequalities
1
N3 (F) > N§(F) > N§,(F) > 5Ny, (F). (0)

The two first inequalities in (3.27) are obvious. For the last inequality we assume
without loss of generality that (n —1)/2 € IN. For 1 <7 < (n —1)/2, we denote by
F;, the graph of X,, defined on [2:1 2itl] YWe have the obvious equality

(n—1)/2

NM(F)= > Nj (F).
=1

We show in Annex C that the number NV; of any set of squares of size § covering F;

satisfies the inequality
1
N; > EN(}(FZ-). (P)

By (P), we have
(n-1)/2 1
i=1
which completes the proof of the inequalities in (O).
Combining (N) and (O), we obtain (2).

The proof of the first inequality is obtained by the same arguments as the ones used
for (2). The last inequality is involved by the fact that any square of size § is covered
by a closed ball of diameter v/26. O

INRIA
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ANNEX C

In view of proving (P), we consider three cases as shown in Figure 1 below. These cases
show the typical aspects of the graph of X, on three consecutive time indices, together with

the corresponding possible coverings by squares.

Nav.e

|
|
|
|
iR
|

|

|

|

|

}OEK

\
\
\
\
\
\
\
\
\
\
\

N
NI

X
X
S

CASE 1 CASE 2 CASE 3

Figure 1

Elementary but lengthy geometric considerations allow to say that (P) holds in all cases
(case 1 is obviously true and case 3 represents the worst situation which corresponds to the

largest variation between N; (F;) and NV;).
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ANNEX D

Let v, = [nT% *#| be a sequence such that 0 < by < min{ﬁ, 1o} For each
n>2and 0 <i<n-—1,set X;, =Xg(-5).
Set
Yin=m-1)"Xiy1n—Xin), 0<i<n—1.
We show that almost surely we have:

vn—1
2

™

’LVn =

Step 1: We denote by u, ~ v, (resp. Uy ~ Uy) the fact that u,/v, — X as n — oo for

some A € (0,00) (resp. for A = 1) . Through elementary analysis, we have: For each z € R,

we have

1 «—1 logn
"t A z
n® i n

) 1 1 1

TOSYSL e e B

=1

) 1 1 1

y=>d n® v nT

=1

Step 2: The following result hlods: Cov(|Y; »|,|Y; »|) does not depend on n, and

1

Cov(|Yinl, [Yjnul) = O(m)

as |j — i]| — oo (see Lemma 3.3 of Peltier - Lévy Véhel (1994) for the proof).

Step 3: For each 1 < ¢ < n we easily have E(]Y;,|) = a\/% and Var(]Y; »|) = v which is

independent of ¢ and n.

We have
vnp—1
O PR | F <| Z (1| = E(m,nmz)
Vnp—1
= 62{2 Var(|Y;w,|) + > Cov(|Yiw, | 1Yiw )}
1<i<j<vn—1
Vp—2
= (v — )2 2{ — v +2 Z n — 11— 1)Cov(|Y1,u, |, |Yit1,0,1)}
v 2 ""_2 2 Va2
= (y — 1)62 + (I/ — 1)62 Z CO’U(|Y1,;/"|, |}/i+1,un|) - m Z iCOU(|}/1,,,n|, |}/1;+1,,,n|).
n n i—1 n i1

In view of Step 1 and Step 2, we obtain g, = O(loff—"”") + O(—a=sy), which combined with
the Borel-Cantelli lemma, yields the result.
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