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Abstract: We study a question which arises in the following tridimensional
magnetostatic inverse shaping problem: can one find a distribution of currents
around a levitating liquid metal bubble so that it takes a given shape? It
leads to the resolution of an Hamilton-Jacobi equation of eikonal type on the
surface of the bubble whose solution is the norm of the magnetic induction field
and which has a self-contained interest. We answer the question for closed
smooth surfaces which are homeomorphic to a sphere. We give a necessary
and sufficient condition on the data for existence and uniqueness of a rmC*
solution. When the desired shape is axisymmetric and analytic, the solution
is also analytic and the problem can be completely solved. But the condition
mentioned above implies that not all analytic perturbed surfaces are shapable,
as it can be seen by a counter-example.
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Un probléme de formage tridimensionel

Résumé : Dans cet article, nous étudions une question liée au probléme in-
verse de formage magnétostatique tridimensionnel suivant: est-il possible de
trouver une distribution de courant & placer autour d’une goutte de métal en
fusion et en lévitation de sorte que celle-ci prenne une forme donnée? Ceci
conduit a la résolution, sur la surface de la goutte, d’une équation d’Hamilton-
Jacobi du premier ordre de type eikonal intéressante en soi et dont la solution
est la norme du champ d’induction magnétique. Nous répondons a la ques-
tion pour des surfaces fermées réguliéres homéomorphes & une sphére. Nous
exhibons une condition nécessaire et suffisante sur les données pour 'existence
et I'unicité d’une solution de classe C!'. Dans le cas ot la surface désirée est
analytique et présente une symétrie de rotation, la solution est alors elle-méme
analytique et le probléme peut étre entiérement résolu. Par contre, la condi-
tion nécessaire et suffisante obtenue implique qu’une perturbation analytique
d’une forme symétrique n’est pas nécessairement formable, comme le prouve
le contre-exemple que nous donnons.

Mots-clé : optimisation de formes, équations d’"Hamilton-Jacobi, solutions
de viscosité, probléme inverse, formage électromagnétique, équation aux déri-
vées partielles non linéaire sur une surface fermée.



A tridimensional inverse shaping problem 3

1 Introduction

Our goal is to study a question arising in a tridimensional inverse shaping
problem. This question mainly consists in finding the regular closed surfaces
¥ in IR? for which there exists a regular solution to the first order equation

(1) IVe®||=f  onk,

where ® : ¥ — IR is the unknown function, Vy denotes the tangential gradient,
||.|| the euclidian norm and f : ¥ — [0, 00) is a given function. In our situation,
f depends on the mean curvature of Y. This question arises, in particular,
when looking at the inverse shaping problem in the electromagnetic levitation
of liquid metal bubbles. Roughly speaking, we are given the shape of the
bubble (i.e. a domain limited by a closed surface in IR*). We want to find out
whether it is possible to put suitable inductors and currents around the liquid
metal so that its equilibrium shape be exactly the given one. More precisely,
given ¥ a regular closed surface in IR* and {2 its exterior, it amounts to finding
a distribution of currents j, :  — IR? with compact support in  and a vector
field B : Q — IR® (the magnetic induction field) so that the following system
be satisfied :

2) VAB=j )
(3) V.B=0 im0
(4) Bn=20 on X =00 (n = unit normal to ¥)
5) BIP+nC+mnz="P on Y.

Here P is an unknown constant, C is the mean curvature of ¥, z denotes the
vertical coordinate and 71, 7, are given nonnegative constants. Equation (1.5)
states that the free boundary X is at equilibrium under the various forces
involved, namely electromagnetic, surface tension, gravity and pressure (with
density respectively || B||?, 11C, 72z, P). This simplified model is valid for high
frequencies of the applied current: for details see [1], [2], [6], [13], [L7] and for
numerical computations with examples of shapes of bubbles see e.g. [10], [15],

[16].
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4 Michel Pierre et Elisabeth Rouy

The condition "V A B = 0 around X7, coming from (1.2) and the fact that
Jo is compactly supported in €2, implies that B = V& in Q locally around
each point of ¥. If ¥ is homeomorphic to a sphere, then this is true globally

around ¥ and the nonlinear boundary condition (1.5) reduces to

(6) |Ve®||* = P — 1C — 2 on ¥

where the right-hand side f? := P — 71C — 75z is a given function as soon as
the surface ¥ is given. Indeed, 7y, 75 are given, the mean curvature C is given
as well as the vertical coordinate function. Now, ® has to reach a maximum
and a minimum on ¥, so that, if ® is C', Vy® has to vanish (at least twice)
on Y. Therefore the a priori unknown constant P is given by

(7) P = mf]LX{Tlc + 1z}
since, obviously, by (1.6)

(8) P>7rC+ 71z onX.

It follows that, at least when ¥ is homeomorphic to a sphere, solving our
inverse problem requires to first solve (1.6) which is an equation of type (1.1).

It turns out that if ¥ is analytic and if (1.6) has an analytic solution @
then Y is "shapable", i.e. the inverse problem can be fully solved. Indeed,
one can prove that the ¥-vector field B = Vy® may be extended to the whole
exterior ) of ¥ so that V.B = 0. We then set jo := V A B. This part of
the inverse problem, which will not be discussed here, is very similar to the
analogous 2-dimensional version of this inverse problem treated in [11] and is
widely discussed in [7], [8] for this 3-d problem. We just recall the two main
steps that are used :

e first, given ® analytic on ¥ (itself also supposed to be analytic), the
classical Cauchy-Kowaleska theorem provides an analytic extension of ®
in a neighbourhood w of ¥ so that

Voén=0 on Y (i.e. Bn=0asin (1.4))
AP =0 in w (ie. V.B=0inw).

INRIA
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e then choosing another closed regular surface % surrounding ¥ and inclu-
ded in w, we extend B = V® outside ¥ as the solution of

VAB=0 outside by
V.B=20 outside by
B.n continuous across Dy
B—0 at infinity in some sense.

With this construction, V.B = 0 in the whole exterior of ¥ and 50 = VA B
is a distribution carried by ¥. We refer to [7], [8], [11] for more details and to
[4] for auxiliary results. Note that, in dimension 2, the analyticity of the given
curve is also a necessary condition for "shapability" [11]. It is very likely that
it is the same in dimension 3 although only C*°-regularity has yet been proved
to be necessary (see [7]).

As announced, we will concentrate here on finding regular - sometimes
even analytic - solutions to (1.6), or more generally to (1.1). For given regular
surfaces Y and continuous f, it is in general easy to write down explicit "weak
solutions" to (1.1) (in the sense of "viscosity solutions" for instance). However
-and this is the main point here- they are not in general C' even if f? and X

are analytic. As we will see, this strongly depends on geometric properties of
the pair (X, f). In the case when f vanishes only at two points, we will provide
a necessary and sufficient condition for C'-regularity.

This condition is generally easily satisfied in the case of axisymmetric data.
Therefore a rather complete answer can be provided for the inverse shaping
problem in that case. However, as shown by an example in Section 3, small
analytic perturbations of shapable axisymmetric surfaces may not be shapable.

Let us mention that several results for this problem can be found in [7],[8].
Our approach is more systematically based on the direct analysis of the regu-
larity of the expected solution. It can be explicitely written down and it is
always a viscosity solution of (1.1). The problem is then reduced to deciding
whether it is regular or not.

Note also that when ¥ is homeomorphic to a torus, the situation is com-
pletely different : infinitely many solutions to the inverse problem may exist

RR n2655



6 Michel Pierre et Elisabeth Rouy

(see [7],[8]). Let us also mention [3], [14] where similar questions are discussed.

We thank M. Katz for several helpful discussions on differential geometry
aspects of this problem.

2 The eikonal equation ||Vy®|| = f on a com-
pact regular surface

Throughout this paper, we denote by ¥ a surface in IR such that

(1) ¥ is C'-diffeomorphic to the unit sphere
and by f a function from ¥ into IR such that

(2) f is continuous, f > 0 on X.

These are minimal assumptions that we will have to strengthen later. We
consider the eikonal equation for the unknown function ¢ : ¥ — IR

(3) IVe®]|=f onX.

Remark. We refer to the classical litterature for the definition of C'-functions
on a regular surface and for the definition of the tangential gradient Vy (see
for instance [5]). Recall that if ¢ : ¥ — IR is differentiable at xq, then, for all
x in X close enough to zg

(4) p(2) = ¢(20) = Vsp(o).(x = zo) + o([[x — wol]),

Moreover, if @ is an extension of ¢ in a neighbourhood of x¢ in IR* which is
differentiable at xg, then

(5) Vsg(zo) = Vi(zo) — (VE(0).n(20))n(z0)

where n(xg) is the unit normal to ¥ at .

We now introduce the function which will provide explicit "weak" solutions

to (2.3). It is defined from ¥ x ¥ into IR by :

INRIA



A tridimensional inverse shaping problem 7

6) Veyed Lay)=if{[ fels)ds i T>06eAl)
where
AL ={E e W'™=(0,T;), £(0) = 2,{(T) = y,a.es € (0,T) ||{(s)]| < 1}.

Remark. Since ¥ is C''-diffeomorphic to a sphere, there exists at least a C'-
path joining two points z,y of ¥. Therefore the function L is everywhere
defined on ¥ x ¥. It is a semi-distance on ¥ x ¥ and is a distance if f does
not vanish too much. Indeed, one can easily check that for all z,y,z € X :

L(z,2)=0,L(z,y) = L(y,z), L(z,y) < L(z,z) + L(z,y) (see Appendix).

Proposition 2.1. Let yo be fixed in ¥. The function defined on ¥ by

o(z) i= L(z, o)
is a Lipschitz continuous function. At each x € ¥ where it is differentiable

IVe@(2)]| = f(2).

Moreover, ® is a viscosity solution of (2.3) on ¥ —{yo} and a viscosity solution

of (2.3) on ¥ as soon as f(yo) = 0.

The proof of this proposition is essentially similar to the case where ¥ is
replaced by an open subset of IRY (in which case it is classical, see [12]). For
completeness, we indicate the details in the appendix where we also recall the
definition of viscosity solutions.

Remark. If ® is a C'-function, then f must vanish at two different points.
Indeed, by continuity and compactness, ® reaches its maximum and minimum

and Vy® must vanish there.

We will now assume that we are in the "generic" case where f vanishes
exactly at two points :

RR n2655



8 Michel Pierre et Elisabeth Rouy

(1) There exist x1,22 € ¥ such that @1 # x2, f(z1) = f(z2) =0
and Vo € ¥\{z1, 22}, f(z)>0.

Theorem 2.1. Assume (2.7) holds. If (2.3) has a C''-solution ®, then necessarily

(8) Ve e X L(x,xq) + L(z,22) = L(xy, 22).
Moreover
(9) ®(.) = £L(.,z1) + constant.

Remark. As we will see on examples, the necessary condition (2.8) is rather
restrictive. It states that all paths going from z; to x5 have the same "length"
relative to the distance defined by L(.,.). We will study its sufficiency next.
Note that this condition, although expressed differently, was already mentioned
in [7]. It is also more or less classical in differential geometry.

The relation (2.9) is a uniqueness statement for the C''-solutions of (2.3).

Proof of Theorem 2.1 Let x € ¥ —{z1,22}. Let T'> 0 and ¢ € AaTazl' Then,
since ® is C*, for all ¢t € [0, 7],

(10) BED) = 8(x) + [ Tso(E(s)) - E(s)ds.
This implies [¢(z) — 6(e1)| < [ F(€(s))ds.

This last inequality holds for all 7' > 0 and all ¢ € AL _ |, thus

T,r1)?

(11) |6(2) = ¢(21)] < L(z,21).

In order to prove the converse inequality, note first that, if ® satisfies
equation (2.3), it reaches its maximum and its minimum exactly at z; and
zy. Indeed, by the C'l-regularity of ®, Vy® has to vanish there and the only

INRIA
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points where f = ||Vy®|| vanishes, are z; and x3 by (2.7). Let us, without
loss of generality assume that

(12) Ve € ¥\{z1, 22} P(z1) < () < P(x2).

We are now going to exhibit the optimal trajectory going from z to z, i.e.
the one which realizes L(z,z,). Let £ € C'(0,400) be a solution of

. £() = —Vyo(£(1)), VE> 0
(13) { f0) =z, V>0 &(t)ex.

Then for all ¢ > 0, we have

He(0) = e )4+ [ Vso(E(s) - E(s)ds
(14) = d(x) — 2 F(E(s))IE(s)|ds.

Therefore, the function ¢t — ¢(£(¢)) is nonincreasing; thus, by (2.12), the
trajectory ¢ stays away from x,.

Let to = inf{t > 0/f(&(t)) = 0} = inf{t > 0/£(t) = z1} (to may be
infinite). Let ¢ be the trajectory defined by

C(W(1) = (1) where B(1) = [ [é(o)]do

Then, for all t < ty, we have

[ reniéear = [ pesnas,

where ( € -A;D,(gt()t) (note that |C(5)| =1 a.e.s). Thus, (2.14) becomes

¥(t)
o(@) = d(6() = [ F(C())ds = Lix,E(1).
Now, if g < +o0, this last inequality implies, letting ¢ go to o, that

(15) o) — (e1) = Llw,21).

RR n2655



10 Michel Pierre et Elisabeth Rouy

Otherwise, since ¢(£(t)) is nonincreasing in ¢, it converges as ¢ — oo. By
(2.14), so does

| s = [ I IE)lds = o) ~ imo(c(0).

Thus, there exists a sequence (t,),en such that ¢, — +oo, f(é(f,)) — 0 and
&(tn) = x1. We have

o) (et = [ C(s)ds > L, E(t))

By passing to the limit, we get the same conclusion (2.15) as in the previous
case. Then, from (2.15), (2.11), we obtain :

(16) o) = dlar) + Lz, 1),

The same kind of arguments also yields

¢(x2) — ¢(x) = L(z, 72)
and thus
¢(x1) + L(z,21) = ¢(22) — L(z, z2)
N L(z,21) + Lz, 22) = &(z2) — 6(x1).

Finally, as  goes to x1, ¢(x2) — ¢(x1) = L(z1,x3) and the proof of (2.8) is
complete.

We now look at the converse of Theorem 2.1. For simplicity, we also assume
that
(17) Y is C® — diffeomorphic to the unit sphere.

(18) fe C*(E\{z1, 22}).

Theorem 2.2 Assume (2.7), (2.17), (2.18) and the structure condition (2.8).
Then ¢ = L(.,z;) belongs to C*'(X) and is a classical solution to (2.3) (unique

INRIA



A tridimensional inverse shaping problem 11

up to a constant and to the sign).
We decompose the proof of Theorem 2.2 into several lemmas.

Lemma 2.1 For all © € ¥ — {1, z,}, there exists a unique §, € A} such that,
for all ¢t > 0,

(19) L &(0) = [ f(Es))ds,
(20) L(&(t), 1) = [ F(Els)ds,
(21) L,z = [ F(E()ds.

Moreover,
(22) t — £.(t) is differentiable on [0, 1,.)

where ¢, = inf{t € [0, 00]; £.(1) = 21},

(23) z — £,(0) is continuous on X\{zy,z5}.

Proof. By definition of L(.,.) (see (2.6)), for all ¢ > 0, there exist 7. > 0 and
€ € .Agjm such that

(24) L(z,21) < /OTE F(E(s))ds < L(z, 1) + <.

We first assume that a subsequence of 7. is bounded. Since ||és||L°°(O,T5) <1,
by Arzela-Ascoli’s theorem, & is relatively compact for the uniform conver-
gence and there exists a subsequence, that we call again T, which converges
to some Ty and &, € W1>(0,Tp) such that ¢ converges to &, in L>(0,Ty).
Moreover &.(0) = x,¢:(Ty) = z1 and ||§$(3)|| <1 ae. s € (0,7p). We set
£:(t) = xq for all t € [Ty, 0) to obtain ¢, € A;"Zﬁ

Now, if T, diverges to 400, again by Arzela-Ascoli’s theorem, there exists a
subsequence that we call again ¢, and &, € W*°(0, +00) such that £ converges

RR n2655



12 Michel Pierre et Elisabeth Rouy

uniformly to ¢, on all bounded interval [0, T']. Moreover &, satisfies £,(0) =
and ||¢z(s)]| £ 1 a.e. s € (0,+00). What follows will show that lim;_,., €, (¢)
1.

We have for all ¢ € (0,7) (using (2.24) and the definition (2.6)),

I =

Te
—I—/ ds</ s))ds < L(z,x1) + ¢

< L, &) + L(E(t), 21) + =
so that -
L)) +e 2 [ F(&(s))ds = L(&(1). ),

from which we deduce that for all ¢ > 0

(25) Lﬂﬂ@@myéug@@gﬁgéu

By a similar argument, we can also prove that

(26) Lz, +55/ s))ds > L(z, £.(1)).

>From this last statement, we deduce (2.19) since £, converges to &, uniformly

on [0,t]. Moreover, we get (see (2.24), (2.25), (2.26)) :

(27) L(a,&(0) + L(&(t), 21) = L(z, 1),

The function ¢t — L(z,{.(t)) is nondecreasing and bounded by L(z,z1). Hence
by (2.19), the integral / f(€:(s))ds converges and there exists a sequence t,,

0
such that f(&:(t,)) — 0 when n — 400. We can extract from the sequence
&:(t,) subsequences which converge either to x; or to zz. If there was one
converging to x2, we would have from (2.27) at the limit

L(x,x9) + L(xg, x1) = Lz, 241).
But, by the structure assumption (2.8), this would imply

L(x,xqy) + L(xg,21) = L(xy, 22) — L(z, x2)

INRIA
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that is L(x,x2) = 0, which is a contradiction with @ # x5 and f(x) # 0 (see
Appendix). Therefore, necessarily, the whole sequence t,, converges to ;.

To prove that ¢,(t) — 21 as t — oo, assume that for a sequence s, &.(s,,)
converges to some y € ¥. Since t — L(x,£,(t)) is nondecreasing, it has a limit
as t T oo. By the previous step, it is the same as nh_)rgo L(xz,€.(t,)), that is

L(x,x1). Thus, applying (2.27) with ¢t = s,, and passing to the limit lead to
L(Iaxl) + L(ywxl) = L(I,$1) = L(y7r1) =0

which implies that y = z; (see (A4) in the Appendix). Therefore £.(t) — x4
as t — +oo and &, € A;"Zﬁ
Note also that

L) = Jim L&) = [ f(&())ds

it——+o0

and by difference in (2.27)
+oo
L&), @) = Liw,a) = Lz &) = [ flals)ds
which proves (2.20) and (2.21).

The rest of the proof of Lemma 2.1 will be a consequence of the following
lemma which describes the properties of optimal trajectories in the definition

of L(.,.).

Lemma 2.2 Let ¢ € AT satisfying

(29) Lw,2) = [ S(E@)d, €00,T]) € S\, wa),
Then, ¢ € C(0,T;3) and for all ¢ € (0,T)

(29) @I = 1, Vs FE0) — S EWED) is normal to 3 at €(1)
(30) Vi€ (0,7) FENEDN < CUVsAED)+1)

RR n2655



14 Michel Pierre et Elisabeth Rouy

where C' depends only on ¥ and ||f]|-

We postpone the proof of this lemma and finish first the proof of Lemma
2.1.

Obviously, the differentiability of ¢ — £.(¢) on [0,1,) follows directly from
Lemma 2.2 (see the definition of ¢, in (2.22)).

For the uniqueness of &, we first remark that similarly to the existence of
&, we can prove the existence of 5, € AF% such that, for all 7 > 0

T,T2

Lanalm) = [ Fine(s))ds

(o)

Lina(r),22) = [ flna(s)ds.

T

Now if £ € AF% satisfies (2.19), (2.20), the union ¢ of £ and n defined by

T, T1

(1) if t € [0, oc]
<) = { g(—t) it £ € [—00,0]

is an optimal path from 1 to x5, since, by the main assumption (2.8) and the
properties of £, n

0

(31) Ller,2a) = Llan,a) + Lieszs) = [ fC()ds + [ F(C(s))ds.

We deduce that ¢ is an optimal path from any £(¢) to n,(7). Indeed, by the
triangular inequality

L 00) + LED,2(0) + Lna(r), 22) = L) = [ F(C(s))ds

But by (2.20) applied to ¢ and 7., the above inequality becomes

LW nar) = [ (L)),

INRIA
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whence the optimality of ( when going from &(¢) to n,(7). Choosing ¢t and 7
small enough so that (([—t,7]) C ¥ — {x1, 22}, we deduce by Lemma 2.2 that
e C*[-t,7],%).

In particular, '

£(0) = —n=(0).

Again by Lemma 2.2, £ is solution of a second order differential equation on X
for which £(0) and £(0) are given (see (2.39), (2.40)). Thanks to the regularity
of ¥ and f assumed in (2.17), (2.18), all the functions in (2.39), (2.40) are
at least Lipschitz-continuous with respect to f,f It follows that the solution
of this differential equation is unique, whence the uniqueness of ¢ satisfying
(2.19), (2.20).

For the continuity of & — &,(0), let z, — = in ¥\{xy,z5}. Since ||¢,, () —
z|| < t||fggn||OO < t, &.,(0,¢) remains at a positive distance of z; and x5 for
some ¢ > 0 independent of n. From (2.30), we obtain that

Sup]||€"zn(t)|| <C.

te[0,e

By Arzela-Ascoli’s theorem, &, is relatively compact in L*(0,7") for all T
and ¢, is relatively compact in L>°(0, €). The limit £ is such that

£(0) =z, £(0) = lim £,,(0)
and passing to the limit in (2.19) and (2.27)

Vie (0,00),  Lw,&(t) = [ FE(s))ds.

Yt € (0,00), L(x,&(t) + L(E(L), x1) = Lz, z41).

By the previous uniqueness result, to prove that £ = £, it is sufficient to verify
that hTmf(t) = x;. We argue as in the beginning of the proof by using the last
tToo

two relations above. Finally we have obtained that

Proof of Lemma 2.2 Let V : (0,T) x ¥ — IR® be a time-dependent tangent
vector field to X of class C'* and such that V(0,z) = V(T,z) = 0 for all z € X.
For ¢t € (0,T), consider the solution £(., 1) : [—¢,¢e] = ¥ of

RR n2655
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(32) % (5,0) = V(LE(s. 1), €00 = €(1)

(for the existence of £(.,1) and its regularity, see e.g. [5]). By compactness
of [0,7] and regularity of V. for some ¢ > 0, &(.,.) exists in Wh*((—¢,¢) x

(0.T):%). For all s € (=2.), £(5.0) = 1.€(s.7) = 2, and &(s.1) = (s,
satisfies for a.e. t € (0,7)

O (4,1) = Vit €05, 1)) + DV (1, E(s, )E(s,£),E(0,1) = E(1),

(33) EP

which is a linear differential equation for f(.,t) associated with a continuous

matrix DyV(t,&(s,1)).
By the minimization property of ¢ (see (2.28)), for all s € [—¢, ¢]

(34) /0 da</ (s,0))||(s, o) do.

o . N T .
Indeed, setting 6 = / l|€(s, 7)||dr, T :/ ||é(s, 7)||dT, the second integral
0 0

above writes

(35) /OT f(&(s,0(6)))d6 where || aa E(s,0(0))|| =1 a.e.,

so that £(s,.) € ./452 and (2.33) follows from (2.28) and the definition of the
function L. .
Applying (2.33) for s = 0 gives, together with ||£(o)]| < 1,

(36) /0 da</ o))|Ié(o ||da</

We deduce that .
| Feen — (@)l =

which implies ||¢(0)|| = 1 a.e. o since f(£(0)) # 0 owing to £(o) ¢ {z1, 25}
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We also deduce from (2.33) that
0

T :
0= g5 i FE0DlIEs0)lldo,
d : d :
which gives with {(0) = 51 £(s,0) and &(o) = 51 &(s,0) (which exists

a.e. 0 €(0,7))

0= [ (Vo f(E(0))bo(0) + F(E()E( in(o))do

Using (2.31), (2.32), this writes

0= [ UV HO V(6 + FOLDV (L)€ + Vit €]

(37) 0= [ VOV (,E+ (O ELVLE).

Since this is true for any regular tangent vector field V' on X, it says that, in
a sense to be made precise

d
dt

To see this, let us take ¢ : B(0, R) C IR* — ¥ a C? diffeomorphism such that
£(0,7) C ¢(B(0,R)) and let ¥ € C§°(0,T) arbitrary. We denote by (u,v) the
variable in IR*. We choose V = W, in (2.36) to get with £(¢) = ¢(u(t),v(t))

(38) a.et Vsf(£(1)) (f(€).€) is orthogonal to 3 at £(1).

T d
0= [ WVsf(E)pu+ FOEWVeu + Vroulu,v))
This implies that in D'(0,7T)

Vs l(©)u + JOF el ) — SR =0

Choosing similarly V' = Wy, we obtain

d

Vs /(O + HOf grulu,) — L(f(E)p) =0
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This is a second order differential equation for t — (u(t),v(t)) of the form
(39) FE)(u-pu it + uipu¥) = Hy(u, v, 1, 0)

(40) T (Po-pu i+ pypy0) = Hy(u,v,1,0)

where H;, H, are functions of class C!'. But

eull2lleull2 = (upn)? = llu A pul|? # 0 (since g is a diffeomorphism).

Therefore the system (2.38)-(2.39) can be rewritten

(41) FOE) = H(u,v,1,9).
Since H is regular and f(¢) is bounded away from 0, this implies that u,v €

W?22°(0,T) and so does £ (recall that £ = g.ouu'llQN—l— 200 U0+ P 0% + Pyl + 9, 0).
More precisely, from the expression of Hy, Hy, H, we easily obtain

a.e.t  fE(@0)]| < C(IIVsfOI +1)

where C' depends on || f||«, ¢ and its first and second derivatives. The estimate
(2.30) follows by using a finite number of local charts. Then the continuity of
the second derivatives comes from (2.41) since u, v, %, ¥ are continuous.

Lemma 2.3 1f L(.,x;) is differentiable at @ # {z1, x5}, then

VsL(z,21) = — f(2)&:(0).

Proof If L(.,z,) is differentiable at z, we know that (see Prop. 2.1)
IVsL(z,z1)|| < f(z).
But by the chain rule and (2.20) :
d .
S L&e(t), 211 = VeL(z, 21) - &(0) = — f(2).
Thus

flz) = =VsL(z,21) - &(0) < |[VsL(z, &) - [|&(0)] < f(a).
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A tridimensional inverse shaping problem 19

The equality of the terms above implies

VsL(z,21) = — f(2)€(0).

Note that this equality holds a.e. in ¥ — {x1, 25} since L(.,xy) is Lipschitz
continuous.

Lemma 2.4 (see Appendix) Let V : ¥ — IR be Lipschitz continuous and such
that there exists a continuous vector field H tangent to ¥ which satisfies

(42) VeV(z)= H(z) a.e. € ¥,
Then V € C*(X) and (2.42) holds for all z € X.

Proof of Theorem 2.2
We apply Lemma 2.4 to V = L(.,21) and H defined by

H(z) = { —[(2)&:(0) for @ ¢ {21, @}

0if z € {z1, 22}

Continuity of H comes from Lemma 2.1 for & ¢ {1, 22} and can be checked
directly at z1,z5. Now by Lemma 2.3

VylL(z,21) = H(z) a.e.

>From Lemma 2.4, we deduce that L(., ) is of class C'. This completes the
proof of Theorem 2.2.

3 Back to the shaping problem

3.1 The axisymmetric case

Assume ¥ is an axisymmetric regular closed surface diffeomorphic to the unit
sphere and assume that f : ¥ — [0, 00), regular, is also invariant by rotation
about the same axis. Then, if the eikonal equation

(1) IVs®||=f  onk,
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has a regular solution, f has to vanish at the poles (even is ® is not a priori
assumed to be axisymmetric). Indeed, ® reaches its maximum at some M € ¥
and its minimum at some m € ¥ and Vy® vanishes there. By (3.1) and the
axisymmetry of f, Vy® vanishes all along the parallel lines going through M
and m. If these lines accumulate at one pole, by continuity, Vy® vanishes also
at this pole. Assume now that there is no accumulation at a pole of lines along
which Vg ® vanishes. Then, we look at the maximum and the minimum of the
restriction of @ to the portion of surface going from the pole to the first of these
lines. If both of the maximum and the minimum of this restriction of ® were
reached on this line, then they would be equal since, by (3.1) and axisymmetry
of f, Vy® would vanish all along the line and ® would be constant on this line.
But then ® would be constant on the considered portion of surface and this
has been excluded (we are in the case of no accumulation of lines). Therefore,
one of the maximum or the minimum is reached inside the portion and it can
only be at the pole, since no vanishing line for Vg ® exists inside this portion.

In the generic case (2.7), the two points x; and 2 must then be the North
pole and the South pole of ¥. By axisymmetry of f and ¥, the structure
condition (2.8) is obviously satisfied since, by construction, the function L(.,.)
is itself axisymmetric. Therefore, (3.1) has always a C'-solution. Actually,
in this particular case, one can write explicitely the solution ®. Assume for
instance that the surface is generated by the rotation about the vertical axis
(zx =y = 0) of the Jordan curve described by

(2) s = (0,y(s),2(s))

where s is the length parameter, y(s) > 0 for all s € (0,5) and z; =
(0,0,2(0)), 29 = (0,0,2(5)),y(0) = y(S) = 0. Then, ® is the rotation inva-
riant function given in the half-plane II = {(0,y,z);y > 0} and in terms of s
by

(3) o(s) = [ £(0,5(0), 2(0))do
Obviously here, ||[V®|| = |®'(s)| = £(0,y(s), 2(s)) for all s € (0,.5).

In the shaping problem, the data ¥ and f? are analytic. Recall that
f* =P —7C — 19z where P = mEaX(ﬁC + 72). Then, we directly check that
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®, given by (3.3), is analytic for all s € (0,5) so that ® is analytic everyw-
here except may be at the poles x1,x5. Around z; in the plane {x = 0}, we
have ®'(0) = sign(o)f(0,y(c),2(0)) for o € (—¢,¢) and |o| = 5. Since f? is
analytic and vanishes at o = 0, f*(¢) ~ a,0* for some p > 1 and a, > 0, and
d'(0) ~ sign(o),/a,|o|P. Therefore, ®' is analytic around z; if and only if p
is odd. The same is true around z.

To summarize, in the axisymmetric case, a necessary condition for shapa-

bility is that (see (1.6)) :
11C(x1) + maz(x1) = 71C(x2) + Taz(22)
> 7C(z) 4+ mz(x) for zin X

(4)

(5)  the multiplicity of the maxima of 7C(.) 4+ 7o2(.) at @1, @2 is odd.

Conversely, if we assume (3.5) and a strict version of (3.4), namely

(6) nC(z1) + m2z(x1) = 7C(a2) + m22(x2)
> 7C(x) 4 maz(x) for all x € ¥\{zq, 22},

by the above analysis, one can find ® analytic solution of the shaping problem.
Therefore, the surface is then "shapable'.

The geometric condition (3.4) is rather strong. It implies for instance that
Y, should not have "bumps" with large positive curvature. On the other hand,
the condition (3.5) is generically satisfied.

3.2 About analytic perturbations of axisymmetric shapes

The next question is to understand what happens for small analytic perturba-
tions of shapable axisymmetric surfaces. The following example shows that the
necessary condition (2.8) is highly unstable under small perturbations, even in
our specific geometric shaping problem.

Proposition 3.2. Let ¥ be the surface of an ellipsoid defined in IR® by

(7) a’x? + 62y2 +c222 =1
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where we assume

(8) A <bh<a? , a,b,c>0.

We consider the eikonal equation on ¥

(9) e Cl(x), |Vl =Cu—C

where C is the mean curvature function and Cys = mEaXC. Then
(10) if @ = b, (3.9) has a solution and ® is analytic

(11)

Remark. As we will see below, the mean curvature reaches its maximum at
the top and at the bottom of the ellipsoid (assuming the z-axis is vertical). As
a consequence, the necessary condition (see (3.4))

if b < a, and b is close enough to ¢,
(3.9) does not have any solution.

71C(x1) 4+ maz(x1) = 1C(22) + 22(22)

can only be satisfied if 75 = 0. Therefore the question of "shapability" can
only be considered without gravity.

Proof of the proposition. We first compute the mean curvature C of the ellip-
soid ¥ using the formula (see e.g. [5]).

{(1 + hi)hyy - thhyhﬂvy + (1 + hi)hm}
{1+ A2 + h2}3/° ’

where ¥ is considered as the graph of z = h(z,y) with

(12) —2C =

(13) h(z,y) = {1 — a®a* — py*}'*/c.
Easy computations lead to

2p2
(14) 2 = %g(u,v)

where
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(15) g(u,0) = (u+ v+ A)/(1+ a*u+ b*v)*/?
a? b? 1 1
(16) ‘UZ(C—2—1)$27 v= (6—2—1)’!/2, A==+

We easily check that

3
o if b? < §a2, we have g,(u,v) < 0 and ¢,(0,v) <0,

3
o if a’ < 562, we have g,(u,v) < 0 and g,(u,0) <0,

so that in all cases, g reaches a strict maximum at (u,v) = (0,0) and the order
of the maximum is 1.

In the case of axisymmetry a = b, we know there exists an axisymmetric
solution ® given on x =0, y € (—b7*,b7") by

80, -1~ 037) = [ sign(y) (Cus — C(y)} o(y)dy
where C(y) = C(0,y, -vT = 0y7)

d 1 A+ by (b — )
o) = 140 0.0, 11— Byl = (S

y

We check that y — sign(y){Cax — C(y)}/?a(y) is analytic, even around y = 0.
So is the function ®.

Assume now a # b. A necessary condition for existence of solutions to (3.9)
is that

(17) VP € X, L(So, P) + L(P, No) = L(So, No)

where So = (0,0, —c™*), Ng = (0,0,c¢™") and L is the function associated with
f(€) = {Cn —C(€)}'/? as in section 2 (see necessary condition (2.8)). We know
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that, if this condition holds, then there exists a unique path £p(.) of velocity
1 joining any P of ¥ to Ny and such that

T
L(P,No) = [ f(ep(t))dt.
For symmetry reasons, if I = (a™*,0,0),.J = (0,67*,0), the path joining I to

Ny is in the plane y = 0 and the one joining J to Ny is in the plane z = 0.
Moreover,

L(I,No) = L(So, 1), L(J,Nog) = L(So,J).

Therefore, if (2.8) is true, we have

(18) L(I, Ng) = %L(SO,NO) = L(J, Ny).

We will see now that (3.17) is a contradiction, at least when b is close enough
to c. For this, we compare the two following expressions (where £;(.),£;(.) are
the optimal paths) :

(19) [ (u ey Pt = [ (e — ClE) I ()
where fj(x) = («,0, %\/1 —a?2?),T) = /Ol/a ||%§Nj(r)||dr
0) [~ Cles i = [ ew — CEt)} Al oty

. 1 b d .
where &5(y) = (0.9, /1= #92). o = [ 12 Eo(w)]dy

The expression in (3.19) writes

L/”b{a%b? OO — )y + (a4 0)e gy P+ Py — )
V2 Jo c

1/2 /24,
{c® 4+ b2y2(0% — 62)}3/2 P (1 — b2y?) } Y-

Obviously, this tends to 0 as b tends to ¢. The expression in (3.18) writes
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1 e a? + b2 aQbQ(a2 — c2);172 + (a2 + 62)c2 A+ a2x2(a2 — c2) 1/2
- [ - }/2da
\/5 0 c

{c? 2..2( 2 2\13/2 }1/2{ 2 2.2
2+ alx?(a? — ?)} A(1 —a?a?)

which tends to a strictly positive number as b tends to ¢. Therefore, L(.J, No) >
L(I, Ng) when b is close to ¢ which contradicts (3.17).
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APPENDIX

Proposition 2.1 may be deduced from the following lemmas which concern
the function L defined in (2.6) and the intrinsic distance on . We denote by
d this distance which is defined by (see (2.6))

(A.1) Ve,y €Y d(z,y) =inf{T > 0;3¢ € AL }.

It is well known that d is a distance on ¥ which is equivalent to the restriction
of the euclidian distance on ¥ and that

d(x,;
(A.2) lim 2@
y#T

Most of the statements below are classical when ¥ is replaced by an open sub-
set of IRN (see e.g. [12]). For completeness, we check here that they can easily
be adapted to our context.

Throughout this appendix, we assume that ¥ and f satisfy assumptions
(2.1), (2.2).

Lemma A.1 The function L satisfies the following properties
(A3) Va,y,zeX Llz,y)=Ly,z), L(x,z) < Lz,y)+ Ly, 2)

(A4) if f(x) >0, L(z,y)=0&2a=y.

Proof Obviously L is defined on ¥ x ¥, takes its values in IR* and is symmetric.
Let =, y and z be in ¥; for all € > 0, there exist T, > 0, & € Aij and S. > 0,
(. € A% such that

y7Z

L) < [ 1(Es))ds < Dlay) + <

0

Lly,z) < | f(C(s))ds < L(y,z) +e.

0
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Now, we define, for all s € [0,T. + S.],

(s) E(s)if0<s < T,
T = s —T) i T. < s < T. + S..

Obviously, 7. € Agjsﬁ and

L(z,2) < /OT”SE Fne(s))ds < L(z,y) + L(y, =) + 2,

which yields
(A5) L(r,z)ﬁL(x,y)—l—L(y,z)

Let z, y € ¥ be such that L(z,y) = 0. Then, for all ¢ > 0, there exist
T. >0 and & € Aij such that

T.
0< [ flec(s)ds <e.
0
It T., — 0 for some ¢, | 0, then

ly = 2|l = [ (T2,) = &, (O] < T2,y = 0

and x = y. Otherwise, assume f(z) # 0 and let 0 < 7 < 7, for all ¢ > 0 be
such that
lz =zl < 7= fz) 2 f(z)/2

(recall that f is continuous). Then for all s < 7 and for all & > 0, we have
|€e(s) — z|| <s < 7 and thus

e 2 [ f(els))ds 2 7f(x)2

which is contradictory. This proves that 7. goes to 0 when ¢ goes to 0 and
x =y as soon as f(x) # 0.

Lemma A.2 For all yo € X, L(.,yo) is Lipschitz continuous and at a point
x € X where L(.,yo) is differentiable

(A.6) IVsL(z, yo)ll < f(2).

RR n2655



28 Michel Pierre et Elisabeth Rouy

This holds for a.e.x € ¥. Moreover at every x where f(z) = 0, L(.,y0) is
differentiable and Vg L(x,y0) = 0.

Proof Fix yo € ¥ and let x,y be two distinct points of ¥. By (A.3), we have

(A7) |L(x,y0) — L{y,y0)| < L(z,y).

By the definition of L (see (2.6)), for all £ € 'ArT-,y

T
(A8) Liz.y) < [ fl&@)at
This implies in particular

|L(z,y0) — Ly, y0)l < |[fllo inf{T53 € € Az} = [Ifllcd(, y)

which proves that L is Lipschitz continuous. More precisely, for all ¢ € .Aiy
and t € (0,7"), since ||£(t) — z|| < T, we have

[ L(2,90) — L(y,yo)| < Tsup{f(2);z € X, ||z — a|| < T}.

Applying this to a sequence T, converging to d(x,y) in the definition (A.1),
we obtain

(A9) [L(z,y0) = L(y, yo)| < d(z,y)sup{f(z); z € &, ||z — z|| < d(z, y)}.
Consequently, if L(.,yo) is differentiable at x, we have be continuity of f

|L(z,y0) — L(y, yo)|
d(z,y)

Actually, if f(z) = 0, from (A.9) we directly obtain that L(.,yo) is differen-
tiable at « and Vg L(z,y0) = 0.

IVeL(z, yo)|| = lim sup < f(z).
y—=z

One can improve the property (A.6) : as shown below, equality holds at
each point where L(.,yo) is differentiable. This can be essentially deduced from
the fact that L(.,yo) is a viscosity solution of equation (2.3). This property of
L is also of interest and is proved below.
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We first recall briefly the notion of viscosity solutions for equation (2.3).
It is a straightforward extension to surfaces of the notion introduced in [12]
for classical Hamilton-Jacobi equations. As we will see below, if f vanishes at
least at one point, then (1.1) has always a viscosity solution.

Definition A continuous function ® : ¥ — IR is a viscosity solution of (2.3) on
an open subset w of ¥ if, for all ¢ in C'(w) and all z¢ in w such that (® — )
has a local maximum at xq (resp. (® —¢) has a local minimum at zg), we have

(A.10) IVep(zo)ll < flzo)  (resp. [[Vp(o)l| = f(w0))-

Obviously, C'-solutions of (2.3) are viscosity solutions on . Conversely,
when viscosity solutions are regular, then they are classical solutions. In par-
ticular, we have here the following :

Lemma A.3 For all yo € ¥, L(.,yo) is a viscosity solution on ¥\{yo}. It is
a viscosity solution on ¥ if f(yo) = 0. At each point z where L(.,yo) is
differentiable, we have

IVeL(z,yo)l| = f(z).

Proof Assume ¢ € C'(X) is such that L(.,yo) —  has a local maximum at .
Then for z close to zg

L(z,y0) — ¢(x) < L(xo,y0) — #(w0).
Expanding ¢ around zq gives
(AL1)  Vsp(zo)(z — o) + o[z — ol[) 2 L(z,y0) = L(2o, yo)-

If Vep(zo) = 0, (A.10) is obviously satisfied. If not, we choose a path ¢ :
(0,e) — ¥ such that

vie (0,e) £(t) = o —tVsp(zo)/l|[Vsp(zo)ll + oft).
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This can be done for instance by solving locally the differential equation
E(t) = =Vsp(¢)/IVseE®))ll,  €(0) = 0.
Plugging into (A.11) with @ = £() leads to
—t[Vp(zo)|| = L(E(), yo) — L(x0,0) + o(t)
or also |
IVep (o)l < SIL(E(T), yo) — Lo, yo)| + of1).
By letting ¢ tend to 0 and using (A.9), we obtain
IVa@(zo)l| < f(xo).

Note that this statement is true even if xg = yq.

Assume now that ¢ € C'X\{yo}) is such that L(.,y0) — ¢ has a local
minimum at z¢ # yo. Then, for z close to xq

(A.12) L(z,y0) — ¢(x) = L(z0,y0) — (o).
For e > 0, let T., & € A;Fayo such that

T.
L(woy) < [ F(&())ds < L{zo,po) + <.
Since L(&.(1),y0) < [ f(£.(s))ds, setting z = £.(1) in (A.12) gives

(o) = Pl&0) 2 Llzn,go) = LIED),90) 2 [ F(E(s))ds — e

If f(xo) = 0, then (A.10) obviously holds. If not, it follows from the defi-
nition of T, that 0 < n = ||yo — @ol| = ||€.(T%) — £.(0)|] < T.. By compactness,
one can assume that ¢, converges uniformly on (0,7) to { € W=(0,n) such

that £(0) = zo, |[E(2)]| <1 V€ (0,n). We get, for all t € (0,n)

ela) = o) 2 [ F(E(5))ds

INRIA



A tridimensional inverse shaping problem 31

and by expansion of ¢ around zg

(A13)  Vapleo)(zo — £0) + ofllzo — €I > [ F(E(s))ds

But, since ||zg — £(2)|| < t, there exists ¢, | 0 and p tangent to ¥ at x¢ such

that

Sl o, <1,
Vse(zo).p > f(xo).
Using this sequence ¢, in (A.13), we deduce that f(z¢) < ||Ve(zo)]]-

If o = yo and f(yo) = 0, obviously (A.10) holds. This completes the sta-
tement about viscosity solutions.

If now L(.,yo) is differentiable at 29, we already know that ||Vy L(zo, y0)|| <
f(zo). For the reverse inequality, we argue as above, replacing ¢ by L(.,yo)
(note that we used only the differentiability of ¢ at xo).

Proof of Lemma 2.4 1f H is given by the Lemma 2.4 and if ¢ : B(0,r) — X
denotes a C''-diffeomorphism onto a neighborhood of zq = »(0) € X, we define

(A.14) H(€) :=(H o¢).Dg

(i.e Hy = (Hy o p)pru + (Hz 0 9)pau + (Hz 0 9)pau, Hy = (Hy 0 @)1, + (Hz 0
99)9‘921) + (H3 o 9‘9%‘93@ where H = (Hh H27 H3)7 ¥ = (9‘917 9927993)7 5 = (LL,U))
We check that H is continuous.

If V satisfies the assumptions of Lemma 2.4, the function V defined on
a neighborhood of 0 by V(¢) = V(p(¢)), is Lipschitz continuous. By (2.42),
(A.14) and the chain rule, it satisfies

VV = H ae..

If p, is a regularizing sequence in IR?, p, * V is defined around 0 and is
. It converges uniformly to V. Therefore V(pn * V) converges in the sense
of dlstrlbutlon to VV. By continuity of H, pn * H converges uniformly to H.
We will check below that

(A.15) V(pn * ‘N/) = p, * H.
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It will follow by passing to the limit that VV = H in the sense of distri-
bution. Therefore V' is C!' and Lemma 2.4 follows.
To prove (A.15), we have to prove that, for : = 1,2 and V¢ € IR?,

. ‘N/ hei — — ‘N/ — o
lim [, Shs Z) 4 n)pn(n)dn = /B2 Hi(& —n)pa(n)dn

where we denote e; = (1,0),e; = (0,1). This follows from (A.14) and the

dominated convergence theorem since, thanks to the Lipschitz continuity of

V', we have

V(€ + hei —1) = V(E = n)| < Al|V]|zp.
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