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Abstract: Since the discovery of the RSA encryption scheme, primality domain has gained much interest. For
the generation of keys for this code, two prime numbers are used. Amongst the different methods to deal with
this problem, we are here interested in generation of certified prime numbers and we present a new method less
costly in terms of computation in regard of the other methods of generation for a given size of prime numbers.
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Une nouvelle méthode de génération de nombre premiers robustes

Résumé : Depuis l'invention du schéma d’encryption RSA, le domaine de la primalité a connu un regain
d’intéret. Pour la génération des clés de ce code, deux nombres premiers sont utilisés. Parmi les différentes
methodes pour aborder ce probléme nous nous intéressons ici a la génération de nombres premiers certifiés et
nous présentons une nouvelle méthode moins couteuses en temps de calcul par rapport aux autres méthodes de
génération pour une taille donné des nombres premiers souhaités.

Mots-clé : Cryptographie; Génération de nombre premiers
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1 Introduction

Primality domain has gained much interest with the cryptographic RSA encryption scheme[l]. This method
uses a key N which is the product of two prime numbers. The security of the code is insured by the fact that
the reverse factorization of N is practically impossible. Some cryptographists generate keys by multiplying two
prime numbers certified by one exact primality test [2, 3]. This method has essentially the disavantadge that
random prime numbers cannot be certified in a reasonnable time on monolithic machines when they exceed
300 digits. Some other cryptographists use on the contrary pseudo-primality tests : those tests are much less
costly in terms of computation. One may cite for example Solovay-Strassen test [4], Miller-Rabin test [5] and
Baillie-Wagstaff method [6]. Here the disavantage is clearly the doubt, although extremely reduced, on the
effective primality of the numbers selected. Another method in use is the generation of certified prime numbers.
These methods enable to build numbers [7, 8] whose primality is established without any doubt. In fact, these
methods have generally a cost of computation smaller in regard of the two previous family of methods. Indeed,
for example, Maurer’s method [8] has a cost slightly greater than a unique Miller-Rabin test which is not safe
enough if only applied once. In this article we present a new method which belongs to this last set and which
have a reduced complexity and a greater variety in the prime numbers generated, in regard of the other methods
of prime generation.

2 Motivations

The problem we have here is to generate two prime numbers p and ¢ such that their product N = pq is hard
to factorize back. As a consequence the number N has to resist to all classical factorization techniques. At first
this number should be prevented from trial division. This property is ensured by taking large numbers for p
and ¢. Moreover if sufficient prime factors of p — 1 and ¢ — 1 or respectively p + 1 and ¢ + 1 are known two
techniques [9, 10] enables the reverse factorization of N. Practically the programs assume that those numbers
have sufficiently small factors and go on adding candidate factors until the list enables the factorization of N.
As a consequence in order to resist those methods the two prime numbers p and ¢ have to be such that p £ 1
and ¢ £ 1 have a sufficient number of large factors. Another well known heuristical technique is Pollard’s rho
method[11]. Without any assumption on the prime factors p and ¢, a conjecture[12] states that this method find
the least factor p of a number N in (7/8)1/2\/]3 iterations in average. Then again in order to resist this method,
the prime factors of N have to be large.

3 Definitions

Definition 3.1 (Kronecker’s symbol) Let i and j be two integers, the Kronecker’s symbol denoted 6f 15 defined
to be equal to 1 if i = 7 and O on the case of the contrary.

Definition 3.2 (Legendre’s symbol) Let a be an integer and p a prime number. Then the Legendre’s symbol,
denoted (%) or also L(a,p), is defined to be equal to +1 if there exists an integer b such that b = a [mod. p)
and is equal to —1 is no such integer exists.

Definition 3.3 (Jacobi’s symbol) Let a and b be two integers relatively prime with each other. The Jacobi’s
symbol, denoted ($) or also J(a,b), is equal to leb L(a,p)ér where | b |= lebper is the canonical factorization
of | b| into prime factors p.

Jacobi’s and Legendre’s symbol coincide if the denominator is a prime number and thus the fractional
notation is not confusing. The Jacobi’s symbol verifies the following properties :

Theorem 3.1 Let a, a’, b and b’ be four integers then we have :

(%) = (§)(F)

(b.ab’) = (%)(%)

(fmpdy = (§)

(5 = (Fpe-ne

() = (-p0-brs

(%) (—=1)(@a=DC=1/4(Ly g b odd and (a,b) = 1
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4 Yannick Saouter

With these properties the computation of J(a,b) does not require the factorizations of a nor b.

Definition 3.4 (Lucas sequence) Let P and Q be two integers such that D = P? — 4Q # 0. The principal Lucas
sequence associated to the pair (P, Q) is defined by the following recurrence equations:

Ug(P,Q) = 0
U,(P,Q) = 1
Un+2(P: Q) = P'Un+1(Pa Q) - QUTI(Pa Q)

The companion Lucas sequence associated to the pair (P, Q) is defined by the following recurrence equations:

V(P,Q) = 2
wP,Q) = P

The integer D s called discriminant of the Lucas sequence U, .

Theorem 3.2 Let U, and V,, be the Lucas sequences associated to the pair (P, Q). Then we have:
U, Va _ ne1f 1 P
( Un—l Vn—l ) = M < 0 2 )

_ (P -Q
whereM_<1 0 )

This theorem enables to compute the terms of a Lucas sequence by the classical binary method.

4 Criteria of primality

The first significant result in the domain of primality belongs to Lucas [13] :

Theorem 4.1 Let N be an integer. The number N is a prime number if and only if there exists an integer a
relatively prime with N such that a™¥~' =1 [mod. N] and aN=1/" £ 1 [mod. N] for any divisor m of N — 1.

A refinement of this theorem was done by Brillhart et al.[14] but the main problem with these theorems is the
total factorization of N —1 is required. This theorem was used by Knuth to prove primality [15] and by Gordon
to generate certified prime numbers [7]. A refinement of this theorem [16] uses partial factorization of N — 1
and was used by Maurer[8] to design a method of generation of prime numbers.

Another family of theorems uses the factorization of N + 1. The basic theorem is due to Lehmer [17] :

Theorem 4.2 Let N be an integer. The number N s a prime number if and only if there exists a Lucas’s
series Up, such that Uyy1 = 1 [mod. N] and Un41);,, # 1 [mod. N] for all the prime divisors r; of N + 1.

This theorem also enables to build a prime certificate using Knuth’s method — although none implementation
seems to have been done. As with the previous theorem, it was proven that only partial factorization of N + 1
is sufficient [14].

In fact the partial factorizations of N — 1 et N + 1 may be used together in order to prove primality. In [14]
the following theorem is proven:

Theorem 4.3 Let N be an odd integer, Fy the complete factorized part of N — 1 and Fy the complete fac-
torized part of N + 1. We pose Iy = F5/2, Ry = (N — 1)/F; and Ry = (N + 1)/Fy. We suppose moreover
(Ry, 1) = (Ra, Fo) = 1. Let us suppose that we have :

e (A) for each prime divisor q; of Fy, there exists an integer a; such that:

a¥=1 =1 [mod. N] and (al(-N_l)/q’ -L,N)=1

K3
e (B) there exists an integer a such that:

aV "' =1 [mod. N] and (a™W~V/F1 _ 1 NY=1
INRIA
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e (C) for each prime divisor r; of Fa, there exists a Lucas series (u}) whose discriminant D' (the value of

the discriminant is common to all the series considered) is such that (%) = —1 and:

N | U§V+1 and (uéN+1)/r,aN) =1
e (D) there exists a Lucas series (uy) whose discriminant D' is such that (%) = —1 and such that:

N | U§V+1 and (U2N+1)/sz N)=1

Moreover we suppose that all the prime factors Ry and Ry are respectively greater than By and By respectively.
We define r and s by Ry = Faos+ 7, and let :

G = ma;r(BlFl + 1,BQF2 — 1,mF1F2 + T’Fl + 1) with (m Z 1)

Moreover, in the case that G = mFiFy + rF1 + 1, we assume (/\Flff;g +7rFy + 1) N) for all integer A, 6§ <
A < m, where &) is the Kronecker symbol. Then if N < G(B1B2F1Fs+ 1), N is a prime number.

From the theorems 4.1 and 4.2, it is clear that the converse of the latter theorem is true (although useless).

5 Systems of congruence

This paragraph is devoted to describe the set of integers N such that N — 1 and N + 1 are constrained to
have determined large prime factors. If A (resp. B) is an odd divisor of N — 1 (resp. N + 1) then we have
N =1 [mod. A] (resp. N = —1 [mod. B]).

We will use the Bezout’s theorem:

Theorem 5.1 Let A and B be two non-null positive integers relatively prime. Then there exists two integers u
and v such that Au— Bv =1.

These numbers may be computed by the classical Euclid’s algorithm[15].

First of all, we can remark that A and B are necessarily relatively prime. Indeed if d is the greatest common
divisor of A and B then it necessarily divides N — 1 and N + 1, and whence the difference, 1.e. 2. But d is
necessarily odd, since A and B are, and then d = 1.

Since N is searched in order to be prime, both N — 1 and N + 1 are constrained to be divisible by 2. Let
2% be the greatest power of 2 that divides N — 1. If £ > 2, then N — 1 is divisible by 4 and N + 1 is not.
Reciprocally if N + 1 is divisible by 2% with k > 2, then the greatest power of 2 which divides N — 1 is 2.

So we are here concerned with two kinds of systems of congruence :

N =1 [mod. 2% A]
N = —1 [mod. B] (1)

N =1 [mod. A]
{ N = —1 [mod. 2% .B] (11)

Theorem 5.2 Let u and v be integers such that Au— Bv = 1 and let 7 and s be integers such that 2*r — Bs = 1
then N is solution of the system (I) if and only if N = 1 — ur2¥t1 A [mod. 2* AB].

Proof Let N be an integer congruent to 1 modulo 28 A. We pose N = 14+k12¥ A4+ k22 AB with 0 < k; < B—1.
We determine u, v, r and s as stated in the hypothesis of the theorem. We have then (N — 1)u = k128 Au +
k22 ABu. We have Au = 1+ Bv and so (N — 1)u = k;2%(1 + Bv) + k22* ABu. We have then (N — 1)u =
k12* [mod. B]. By multiplying by r we obtain (N — 1)ur = k12*r [mod. B], so (N — 1)ur = ki(1+ Bs) [mod. B]

so k1 = (N — 1)ur [mod. B]. N is solution of system (I) if and only if N = —1 [mod. B]. As a conse-
quence N is solution if and only if k; = —2ur [mod. B]. Finally we have N = 1+ k;2¥A [mod. 2¥AB] so
N =1—ur2¥+' A [mod. 2¥ AB]. O

Theorem 5.3 Let u and v be integers such that Au— Bv =1 and let 7 and s be integers such that 2¥r — As = 1
then N is solution of the system (II) if and only if N = —1 + rv2¥+1 B [mod. 2* AB].

RR n~°2657
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Proof Same as above. O

Given those two theorems, it is possible to search for integers N such that N + 1 and N — 1 have specified
divisors. With the use of theorem 4.3, whenever the product of the factorized parts of N —1 and N + 1 exceed
the square root of N then the primality of N can be established.

In both cases the congruence which is finally obtained proves that N necessarily belongs to an arithmetic
progression whose first term and ratio are relatively prime. Indeed for instance in theorem 5.2, if we suppose
that N and 2* AB are not relatively prime then they have a common divisor d = 2'.a.b where 0 < I < k and
a (resp. b) is a divisor of A (resp. B). If we put N = 2".a.b.Ny, we have then N = 2'.a.b.Ny [mod. 2¥.A] and
N = 2".a.b.Ng [mod. B]. But we have also by hypothesis N = 1 [mod. 2*. 4] and N = —1 [mod. B]. So we have
2'.a.b.No = 1 [mod. 2¥ .A] and 2'.a.b.Ng = —1 [mod. B]. Then by Bezout’s theorem, 2'.a.b. Ny is relatively prime
with both 2%. 4 and B. So necessarily = 0 and ¢ = b = 1, and thus d = 1, i.e. N and 2*¥AB are relatively
prime. As a consequence 2. A.B and the first term of the progression are also relatively prime.

At this point Dirichlet’s result applies [18] and necessarily such an arithmetical progression contains a
prime number and whence an infinite number of prime numbers. Moreover it has been proven by Linnik[19]
and Chen[20] that the least prime number in an arithmetical progression a + k.d | k < 0 where @ and d are
relatively prime is overestimated by d*”.

In practice the first prime number in the sequence is much smaller. Indeed let N belongs to an arithmetical
progression as above. Then if we suppose that the terms of the progression can independently be prime, by
LaVallé theorem[21, p. 164], the probability that N is prime is roughly equal to log;N, i.e. roughly Iog;d if kis
small in regard of d. So probabilistically the least prime number is obtained for a rank k of the same order of
size that log d. This idea is confirmed by a result of Wagstaff[22].

6 Numerical example

In this section, we illustrate this new method by a numerical example. In order to choose our Lucas sequences

we follow the Baillie’s rule [6]: D is the first integer in the sequence 5,9, 13, 17, ... such that J(D,p) = —1 and

take P as the least odd number greater than +/D. If this value fails increment by 2. After several unsuccessful

attempt, discard p. . . . . . .
As for example, we will search here for a prime number p which will be constrained to the follwing

congruences:

1 [mod. 16]

1 [mod. 471625916685451333123948049470791191639]

1 [mod. 51703443661991040337511173547191855046621]

—1 [mod. 4962482017928964766975831832713142517197]

—1 [mod. 9960330276347870810817545011930714122377]

Our system is here of type (I) with k = 4,
A = 24384684012881113168182357410659862433202322566998\ \
183603272265031982656490401819

SIS IS IS
{1 T

and

B = 49427959889009745229091098680160314300974104436108\\
441215189540970853730485017269.

The numbers A and B are respectively the product of all the modulo giving a remainder equal to 1 and —1.
With the notations of theorem 5.2 we have then

u = 70045245915916476395147540141800037734977234136735\\
364073402714060350742030198757,

v = 34555971804208603819188017850421631312456971067250\\
905498230031937153534562368078,

r = 92677424791893272304545810025300589314326445817703\\

32727848038932035074465940738

and s = 3. So according to theorem 5.2 this global system is equivalent to the single congruence:

p = 18279070922779218222372493090477281769255646815219\\
59070395509627681619401629250600780776885952533342\ \
18867866730502891094921840570074714883018696102086\ \
98623543633 [mod. 16 x A * B]

INRIA



A new metnod for the generation of strong prime numoers 7

This congruence gives us an arithmetic progression of numbers, which is exactly the set of the solutions of
the initial system. In this example the first value suspected to be prime is the 644-th term:

N = 12437537599593066687590161486400931771988362808976\\
47877020501112961725820869934940588961715353862000\ \
57067149352723575223076711943694611477284909502645\ \

62567806396177

The selection of this value may be done by the verification of the congruence a™~! = 1 [mod. N] for a given
basis. This certificate called Fermat’s congruence also belongs to the hypothesis of the theorem. Here a value
of @ = 13 is convenient and passes the test.

> N:=12437537599593066687590161486400931\
> 77198836280897647877020501112961725820\
> 86993494058896171535386200057067149352\
> 72357522307671194369461147728490950264562567806396177 ;

N :=
124375375995930666875901614864009317719883628089764787702050111296172582086993\
494058896171535386200057067149352723575223076711943694611477284909502645625678\
06396177

> MODEXP(13,H-1,1);

Moreover this number also passes the more complete Miller-Rabin test for the same basis. With the hypo-
thesis of the theorem we have Iy = 16 x A, F';, = 2 x B. The value of Ry and R, are here:

Ry = 31878456967657922331368001593520697758699046970077\ \
366218439977279564469036392990819
Ry = 12581479821867521645716995857856512838644472979721\\

0374670989929798125336612401419781

It is easy to verify that we have (F1, Ry) = (Fa, R3) = 1. Since we do not intend to factorize much R; and
Rs, we only take B; = By = 2. At this point it is possible to verify that the first condition of the theorem is
met by taking in any case a; = 13 for the prime factors of F} except 2. The reason for this latter fact is that
J(13, N) = 1 (see the Solovay-Strassen test for detailed explanation). But we have J(7, N) = —1 and this basis
meet the condition for the prime factor 2.

> MODEXP(13,(N-1)/471625916685451333123948049470791191639,N) ;

488225472805398350967816172151063419853983527132952376281287314643095068770552\
784572007946303205914556403958979179962274136264988780791846058011075197869451\
649714

> iged("-1,ID;

> MODEXP(13,(N-1)/2,ID;

> jacobi(13,W);

> jacobi(7,N);

> MODEXP(7,(N-1)/2,1);

RR n~°2657



8 Yannick Saouter

124375375995930666875901614864009317719883628089764787702050111296172582086993\
494058896171535386200057067149352723575223076711943694611477284909502645625678\
06396176

> igcd("-1,M;

The basis 13 also meet the second condition of the theorem.

At this point if we follow Baillie’s rule, we choose D = 5, P = 3 and Q = 1. The prime factors of Iy
are 2, 4962482017928964766975831832713142517197 and 9960330276347870810817545011930714122377. This
Lucas sequence holds the condition for the prime factors of F5 except for 2. The next couple of parameters to
be considered is then P = 5 and @ = 5. This sequence verifes the condition for the prime factor 2.
1:=12437537599593066687590161486400931\

77198836280897647877020501112961725820\

86993494058896171535386200057067149352\
72357522307671194369461147728490950264562567806396177 ;

>
>
>
>
N :=
124375375995930666875901614864009317719883628089764787702050111296172582086993\
494058896171535386200057067149352723575223076711943694611477284909502645625678\
06396177

> jacobi(W,5);

> lucas(l+1,3,1,l);
[0, 2]
> lucas((H+1)/4962482017928964766975831832713142517197,3,1,1);
[
561317758541408356051432012044749304766303299404235948040270340936746974247730\

082031326821816716291021489393819783218830699635098112587847163966548628782691\
2933759

H

439366948593606703678784262568255994373010746775997637246708798516262061298617\
866360695326859659538744537909684933264288866010838977990111159098162264156252\
8921688

> iged("[1],ID);

> lucas((N+1)/2,3,1,ID;
[o,
124375375995930666875901614864009317719883628089764787702050111296172582086993\

494058896171535386200057067149352723575223076711943694611477284909502645625678\
06396175

> lucas((N+1)/2,5,5,ID;
[2, o]

> iged("[1],ID;

INRIA



A new metnod for the generation of strong prime numoers 9

> lucas((H+1),5,5,0);

[0, 10]

Again the first Lucas sequence meet the fourth condition of the theorem. Now if we take m = 1, we obtain:

G = 37563633855497055907726202707418981288229415700563\ \
16085845984167020197354219787386476710020219473508\ \
69253396988256109001725862469336417935218837106036\ \
58047740609

With this value we verify that the inequation N < G(4F;F5 + 1) holds. Moreover r # 0 and since m = 1,
there is no possible value for A and thus we can certify that N is effectively a prime number. This example
has been treated in Maple[23] sessions. With such a system it is then possible to build certified prime numbers
with hundreds of digits in a reasonnable time. The verification indeed takes about an hour. The generation
of the prime number (i.e. the search for the least value giving a prime number) is much more costly and
takes several hours. However with the use of multiprecision packages it is possible to generate much larger
prime numbers. For instance with using a restriction of theorem 5.2, it was possible to certify the number
Maagy * (Maggn — 1713) + 1, where Magg) = 22281 _ 1 is known to be a Mersenne prime, as to be also a prime
number in 13 hours of computations on a SparcStation 10. This number has 1374 decimal digits.

7 Conclusion

In this article, we have presented a method for the generation of prime numbers. This method allows to fix
certain divisors of N — 1 and N + 1, and thus to insure the difficulty of factorization of the keys of the RSA
scheme. A prime number p generated by the method of [8] can also be designed to be “p + 1-resistant”, by
solving a congruence system. However, our method also uses the factors of p+ 1 in order to prove the primality
of p. As a consequence it is possible to certify larger prime numbers with less computation. Indeed the theorem
used by Maurer is a restriction of theorem 5.2 which does not use Lucas sequences, and it is then possible to
certify only numbers N < FZ. The method exposed here can certify here at least numbers N < (F} F3)? and
then is more efficient.
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A Maple script

This section exhibits the Maple listings used to deal with our examples:

MODEXP:= proc(a,b,n)

# computes a"b mod n for large numbers
local ret:

if modp(b,2) = 0 then

if b=0 then
ret:=1:
else
ret:= modp(MODEXP(a,b/2,n)"2,n):
fi:
else
ret:= modp(a*MODEXP(a, (b-1)/2,n)"2,n):
fi:
RETURN(ret):
end:

bezout : =proc(U)
# takes a vector [A,B] of positive integers and returns
# a vector of integers [u,v] such that Au-Bv=1
local q,r,u,v,V:
if (U[2]=1) then:
u:=1: v:=U[1]-1:
else if (U[1]=1) then:
u:=U[2]+1: v:=1:
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else if (U[11>=U[2]) then:
r:=U[1] mod U[2]:
:=(U[1]-r)/vUl2]:
:=bezout ([r,U[2]1]):
:=V[1]: v:=V[2]+q*V[1]:

e < Q

else:
:=bezout ([U[2],U[11]1);
:=V[2] mod U[2]:
:=(v[2]-r)/U[2]:
1=q+1l:
u:=U[2]*q-V[2]: v:=q*U[1]-V[1]:
fi: fi: fi:
RETURN( [u,v]);
end:

QL Qa H <

jacobi := proc(a,b)

# Computes the jacobi symbol

# (Note: there exists also an implementation
# in a standard package of Maple)
local temp,ret:

if (b=1) then:

ret:=1;

else if (modp(b,2)=0) then:
ret:=jacobi(a,b/2):

else if (igcd(a,b)>1) then:
ret:=0:

else if (a=2) then:
temp:=modp((b~2-1)/8,2):
ret:=1-2*temp:

else if (modp(a,2)=0) then:
ret:=jacobi(a/2,b)*jacobi(2,b):
else if (a>b) then:

ret:= jacobi(a mod b,b):

else:
temp:=modp((a-1)*(b-1)/4,2):
ret:=(1-2*temp)*jacobi(b,a):
fi: fi: fi: fi: fi: fi:
RETURN(ret):

end:

puissmat:=proc(n,M,Modu)

# Computes matrix M"n with modulo Modu

local temp,temp2,ret,all,al2,a21,a22,tall,tal2,ta21,ta22:
if (n=0) then:

ret:=[1,0,0,1];

else if (modp(n,2)=0) then:
temp:=puissmat(n/2,M,Modu);
all:=(temp[1]*temp[1]+temp[2]*temp[3]) mod Modu:
al2:=(temp[1]*temp[2]+temp[2]*temp[4]) mod Modu:
a21:=(temp[3]*temp[1]+temp[4]*temp[3]) mod Modu:
a22:=(temp[3]*temp[2]+temp[4]*temp[4]) mod Modu:
ret:=[al1,a12,a21,a22]:

else:

temp:=puissmat((n-1)/2,M,Modu);
all:=(temp[1]*temp[1]+temp[2]*temp[3]):
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al12:=(temp[1]*temp[2]+temp[2]*temp[4]):
a21:=(temp[3]*temp[1]+temp[4]*temp[3]):
a22:=(temp[3]*temp[2]+temp[4]*temp[4]):
tall:=(a11*M[1]+a12*M[3]) mod Modu:
ta12:=(a11*M[2]+a12*M[4]) mod Modu:
ta21:=(a21*M[1]+a22*M[3]) mod Modu:
ta22:=(a21*M[2]+a22*M[4]) mod Modu:
ret:=[tall,tal2,ta21,ta22]:

fi:

fi:

RETURN(ret);

end:

lucas:=proc(n,P,Q,Modu)

# Computes the n-th term of both Lucas sequences for parameters
# P and Q and with modulo Modu
local temp,temp2,M,Ml,ret,u,v:

if (n=0) then:

ret:=[0,2]:

else:

M:=[P,-Q,1,0];
temp:=puissmat(n-1,M,Modu);

u:= temp[1] mod Modu:

v:= (P*temp[1]+2*temp[2]) mod Modu:
ret:=[u,v]:

fi:

RETURN(ret);

end;
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