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Abstract: Although Attribute Grammars were introduced thirty years ago, their lack of expressiveness has
resulted in limited use outside the domain of static language processing. In this paper we show that it is possible
to extend this expressiveness. We claim that Attribute Grammars can be used to describe computations
on structures that are not just trees, but also on abstractions allowing for infinite structures. To gain this
expressiveness, we introduce two new notions: scheme productions and conditional productions. The result is
a language that is comparable in power to most first-order functional languages, with a distinctive declarative
character.

Our extensions deal with a different part of the Attribute Grammar formalism than what is used in most
works on Attribute Grammars, including global analysis and evaluator generation. Hence, most existing results
are directly applicable to our extended Attribute Grammars, including efficient implementation (in our case,
using the FNC-2 system http://www-rocq.inria.fr/charme/FNC-2/).

The major contribution of this approach is to restore and re-emphasize the intrinsic power of Attribute
Grammars. Furthermore, our extensions call for new studies on applying to functional programming the analysis
and implementation techniques developed for Attribute Grammars.
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Les Grammaires Attribuées: un langage fonctionnel déclaratif

Résumé : Bien que les Attribute Grammars aient été introduites il y a trente ans, leur manque de pouvoir
d’expression les a confinées dans le domaine du traitement des langages de programmation. Dans cet article, nous
montrons qu’il est possible d’étendre cette expressivité. Nous soutenons que les Attribute Grammars peuvent
étre utilisées pour décrire des calculs sur des structures qui ne sont pas uniquement des arbres, mais aussi des
formes abstraites permettant de décrire des structures infinies. Afin d’atteindre cette expressivité, nous avons
introduit deux nouvelles notions: les schémas de productions et les productions conditionelles. Nous obtenons
ainsi un langage dont le pouvoir d’expression est comparable a celui de la plupart des langages fonctionnels du
premier ordre, avec un coté déclaratif beaucoup plus marqué.

Nos extensions ne remettent pas en cause les bases du formalisme des Attribute Grammars sur lesquelles
reposent la plupart des travaux concernant celles-ci, en particulier ’analyse statique et la génération d’éva-
luateurs. Ainsi, les résultats existants peuvent étre appliqués directement & nos Attribute Grammars éten-
dues, entre autre ceux permettant une implantation efficace (dans notre cas, en utilisant notre systéme FNc-2
http://www-rocq.inria.fr/charme/FNC-2/).

L’intérét de ces extensions est de redonner aux Attribute Grammars leur expressivité intrinseque. De plus,
elles nous permettent d’envisager de nouveaux axes de recherche en comparant nos techniques d’analyses a celles
qui ont été développées dans des formalismes de méme expressivité.

Mots-clé : Grammaires Attribuées, Programmation Fonctionnelle, Analyse Statique, Analyse Globale
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1 Introduction

Thirty years ago Attribute Grammars were introduced by Knuth [Knu68] and since then they have been widely
studied [DJL88, DJ90, AM91]. An Attribute Grammar is a declarative specification that describes how attributes
(variables) are computed for rules in a particular syntax (i.e., it is syntax driven). Attribute Grammars were
originally introduced as a formalism for describing compilation applications; they were intended to describe how
to decorate a tree, and could not be easily thought about in the absence of the structure (tree) representing
the program to compile. In this application area, Attribute Grammars were recognized as having these two
important qualities:

e they have a natural structural decomposition that corresponds to the syntactic structures of the language,
and

e they are declarative in that the writer only specifies the rules used to compute attribute values, but not
the order in which they will be applied.

The main question about the formalism was: “Is it possible to produce usable code from an Attribute Grammar
specification?” Most research in the area has focused on the automatic production of efficient code, and very
good results have been obtained, in particular, efficient implementation techniques for various subclasses of
Attribute Grammars and static, global analysis methods that are generally quite precise [Jou92].

In spite of that, Attribute Grammar specifications are still not as widely used as they could be. Because of
the historical roots of Attribute Grammars in compiler construction, the notion of (physical) tree was considered
as the only way to direct computations. This is the main cause for their lack of use and lack of expressiveness.
First, there are few application domains, apart from compilation, that naturally provide a tree as the main
input. Furthermore, in the absence of such a tree, the computation model is quite weak: you cannot even define
the factorial function with a pure, classical Attribute Grammar. This lack of expressiveness and disagreement on
basic issues inside the Attribute Grammars community have combined to cast a shadow over the good results
that have been accumulated over thirty years regarding Attribute Grammars. Many were led to think that
Attribute Grammars are so simple and limited that they were unusable for the development of real applications
and methods for their static analysis could not be transposed to other formalisms.

Some works have attempted to respond to this problem by proposing extensions to the classical Attribute
Grammar formalism, for instance Higher-Order Attribute Grammars [SV91], Circular Attribute Grammars
[Far86] or Multi-Attributed Grammars [Att89]. The main difference between these works and ours is the me-
thodology used to attack the problem. All of them, in a first step, propose a linguistic extension designed to
make the expression of a particular application easier (for instance, data-flow analysis for Circular Attribute
Grammars) and, in a second step, wondered how this extension could be implemented. In contrast, our approach
was, first, to precisely characterize the intrinsic power of the classical formalism and, thereafter, to derive the
language extensions that allow to fully exploit this power. The basic observation is that the notion of grammar
does not necessarily imply the existence of a (physical) tree.

In fact, our view of the grammar underlying an Attribute Grammar is similar to the grammar describing
all the call trees for a given functional program or all the proof trees for a given logic program: the grammar
precisely describes the various possible flows of control. In this context, a production describes an elementary
recursion scheme [CFZ82] (control flow), whereas the semantic rules describe the computations associated with
this scheme (data flow).

It is very important at this point to observe that all the theoretical and practical results on Attribute
Grammars, in particular, the algorithms for constructing efficient evaluators, are based only on the abstraction
of the control flow by means of a grammar and not at all on how its instances are obtained at run-time. In
consequence, we propose two linguistic extensions which comply with this view:

e conditional productions that allow attribute values to influence the flow of control, and

e scheme productions that allow to describe recursion schemes independently from any physical structure
and/or exhibiting a different combination of elements of a physical structure.

These extensions eliminate the major criticism against Attribute Grammars, namely, their lack of expressiveness.
They provide a programming language similar to a first-order language with a functional flavor (because of the
single-assignment property) that retains the distinctive declarative character of Attribute Grammars. They have
been easily implemented in Olga, the input language to our FNc-2 system [JPJT90, JPG93].

The availability of this “new” programming language is, however, not the main achievement of our work.
Indeed, the actractiveness of a particular language w.r.t. its competitors is a very subjective matter. In our
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opinion, the justification of our new language is that it is the concrete form for exploiting the static analysis
techniques developed for Attribute Grammars, which are of high interest in their own sake. By freeing these
results from the narrow frame of traditional Attribute Grammars, we believe that they will find applications in
other domains.

The remainder of this article is divided into three sections. In the first of these, the new notions of conditional
productions and scheme productions are introduced using some small examples, intentionally taken from outside
the compilation area. The next section demonstrates why these extensions do not require modifications to the
techniques used for evaluator generation. The last section enumerates the benefits of using extended Attribute
Grammar specifications. Most of the presentation is intentionally informal.

2 An External View of Attribute Grammars

In this section we describe classical Attribute Grammars and our proposed extensions using short, informal and
incomplete examples. Each of these is presented using an Attribute Grammar specification in Olga, a functional
specification (the CAML dialect of ML) and inference rules (Typol [Des88]).! The ML and Typol examples are
not meant to be a basis for comparison but rather an aid for intuitively understanding the semantics of our
extensions; lack of space prevents us from introducing the formalisms in detail here.

2.1 The Classical View of Attribute Grammars

We now introduce the classical formalism of Attribute Grammars using a simple example called bird [Bir84,
Joh87]. The purpose is to take as input a binary tree with integer leaves, and to give as output the same binary
tree where all leaves are replaced by the minimum value of the input tree leaves.

Before the specification of the Attribute Grammar, we specify the tree type, or abstract syntax. This abstract
syntax is also translated into an ML type.?

Abstract Syntax:
AXIOM = axiom;
axiom -> TREE;
TREE = fork tip;
fork -> TREE TREE;
tip -> int;

ML Type:
type TREE = fork of TREE * TREE | tip of int;;

The Attribute Grammar specification of the example follows. The attribute $min is used to compute the
minimum value of the input tree leaves, $n propagates the minimum value throughout the tree, and $tree
computes the new output tree.

1In this paper, programming by inference rules encompasses logic programming.
2The consistency of the Attribute Grammar specification requires the addition of a root node type that is not necessary in ML.

INRIA
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Attribute Grammar specification:

attribute grammar bird (TREE) : (TREE) is

attribute
synthesized $min (TREE) : int;
synthesized $tree (TREE) : TREE;
synthesized $tree_axiom (AXIOM) : AXIOM;
inherited $n (TREE) : int;

where axiom -> T use
$tree_axiom := axiom($tree(T)); $n (T) := $min (T);
end where;

where tip -> M use
$min := M; $tree := tip ($n(tip)) ;
end where;

where fork -> L R use
$min := if ($min(L) <= $min(R))
then $min(L) else $min(R) end if;
$tree := fork ($tree(L), $tree(R));
$n(L) := $n(fork); $n(R) := $n(fork);
end where;
end grammar;

A simple syntactic transformation [Joh87] results in the following single ML function:

ML:
let bird t = t1
where (t1, n) = repmin t n
where rec repmin t n = match t with
tip (m) -> (tip (n), m) |
fork (L, R) -> let (t1, ml) = repmin L n
and (t2, m2) = repmin R n
in
(fork (t1, t2),
(if m1 < m2 then ml else m2));;

Finally, here is the same example specified with inference rules:

Typol:

program bird is

use tree;

import min(integer, integer -> integer) from aux;

judgement |- AXIOM : TREE;
judgement integer |- TREE : integer, TREE;

|- axiom(T) : t;
n |- tip M : M, tip n;

nl|-L:ml, t1&n |- R : m2, t2 & min(ml, m2 -> m)

n |- fork(L, R) : m, fork(t1l, t2);
end bird;

Note that the ML definition requires lazy evaluation and that the Typol definition requires unification; in both
cases, this is because there is a “circularity” at the root of the tree on n, the minimum value at the leaves
which is both a result and an argument.
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Our FNc-2 system can produce evaluators in several different languages, including ML [Bat95]. The ML
form of the evaluator that is automatically generated from the Attribute Grammar specification given above
is given below. This form does not require lazy evaluation, but inferring it requires more intellectual effort.
In the Attribute Grammar specification, no order of evaluation was specified, and this is the essence of its
declarativeness and attractiveness: it is not necessary to write it in a specific way to make it efficient. Indeed,
the evaluator generator has automatically determined that the minimum should first be evaluated, and then
the tree should be constructed. These two passes break the “circularity”. In this simple example the evaluation
order is easy to find by hand, but this is not always the case.

ML program derived from Attribute Grammar:
let rec replace t m = match t with
tip (n) -> tip(m) |
fork(L, R) —> fork ((replace L m), (replace R m));;

let rec tmin t = match t with
tip (») > n |
fork (L, R) —> let m1 = (tmin L), m2 = (tmin R) in
(if m1 < m2 then ml else m2);;

let bird t = replace t (tmin t);;

2.2 Conditional Productions

In this section we introduce the notion of conditional production. The syntax proposed here, reminiscent of
guards, is very simple; we will later discuss its restrictions and possible extensions. These new productions allow
the specification of different sets of semantic rules on a single production. The set of rules to be applied to a
specific instance of a production is chosen dynamically. Essentially, we add predicates over attribute values to
supplement the patterns used to select which attribute computations to apply.

In this next example, there are two different sets of semantic rules on the fork operator. The value of the
$min attribute governs the choice between the two sets. This specification has the same semantics as the first
bird specification for the computation of the $min attribute. We require that there always be a default rule,
indicated by the label [1, which is applied if none of the other conditional productions can be applied.

Conditional Production:

where fork[$min(L) <= $min(R)] -> L R use
$min := $min(L);

end where;

where fork[] -> L R use
$min := $min(R);
end where;

Other examples will appear later in the paper. The main use of conditional productions is in combination with
scheme productions, but note here that they have the interest to decouple the dependence schemes associated
with the various alternatives and possibly make them simpler.

2.8 Scheme Productions

In the classical theory of Attribute Grammars, the notion of grammar implies the existence of some tree. We
now extend this notion with a new notion of scheme productions. These scheme productions describe in a
general way how to dynamically connect sets of semantic rules; in the classical Attribute Grammar formalism
this connection was driven exclusively by the input tree.

Together with the notion of conditional productions, the scheme productions allow the expression of solu-
tions to many different kinds of recursive problems that could not be handled in the classical formalism. The
presentation of this extension uses the well known problem of the Towers of Hanoi.

INRIA
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Attribute Grammar Specification:

attribute grammar HANOI ($n:int; $from, $to, $work:tower)
($r:1list-of-moves) is

where ht [$n=1]-> use
$r(ht) := move($from(ht),$to(ht));

end where;

where hr [] —-> H1 H2 use

$n(H1) := $n(hr) - 1; $n(H2) := $n(hr) - 1;
$from(H1) := $from(hr); $from(H2) := $work(hr);
$to(H1) := $work(hr); $to(H2) := $to(hr);
$work(H1) := $to(hr); $work(H2) := $from(hr);

$r(hr) := append($r(H1), move($from(hr),$to(hr)), $r(H2));
end where;

Figure 1: Towers of Hanoi specified with an Attribute Grammar

ML:
let rec hanoi n from to work =
if n=1 then
(move from to)
else
append (hanoi (n-1) from work to)
(move from to)
(hanoi (n-1) work to from);;

In addition to the classical productions (with the implicit presence of a tree), we now allow scheme produc-
tions to be associated to some left-hand-side non-terminal which can be viewed as a type. Here, a HANOI type is
defined, with scheme productions that only describe recursive calls; this purely virtual scheme does not define
any physical tree.

Scheme production example:
HANOI = with scheme
hr -> HANOI HANOI
ht ->
end scheme;

This scheme shows two patterns. In the first pattern, the recursive case, HANOI is defined in terms of two
different uses of itself. In the second pattern, the termination case of the recursion, HANOI makes use of no other
definitions. This scheme represents only uses of type definitions. As we will see when the example is worked
out, both the recursive and the terminating clauses of this scheme will make use of classical attribute value
calculations.

The Olga specification for this example is given in Fig. 1. A condition on the number of disks chooses
between the recursive and the termination cases. Note that, since HANOI is a pure scheme type, it has no (tree)
value and hence cannot (and will not) be used to drive the evaluator flow; the explicit condition will be the sole
discriminant.

This example can be expressed in Typol, as shown in Fig. 2.

2.4 Using Extensions With Tree Productions

With classical Attribute Grammars it is not possible to accurately describe the dynamic semantics of a language
containing loops (such as a while statement). In this example, we extend a classical production with a scheme
that allows the introduction of circularities into the tree. In this scheme, an element in the RHS of the production
(the second Expr) is a reference to (the LHS of) the production itself. In the second scheme, we have “forgotten”
about the loop body, which allows us to avoid specifying and evaluating its attributes.
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Typol:

program hanoi is

use HANOI;

judgement integer, integer, integer, integer |- HANOI : list;
1,from,_,to |- _ : move(from,to);

n-1,from,work,to |- H1 : 1’ & n-1,work,to,from |- H2 : 1°’

n,from,to,work |- hr(H1,H2) : 1’ . move(from, to) . 1’’;

end hanoi;

Figure 2: Towers of Hanoi specified in Typol

Abstract Syntax:

Expr = while;

while -> Cond Expr

with scheme
wr —-> Cond Expr Expr=wr
wt —-> Cond

end scheme;

We now describe part of an interpreter for the while instruction as an Attribute Grammar specification.
The attributes $s.env and $h.env contain the execution environment; $c contains the value of the condition.

Incomplete Attribute Grammar Specification:
where wt[$c (C) = false] -> C use
$h.env(C) := $h.env(wt);
$s.env(wt):= $h.env(wt);

end where;

where wr[] -> C E W use
$h.env(C) := $h.env(wr);
$h.env(E):= $h.env(wr);
$h.env(W):= $s.env(E);
$s.env(wr):= $s.env(¥W);

end where;

We can express this same example in ML and in Typol:

ML:
let rec interp_expr x env = match x with
while (C E) —>
if (interpcond C env) then
let envl = interp._expr E env in
interp_expr x envl
else

env;;

Typol:

env |- C: false

env |- C: true & env |- E: envl & envl |- while (C,E) : env2

env |- while (C,E) : env2;

INRIA
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As a last example, we show that we can describe the double functional, which was deemed impossible in

[DJL88, p.46]:

Attribute Grammar:
STMT = double ...;
double -> p:STMT

with scheme dd -> p p;

with a simple flow of information across the two occurrences of p.

3 An Internal View of Attribute Grammars

As pointed out in the introduction, our extensions to the Attribute Grammar formalism can easily be added to
an existing system based on static-order evaluation methods, such as FNc-2, without major modifications to
the evaluator generator. This is a very attractive result, because the evaluator generator is the most intricate
and most important part of an Attribute Grammar system.

The basic idea is to feed the evaluator generator with a version of the input Attribute Grammar in which the
extensions have been replaced by their effect on the control flow. In the case of conditional productions, this is
achieved by removing the conditions and uniquely renaming each alternative. In the case of scheme productions,
no transformation is needed at all.

After the evaluator generator has ran on this extensions-less Attribute Grammar, it is necessary to reintro-
duce in the generated evaluator the semantics of the extensions.

For scheme productions, this simply means to replace references to nodes in the RHS of a scheme by references
to their corresponding “real” nodes (if any). In the case of circular schemes, such as the while example, this
means that a given node may be visited twice or more, or even indefinitely (which is exactly the purpose of
this extension). This mandates that the evaluator be able to store all attributes outside the tree. FNc-2, in
particular, uses sophisticated analysis techniques based on attribute lifetimes that allow most attributes to be
stored in global variables or stacks [JP90b], resorting to a more systematic technique such as binding trees
[SV91] for the very few that remain.

Conditional productions introduce a new way to choose between the various alternatives applicable at a
given point. To take this into account, the back-end should generate a new production selector. The selection
of a production which has been renamed from a conditional production occurs when the pattern match implied
by the underlying production succeeds, and the condition specified in the extended form is satisfied. Of course,
this is only possible when the condition is evaluable before—i.e. does not depend on—any attribute computed
in the production.

This restriction is clearly not acceptable. First, it strongly reduces the expressive power.3 Second, it is at
odds with the declarative character of the specification because it forces the writer to think about dependencies
and evaluation order.

To solve these problems we propose another syntactic form of conditional productions, called a factored form.
A possible factored form of the while example is given in Fig. 3. There are two important features to notice.
First, the conditions do not control all semantic rules, which allows the conditions to depend on attributes
computed in these independent rules (or on input attributes that depend on them). Thus, condition evaluation
may occur anywhere in the attribute evaluation process and not only at production-selection time. Second, the
precedence of the various conditions is now explicit.

From this factored form it is possible to produce a flattened form close to the type we have been using,
with a simple distributive transformation. The back-end can then collect the evaluation code generated for all
alternatives and can rearrange it into a common part followed by a classical conditional statement; this allows
the evaluation of the condition to occur elsewhere than at the beginning.

The validity of this process has been demonstrated by its implementation into FNC-2, which took only a
few man-weeks and indeed left the evaluator generator strictly untouched.

3For instance, the example of the while loop does not meet it.
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Factored form:
where while -> C E use
$h.env(C) := $h.env(while)
if [$c(C) = false] then scheme wt -> C use
$s.env(wt):= $h.env(wt)
end scheme
else scheme wr —-> C E W use
$h.env(E):= $h.env(wr);
$h.env(W):= $s.env(E);
$s.env(wr):= $s.env(¥W);
end scheme;
end where;

Figure 3: Factored form of the while example in Olga

4 Advantages of This Approach

4.1 A Declarative Programming Language

The extensions to the classical Attribute Grammar formalism proposed in this paper improve its expressiveness
and result in a language that is comparable in power to a first-order-only version of ML or Typol. While it
does not subsume the latter, this “new” language is attractive because it retains all the pleasant properties of
programming with Attribute Grammars:

e Extended specifications are still declarative, so that programmers do not need to worry about evaluation
order.

e They are well structured because the classical structuring paradigm based on productions is extended to
scheme productions and conditional productions.

These features are, in our opinion, quite useful. In particular, they allow a writer to specify an application in
an incremental way: from a kernel specification the complete application can grow and be tested little by little,
without damaging readability [JP90a].

The examples given in this paper are, unfortunately for us, too short to show the effectiveness of Olga for
developping large programs. For instance, most copy rules of the form $a(X):= $a(Y) can be automatically
generated and omitted from the program; this allows the developer to concentrate on important computations
rather than on simple information transfer [JP90a].

This programming language is already available in our FNc-2 system [JPJ190, JPG93]. FNc-2 provides
powerful mechanisms for composition and reusability [BJPR93, Bel93, Rou94]. It is a very flexible system which
can generate exhaustive or incremental attribute evaluators in C, Lisp, and ML, running on monoprocessor
or shared-memory multiprocessor machines [Mar94] and using sophisticated memory optimization techniques.
With companion processors, FNC-2 can generate complete applications. But it is also an open system that
can interface with many other tools. This allows a developer to fully exploit the complementarity of Attribute
Grammars with other programming paradigms (in particular, functional programming), by letting him select
the most appropriate language and system for each part of his application.

At first sight, allowing attributes to carry functional values (closures) and applying them in semantic rules
seems totally independent from the basic Attribute Grammar formalism and the work described here. This is a
first step towards making Olga a fully functional language, but not the topic of this paper.

Given that the choice of a programming language over another is a very subjective matter, it is not our aim
here to convert every ML or Typol programmer to Olga. In fact, it is clear to us that the Attribute Grammar
formalism is restricted, in that it is just a syntactic abstraction of some function or inference rule, and it does
not subsume these other formalisms and tools.

Besides, in our opinion, the real interest of our work is not the language itself but the computation model
that underlies it. This model is that of classical Attribute Grammars, and our work was “just” to extend its
applicability.

INRIA
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4.2 Cross-fertilization

The “new power” of the Attribute Grammar formalism enabled by our extensions leads us to re-examine the
results of thirty years of research and practice, and in particular the static analysis methods, in a larger context.
The basic observation is that, when Attribute Grammars are considered as a functional dialect, the evaluator
generation process can be seen as a functional program transformation system; this was exemplified in section 2,
with the lazy-ML version of bird and the ML program generated from the Attribute Grammar version. In this
respect, the simplicity of the Attribute Grammar formalism, which has often been derided in the past as a
weakness, now appears as a strength. Indeed, it allows many static analysis techniques to come up with very
precise results (and even with exact results in the case of the plain circularity problem [Jou92]).

For instance, the evaluator generator in FNcC-2 performs an extensive analysis of all relations (dependen-
cies) among all attributes to determine the most efficient way to compute them. This kind of analysis can
be compared to optimization techniques such as strictness analysis in lazy functional languages. In addition,
memory optimization techniques based on attribute lifetime analysis [JP90b] can be seen as an interprocedural
transformation that allows to reduce the memory requirements of a functional program. In both cases, these
techniques have been extensively studied in the context of Attribute Grammars and have been validated through
the implementation and use of systems such as FNc-2 and LIGA.

We have recently begun to explore other tracks. For instance, preliminary studies [Dur94] suggest that
descriptional composition [GG84, RJP94, Rou94] and deforestation [Wad88] lead to equivalent results, although
they operate quite differently. Furthermore, attribute lifetime analysis gives new insights on the update-in-place
problem for functional programs [Dur94, DPJ94]. More work is needed to decide whether this approach is
actually fruitful.

Other classical Attribute Grammar paradigms that deserve an interpretation in terms of functional programs
include incremental evaluation [Rep84, Par88], parallel evaluation [Jou91, Mar94] and our work on reusability
and genericity [BJPR93, Bel93, Rou94].

It is clear, however, that we are only at the beginning of this road, and there are presently many more
questions than answers in this area. We are strongly interested in actively studying this topic in the future.

5 Conclusion

In this paper we have argued that in the term “Attribute Grammar” the notion of grammar does not necessarily
imply the existence of an underlying tree, and that the notion of atiribute does not necessarily mean decoration
of a tree. We have presented two simple extensions to the Attribute Grammar formalism that allow the full
exploitation of the power of this observation. They are consistent with the general ideas underlying Attribute
Grammars, hence we retain the benefits of the results and techniques that are already available in that domain.

Our goal in providing these extensions to the Attribute Grammar formalism is to bring this powerful tool
into a larger context of usefulness and applicability. The Attribute Grammar programming style (declarative
and structured) and existing Attribute Grammar techniques (static analysis) become more general under this
extended view and reveal themselves as complementary to other formalisms such as functional programming or
inference rule programming.

This approach is of practical interest because the mechanisms necessary to support the extensions proposed
here were already part of the FNc-2 system, which has proved its usefulness on real applications; this made their
implementation easy. It is also promising because it opens the way to the application of good results developped
for Attribute Grammars to other programming paradigms.

Acknowledgments We owe a lot to Isabelle Attali for long and hard discussions which resulted in the ideas
presented here, to Uwe Assmann, Pierre Weis and Christian Queinnec for their encouragements and to David
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Final words By the way, we can now write the following:
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Factorial function defined by an Atiribute Grammar:
FACT = with scheme

fac-t ->

fac-r -> FACT
end scheme;

attribute grammar FACT($n:int) : ($r:int) is
where fac-t [$n <= 1] -> use

$r :=
end where;
where fac-r [] -> F use

1;

$n(F) := $n - 1;
$r := $n * $r(F);
end where;
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