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Abstract: Observers are usually formulated as explicit systems of differential equations and
implemented using standard ODE solvers. In this paper, we show that there can be advan-
tages in formulating the observer as a DAE (Differential-Algebraic Equation). A canonical
DAE observer is proposed and it is shown that it can be implemented using standard DAE
solvers. The DAE implementation of the observer can be considered regardless of the design
philosophy used (extended linearization, Lyapunov based, Lie algebraic, ...). We present a
simple design strategy for this canonical DAE observer based on the extended-linearization
method.
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Une nouvelle méthode de conception et
d’implémentation d’observateur

Résumé : Dans ce rapport, on montre qu’il peut étre avantageux de formuler le probléeme
de 'observateur sous la forme d’un systéme implicite particulier qui peut étre résolu par
les solveurs existants. Cette formulation implicite peut étre considérée indépendamment de
la technique de conception utilisée (linéarisation étendue, Lyapunov, nonlinéaire,...). On
présente une stratégie simple pour la construction d’un observateur implicite dans "optique
de la linéarisation étendue.
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1 Introduction

We consider the problem of observer design for multivariable nonlinear systems with m
inputs and p outputs described by

t = f(z,u) (1.1)
y = h(z). (1.2)

The state z is assumed to belong to an open set X C IR™ and input u to an open set
U C IR™. We assume that f and h are C? vector fields on JR® and IRP, and that the p
measurements in (1.2) are independent.

The problem of observer design consists of finding a scheme for reconstructing the state
x based on past and present (known and/or measured) values of the input u and the output
y. This problem has been extensively studied in the past, both for linear and nonlinear
systems. There are essentially two approaches to the problem of state reconstruction for
nonlinear systems. In the first approach, which is a natural extension of linear observers
and is very commonly adopted (for example see the techniques presented in the comparative
study of [15]), the objective is to construct a vector field k such that the solution z(¢) of the
observer

&= k(&,u,y) (1.3)

converges to the true value of the state # (in some design methods, k can also depend
on time and/or the derivatives of u). The advantage of this approach is that (1.3) is an
explicit system and can be solved using standard ODE (Ordinary Differential Equation)
solvers. The other approach to observer design is to work directly with system equations
(1.1)-(1.2), either formulating the estimation problem as a nonlinear algebraic system of
equations which must be solved periodically using for example Newton’s method (see for
example [12]), or formulating it as an optimization problem over some sliding finite horizon
which is again solved periodically [11]. This second approach has many advantages because
it is not constrained by the “artificial” requirement that the solution be expressed in the form
(1.3); the drawback is that it requires development of specific code for its implementation.

In this report, we present an alternative to these two approaches. In particular, we show
that there can be advantages in formulating the observer as an implicit (descriptor) system
which can then be solved using a DAE (Differential-Algebraic Equation) solver. Even though
this method is closer in spirit to the second approach described above, because DAE solvers
compute the solution of algebraic equations by Newton iterations at every time step, it does
not require any custom code development.

Allowing the observer to be an implicit system provides an additional degree of free-
dom which is useful regardless of the observer design method used (extended linearization,
Lyapunov based, Lie Algebraic,...). We shall focus our attention on extended-linearization
method and propose a simple strategy for the design and implementation of a DAE observer
based on this method.

In Section 2, we propose a canonical DAE observer and study some of its properties.
Extended-linearization approach is used in Section 3 for developing a method for choosing
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4 R. Nikoukhah

the parameters of this DAE observer to meet needed performance and stability criteria.
Section 4 is devoted to implementation issues. An example is presented in Section 5.

2 Descriptor formulation of the observer

System (1.1)-(1.2) is a DAE in # (u and y are supposed to be known). This over-determined
(n unknowns, n+ p equations) DAE describes all the constraints (information) that we have
for constructing &. To make this DAE integrable, we can do relaxation by introducing a
p-dimensional vector A(¢) into this DAE. One way to introduce A is as follows:

& = f(&,u)+ gV (2.1)
0 = y—h(@)+A (2.2)

This DAE is very special because we can easily solve for A in (2.2) and substitute the result
in (2.1) obtaining an ODE; the result is an observer of the form (1.3). This construction is
used (even though it is not presented this way) in most full-order observer design methods.

So, we see that introducing A as in (2.1)-(2.2) leads to the usual explicit formulation of
the observer. It is surprising to see that relaxation is introduced in (1.2), specially if the
measurement noise is small, since this equation gives directly the value of a projection of y
and constructing an z that satisfies this equation is in general not very difficult. So let us
not introduce A in (1.2) and consider the DAE obtained from (2.1) and

0=y— h(z). (2.3)

It turns out this formulation is closely related to reduced-order observers. The index of this
DAE is at least 2 and can be arbitrarily large (index of a DAE is the number of times we
need to differentiate the algebraic equations to obtain an ODE, see [5]). This can make the
solution very sensitive to noise (see Example 2.3); this of course is a well known problem of
reduced-order observers [6]. In fact, in general, this DAE cannot be solved by existing DAE
solvers because, even though recently powerful DAE solvers have been developed for index
2 and index 3 systems, the only case where DAE solvers do not require that the system have
any special structure and work as reliably as ODE solvers do, is the index 1 case. In fact,
what really makes the DAE (2.1)-(2.2) tractable is that it has index 1 —differentiating (2.2)
once yields an ODE in & and A- and not its special form.

2.1 Canonical DAE observer

In formulating the DAE observer, we like to introduce the relaxation variable A in such a
way that the index of the resulting DAE does not exceed 1 without introducing A into (1.2).

Lemma 2.1 The following DAE has index 1:

i o= f(&,u)+ he(@)T A+ v(u, 2, A1) (2.4)
0 = y—nh(2)

INRIA
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where f and h are defined as in (1.1)-(1.2), hy denotes the Jacobian matriz % and v is any
function which may depend on u, &, A and time.

Note that allowing v to depend on y does not increase the generality of the formulation
because y = h(Z).

Proof: By differentiating (2.5), we obtain:
he(2)2 =g (2.6)

which combined with (2.10) yields the DAE

(nto 7 )( : )= (e ). (27)

But this DAE is in fact an ODE because, thanks to the assumption that the measurements
are independent, hy (&) has full row rank which implies that the matrix on the left hand side
of (2.7) is invertible. O

For (2.4)-(2.5) to be a proper relaxation of (1.1)-(1.2), by setting A = 0 in (2.4)-(2.5), we
should get the equations in (1.1)-(1.2). This clearly implies that for A = 0, we must have

v(u, &, A, t) =0. (2.8)
In this report, we shall consider the case where v can be expressed as
v(u, &, A1) = T'(Z, u) A (2.9)

This of course is not the most general formulation. It is however enough for the approach
presented in this report. So here we shall consider the canonical DAE observer:

2 = f(@u)+he(2)TA+T(2,u)A (2.10)

= y—h(z). (2.11)

We have shown than (2.10)-(2.11) is a proper relaxation and has index 1. But this is not
enough, we must show that A and A actually converge to zero (which under observability

assumption implies that & converges to the unknown state z) for proper choice of T'. Let us
examine the convergence issue on an example.

Example 2.1: Consider the following system

T
T3

sin(z2)

a1y LY = I (2.12)
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6 R. Nikoukhah

where input u is uniformly continuous and bounded. The observer for this system, as we
have proposed in (2.10)-(2.11), is the DAE:

21 = sin(Z2) + 71 A (2.13)
0 = y—iy (2.15)

where «; denotes the ¢-th entry of I'. It is straightforward to verify that this DAE has index
1 and that it can easily be integrated using standard DAE solvers. Let us now examine the

“error equation”. Let
I=&—=x (2.16)

Then from (2.12) and (2.13)-(2.15), besides Z3 = 0, we obtain:

o= mA (2.17)
0 = Fu+ A+ A (2.18)

which can be expressed as the following ODE:

<x;):<—0u llm)(?) (2.19)

So the error equation is a linear equation but depends on the known (measured) input wu.
In this case, we can find ' by a simple Lyapunov argument. In particular, consider the
Lyapunov function

V=i+a), a>0. (2.20)
Then, .
V = 2(y1 — au)d A — 2227 (2.21)
Let
n=ou, >0, (2.22)

then V' is decreasing and A converges to zero (Theorem 4.8 of [10]). This, using the fact
that A is uniformly continuous, implies that A converges to zero as well. Thus A is a proper
relaxation.

Note that just because the relaxation is proper, it does not mean that ; converges to z;.
For example, if u is constant and equal to 0, z; is completely decoupled from y and clearly
cannot be estimated. It is straightforward to verify that in this case the original system
is not observable. To guarantee observability, we need to make additional assumptions on
u. In particular, if u is “persistently exciting”, as A and A go to zero, thanks to (2.18), Z;
should go to zero as well.

In this example, the error equation was linear for the canonical DAE observer; it would
not be linear for standard ODE observers. This of course is not always the case, however,

INRIA



A new methodology for observer design and implementation 7

since in the DAE approach, we can substitute the measured states by the corresponding
outputs which are common to both the original system and the observer, we often obtain a
simpler, “more linear” error equation, compared to the original system or what we would
obtain using standard observers. This is an important advantage of the DAE approach
which is clearly illustrated by the following example.

Example 2.2: Consider the system

t = Az+g(z) (2.23)
y = Cx (2.24)

where A and C' are constant matrices and g is such that there exists a function j satisfying
g9(z) = j(Cx) (2.25)
for all . The canonical DAE observer in this case is:

= Aé+g(&)+CTA+TA (2.26)
= Ci (2.27)

< &

But thanks to (2.25), ¢(&) = g(x), so the error equation becomes

i = Ai4+CTA4TA (2.28)
y = Cz (2.29)
which is linear. This is reminiscent of nonlinear observer design and in particular the con-
struction of the observer normal form. Note however that in the DAE approach, the output

injection which linearizes the error dynamics is done automatically because it is built in the
formulation of the observer.

2.2 Stability Analysis

In the general case, we cannot express the estimation error in terms of a linear system. So,
we consider here the local behavior of the error around zero. To carry out the local analysis,
we need to make some assumptions.

Assumptions A: Initial condition #(0) and input function u(t) are such that if we let z()
denote the solution of (1.1)-(1.2), we have the following properties:

e f, and its first and second order partial derivatives with respect to & are bounded in
a neighborhood of (z(t), u(t)), uniformly in ¢,

e h, and its partial derivative with respect to « are bounded in a neighborhood of z(t),
uniformly in ¢,

RR n"2677



8 R. Nikoukhah

. (hth)_l and T are bounded in a neighborhood of (z(t), u(¢)), uniformly in ¢.

Lemma 2.2 Under Assumptions A, if the estimation error, T = & — x, associated with the
canonical DAE observer (2.10)-(2.11) is sufficiently small, we have:

< é _th@)T ) < i ) - ( fZif;S‘) F(%u) ) ( i ) +O([12]*). (2.30)

Proof: Using (1.1)-(1.2) and (2.10)-(2.11), we obtain

p—i = (@, u)— f(a,u)+he(2)T A+ (&, u)A (2.31)
= h(2)— h(z), (2.32)
from which, using
h(z) — h(z) he(2)2 + O(||Z]|) (2.33)
f@u) = flz,u) = fol2,0)z+O(|2]?), 2.34
we get (2.30). O

In general, local behavior and in particular local stability of nonlinear DAE’s cannot be
studied by their linearizations. There exist however special cases where local stability can
de deduced from stability of the linearization (for an example see [16]). It turns out that
(2.30) corresponds to such a special case and that the linear time-varying DAE

( é —hxo(f)T )é: < fﬁfj% ) (@ u) )5 (2.35)

u
) 0

can be used to establish local stability property of the nonlinear error equation associated

with the canonical DAE observer.

Theorem 2.1 Under Assumptions A, if the origin in (2.35) is exponentially stable, the esti-
mation error ¥ = & —x, associated with the canonical DAFE observer, converges exponentially
to zero provided £(0) — z(0), and A(0) are sufficiently small.

Proof: Consider the coordinate transformation:

Q(t) ( 2 ) = ( i ) (2.36)

INRIA
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For Z sufficiently small, Assumptions A hold also for the time trajectory (&, u(t)) in which
case it is straightforward to show that Q(¢) is bounded and has a bounded inverse. Express-
ing (2.30) in this new coordinate system, we obtain (dropping the explicit dependence in ¢

to simplify the notations), assuming that & and X are sufficiently small,

& = (fx(i’: w)Qi1+ (2, u)Qa — Q1 + hx(i’)TQu) &1+

(fx(f,u)ng—}—I‘(i‘,u)Qm—Q12—|—hx(§:)TQ22) 52-1-0(' ¢
0 = ( (2)Q12 — Qa2 €2+OH &
But,
Q2 = hg(2)"
Q22 = I
Q22 = 0

ho(2)'Qa1 = Qu— ho(8)" Qu
which can be used to simplify (2.38)-(2.39) as follows:

3

A&+ B(t)Es + O(H &

0 = (he(2)ho(2)" £z+oH &

where
At) = fol#,u)Qu1 + (&, u)Qo1 — hy(2)T Qi
B(t) = [fol#,u)Qua+(,u)Qzn — ho()".
Since h;(2)h;(2)T has a bounded inverse, from (2.45), we conclude that
= O([lé”).
On the other hand, hx(i)T is bounded since
Oh(2)d |
hx T _ o\ L)L
() Oz I
and using (2.7) and (1.2), we can show that
i N z
&= f(z,u)+ O( \ ‘)

RR n"2677
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So A(t) and B(t) are bounded. B(t) bounded implies that (2.44)-(2.45) is equivalent to

& =AM& +0(&l?). (2.51)
And A(t) bounded implies that (2.51) is locally exponentially stable if the linear time-varying
system

& = At (2.52)
is exponentially stable (see for example [10], ch. 4). But exponential stability of (2.52) is
equivalent to that of

&
0

A(t)ér + B(t)& (2.53)
(ho(2)ho(2)7) &2 (2.54)

which is nothing but (2.35) expressed in coordinate system

( 3 ) = Qe (2.55)

This proves the theorem. O
Corollary 2.1 Suppose Assumptions A hold and the origin v =0 in
b = (P(2(t), u(t) + D(@(0), u(®) H (2 (1)) v (2.56)
s exponentially stable where
H(z) = —(ha(2)he(2)") ™ ho(z)” (2.57)
Fi,u) = fol#,u) (1+ (hx(i’)T + W ' ) H(:@)) : (2.58)

Then, the estimation error & — x, associated with the canonical DAE observer, converges
exponentially to zero provided #(0) — 2(0) and A(0) are sufficiently small.

Proof: If (2.56) is exponentially stable then

€1 = (F(2(t), u(t)) + D(&(t), u(t)) H(2(1)) & + O(Iéa 1) (2.59)
is locally exponentially stable. But thanks to (2.46)-(2.50), (2.59) is equivalent to (2.51).0

Let us suppose Assumptions A hold for all z € X and u € Y. The observer design problem
reduces to that of finding a T' that stabilizes (2.56). There is no systematic design procedure
for constructing such a I'. In some cases, a constant ' may suffice, and the problem becomes
closely related to the robust stability problem with parametric uncertainty for which many
solutions have been proposed in the Ho, control literature (see for example [7, 13]). In other
cases, Lyapunov functions may be used for constructing more general I'’'s. In Section 3,
we will consider selection of I' to satisfy stability criteria related to extended-linearization
considerations. Even though this method does not guarantee stability of (2.56), unless
additional assumptions are made, it provides a systematic design procedure and yields a
satisfactory observer in many situations, in particular when system inputs are slowly time-
varying.

INRIA
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2.3 Relationship with reduced-order observers

In this section, we examine the relationship between the DAE observer and reduce-order
observers. In Example 2.1, we have seen that the part of the state which is directly observed,
in this case xs, is “estimated immediately” just as in case of reduced-order observers. The
resemblance with reduced-order observers however ends here. In particular, observer (2.10)-
(2.11) does not have the well known problem of sensitivity to high frequency noise that
reduced-order observers have. Let us illustrate this point by a simple example.

Example 2.3: In practice, there is no point applying the DAE observer to linear systems
because, in this case, the DAE solver which is a linear descriptor system, can be transformed
into an explicit linear system. However, examining the result on a simple example can shed
some light on the properties of the observer and in particular its relationship with full and
reduced-order observers. So, consider the linear system

{].:1 - 52 . y=x (2.60)

9 =
The standard full-order observer for this problem (expressed in Laplace domain) is:
1
5;:27<715+72 )y (2.61)
s*+ 185+ 72 728

where v; and 7, can take any positive (to guarantee stability) values. The reduced-order
observer (see [9], Section 4.3) for this system is:

(&)

where ~ is any positive scalar. To show why this reduced-order observer is more sensitive
than the full order observer, let us suppose that the measurement available for the observer
is not exactly y(t) but rather y(t) + v(t) where v(t) is a small but high-frequency noise. It
is easy to see that in the case of reduced-order observer, the estimation error is

,l:< % )y (2.63)

So the error in the estimation of #; is small (= v(t)) but the error in the estimation of x4
can be very large since at high frequencies,

. Vs
o = ~ 2.64
T2 5—1—71/ T ( )

and v must be large for fast convergence of the estimation error. The estimation error of z»
in the full order case on the other hand is a low-pass filter applied to v and it is less sensitive
to high frequency noise.

RR n"2677



12 R. Nikoukhah

Let us now examine the observer obtained by DAE approaches. First consider the DAE
(2.1), (2.3). If we let I'7 = [0 4], regardless of the value of v, we obtain the observer

(- ()

which is the exact solution (in the absence of noise) but it is clearly very noise sensitive
because the estimation error on x5 equals ©. If we let I'Y = [1 4], we obtain the reduced-
order observer (2.62).

On the other hand, the canonical DAE observer (2.10)-(2.11) yields the following observer

i=( (2.66)

s24y1 5472

which means that the estimation of z; (#; = y) is just as in the case of reduced-order
observer but the estimation of z2 (which was noise sensitive in the reduced-order case) is
just as in the full order observer case.

3 Extended-linearization method

Nonlinear observers which are based on linearizing the observation error dynamics by trans-
forming the system into observer normal form exist only for a restricted class of systems.
Even if such a transformation does exist for a system, this method which requires the com-
putation of multiple Lie derivatives involving f and h may not be appropriate if f and A do
not model the plant very accurately. In some applications such as in robotics problems, the
model is constructed from analytical considerations (physical laws) so even if the parameters
of the model do not match exactly those of the real system, the derivatives of f and h are
still meaningful. In other applications, however, such as those encountered in chemical and
automotive industry, f and h are often identified and their derivatives can be very different
from those of the real f and h (if they exist at all). Standard linearization around a single
equilibrium point, in general, cannot be successfully applied to these systems either. Even
though inputs of such systems are often reference signals which vary slowly or are constant
over long periods of time, these systems usually have multiple and distant operating points.
Extended linearization is one way to address these problems.

Extended linearization is a generalization of linearization around a single operating (equi-
libium) point. So let us first consider this latter case.

3.1 Standard linearization

Consider the stability of the equilibrium point (4 = ug, * = & = 29, A = 0). In this case,
thanks to Theorem 2.1, we need to study the stability of

(o 757 )e= (T o )e @1

INRIA
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Theorem 3.1 Suppose hy(xg) has full row rank. Then, the finite eigen-modes of the DAE
(3.1) correspond to the eigenvalues of the matriz Ay — JCy where Ag = fr(2g,uo), Co =
hy(z0), and

J = (A4CT + T)(CoCT) L. (3.2)

Proof: Finite eigen-modes of the DAE (3.1) are the finite eigen-modes of the matrix pencil

@) (& o))

which after a few simple elementary operations (which clearly does not affect the eigen-modes

of the pencil) becomes
I 0 Ag—JCy ACT +T
0 0 )’ 0 CoCT

where J is given in (3.2). Note that CoCZ is invertible so the pencil has index 1 and

I 0 Ag—JCy ACT+T _
det <3< 00 ) - < 0 CoCT =0 (3.3)
if and only if
det (SI - (AO - JCO)) = 0, (34)
proving the theorem. d

Corollary 3.1 Let Ag and Cy be as defined in Theorem 3.1 and suppose that Cy has full
row rank and (Cy, Ao) is observable. Then the finite eigen-modes of (3.1) can be arbitrarily
assigned by proper choice of I'.

Proof: Since (Cy, Ag) is observable we can find H such that the eigenvalues of Ag — HCy
have the desired values. Now let

['= (HCo— A)CY. (3.5)

To show that this choice of T' does the job, we use the result of Theorem 3.1 from which we
get that the finite eigen-modes of (3.1) equal the eigenvalues of

Ag—JCy = Ag— (ACT +T)(CoC)™ 1y
= Ay— HCy. (3.6)
This completes the proof of the corollary. a

So in the context of standard linearization, I' can be constructed as proposed in (3.5).

RR n"2677



14 R. Nikoukhah

3.2 Extended linearization

The idea of Extended-linearization in observer design has been introduced in [2, 3]. The
main idea in this approach, which is closely related to the gain scheduling technique, is to
guarantee local stability of the error dynamics of the observer not just around an equilibrium
point but for a family of equilibrium points.

Definition 3.1 £ CU x X is called an equilibrium set if all (ug, xo) € € satisfy f(xo, ug) =
0.

Theorem 3.2 Let £ be an equilibrium set such that for all (ug, zo) € £, we have
1. hy(xg) has full row rank;
2. (hg(xo), fz(20,uo)) is observable.

Then there exists T'(&, u) such that the error dynamics associated with observer (2.10)-(2.11)
is locally stable around every equilibrium point in £ provided £(0) = &(0)—z(0) is sufficiently
small.

Proof: Let J(&,u) be an n x p matrix with entries which are functions of & € X and v € Y
such that fy(&,u) — J(Z, u)hy(Z) is Hurwitz for all (u, Z) € £ and let

[(#,u) = (J(&, u)he (£) — fo (&, 0))ha ()" (3.7)

To show that this I' satisfies the conditions of Theorem 3.2, we first need to show the
following key lemma.

Lemma 3.1 Let (ug, o) € € and consider an equilibrium point & = xg, & = Zo, and A = Ao

for (1.1)-(1.2) and (2.10)-(2.11) associated with constant input ug, i.e.,

= flzo,u) (3.8)
= fl@o,uo) + T (2o, uo)Ao .
y = h(zo) = h(zo) (3.10)

where T is defined in (3.7). Then there exists § > 0 such that if ||&o — x| <, (3.8)-(3.10)
imply that &g = xg and Ao = 0.

Proof: Suppose for all € < § there exist Zg, zo and Ag satisfying (3.8)-(3.10) such that
[[Zo — 2o|| < €, and Fg = &g — 2o and/or Ag is not zero. For e sufficiently small, from

(3.8)-(3.10), with O(e?) accuracy, we get

< th(f&ﬁo) F(x%’ ) ) < ﬁi ) =0 (3.11)

INRIA
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So to prove the Lemma we must show that the matrix in (3.11), which using (3.7) can be
expressed as
< fe(zo,u0)  (J (w0, u)he(20) — fo(wo, uo))he (x0)” )
hx(lo) 0 !

is invertible. But it is easy to show that, by elementary operations, this matrix can be
transformed into

< fo(zo,u0) — J(zo, u)hs(z0) 0 )

h (w0) ho(20)he (20) )7
which is invertible because (1, 1)-block entry is Hurwitz by construction and the (2, 2)-block
entry is invertible because hz(z¢) has full row rank. This proves the Lemma. a

Thanks to Lemma 3.1, we know that the equilibrium points around which we need to
linearize (1.1)-(1.2) and (2.10)-(2.11) coincide as far as z is concerned and the equilibrium
point A in (2.10)-(2.11) cannot be anything else but 0. So we are in the same situation as
in the standard linearization case discussed earlier, for every (ug,zg) € £. By construction
fo(zo,u0) — J(x0, u)hy(20) is Hurwitz, so I' as defined in (3.7) locally stabilizes the system
around all equilibrium points (see the proof of the corollary of Theorem 3.1). g

There are various ways to construct matrix J(&, u) (and thus I'(#, u)). This matrix must
be selected such that fy(&,u) — J(Z,u)hy(Z) is Hurwitz for all (u, ) € £. In some cases, it
is straightforward to do that for all (u,Z). In other cases however, we need to restrict the
domain to £ to reduce complexity or avoid singularities. Let A(Z,u) and C(Z,u) denote

respectively fi(Z,u) and hy(Z) restricted to &:

Az, u) = fx(fau)ku,a:«)es (3.12)
Cz,u) = hgl: (3.13)

>

)l(u,i‘)EE

Then, J(&,u) must be selected in such a way that A(z&,u) — J(&,u)C (&, u) is Hurwitz. In
following sections, we give two methods for constructing J(z, u).

Note that, in general, A(#, u) and C(&, u) are not unique and can be expressed in different
ways. But, it is not always possible to express them independent of Z (which means that
equilibrium points cannot always be parameterized by inputs). To illustrate this point, let
us consider the following simple example which has no input u.

{*’?1 — P y=m (3.14)

T2 L1L2

Clearly the equilibrium point corresponds to 3 = 0 and z; arbitrary which implies that

A, u) = <8 A ) (3.15)

In this case C(&,u) = ( 10 )

RR n~"2677
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3.3 Exact eigenvalue placement

If p =1 (single output case), we can use Ackermann’s formula [1] to construct J(&,u) such
that
o;(&,u) = eigenvalues of [A(Z,u) — J(&, u)C(Z, u)] (3.16)

have desired constant values. Let w(s) be the polynomial having o;’s for roots where o;’s
are the (constant) desired eigenvalues, then

0
J(#,u) = w(A@,u))o ' | © (3.17)
1
where O denotes the observability matrix:
C(&,u)
0= C(&, u)A(Z, u) (3.18)

The nice thing about this formula is that it gives an explicit expression for J(&, u). There is
no equivalent formula for the p > 1 (multi-output) case, since imposing w does not uniquely
determine J. However, if A(Z,u) is cyclic for all admissible equilibrium points (of interest),
we can find a 1 x p vector v(#,u) such that the pair (v(z,u)C(&,u), A(Z, u)) is observable
(in fact “almost any” vector v does the job, and in particular we can take v to be constant).
Then using Ackermann’s formula on this new pair we get:

0
Ji(#,u) = w(A(E, u)ort | ° (3.19)
1
where (O; denotes the observability matrix:
vC (&, u)
0, = vC (&, u) (Z,u) (3.20)
oO(&, u) A(&, u)*—L
and thus we can let
J(&,u) = Ji(&, u)v (3.21)

If A(2,u) is not cyclic, it is possible to find a preliminary output injection J, such that
Ay (2,u) = A2, u) — J,C(2,u) (3.22)

is cyclic so that the previous method can be applied again (see [9], Section 7.1.2).
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A new methodology for observer design and implementation 17

3.4 Regional eigenvalue placement

Often, the exact locations of the eigenvalues of the error dynamics, (&, u), are not so
important. In many cases, it is enough to require that they be “sufficiently stable” i.e.,

V(&,u), Re(oi(z,u)) < —a (3.23)
for some positive scalar «.
Lemma 3.2 Let X be any positive definite matriz and let
P(&,u) >0 (3.24)
be the unique positive definite solution of the Riccati equation

2aP(&,u) + A(z,u)P(2,u) + P(2,u)A(z,u)" — P(2,u)C(&,u)" XC(&,u)P(2,u) + I = 0.

(3.25)
Then (3.23) holds if .
J(&,u) = §P(:i=,u)C(;f;,u)TX. (3.26)
Proof: From (3.25) and (3.26), we obtain
2aP(z,u) + (A(2,u) — J(&,u)C (&, u))P(z,u) + P(z,u) (A&, u) — J(2,u)C(,u))T + T
(af + A(,u) — J(&,u)C(&,u))P(2,u) + P(2,u)(al + A(Z,u) — J(2,u)C(z,u))T +T = 0
(3.27)

but this is nothing but a Lyapunov equation which implies that al+A(z, u) — J (&, u)C(&, u)
is stable which is equivalent to condition (3.23).
To show that (3.25) has a unique positive solution, simply note that it can be rewritten

as
(ol 4+ A(2,u))P(2,u) + P(z,u)(al + A(z,u))" — P(2,u)C(2,u)' XC(2,u)P(2,u) + T =0
(3.28)

which is a standard Riccati equation which has a unique positive solution provided
(C(&,u), ol + A(Z,u)) is observable, (3.29)
(al + A(z,u),I) is controllable. (3.30)

The first condition holds because (C(Z,u), A(Z,u)) is observable and the second is trivial.
O

Note that matrix X (which may also depend on u and #) is an additional tunning
parameter which can be used to adjust the behavior of the error dynamics.

Lemma 3.2 provides a straightforward method for constructing J(&, u) and thus T'(z, u).
However, it does not provide an explicit solution for it. To construct J(&, u), we need to solve
the Riccati equation (3.25). This may or may not be feasible in real-time. In most cases,
we need to precompute J for a reasonably dense set of u’s and #’s and use, in real-time,
interpolation or similar methods commonly used in gain scheduling.
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4 Implementation issues

Numerical implementation is an issue which is rarely considered in the observer design
literature. The reason for that is that, in most cases, the final implementation is done using
standard code for ODE’s which are known to be very reliable. Thanks to its particular
structure, the canonical DAE solver can also be implemented using existing reliable codes;
but in this case, DAE solvers.

Implementing observer (2.10)-(2.11) is not much different from implementing a standard
ODE based observer; we simply have to use a DAE solver instead of an ODE solver.

Most DAE solvers are based on the BDF (Backward Differentiation Formula) method
introduced originally in [8]. Consider the DAE

F(t z2) =0. (4.1)
The first order BDF method consists of discretizing (4.1) as follows

k41 — Rk (4 2)

Ftryr, 2k41, :
teyr — g

At each time step, zx41 is computed in terms of z; by solving a set of nonlinear algebraic
equations (usually by Newton’s Method).! This single step method can be generalized to
a multistep method by expressing z at ¢ = fx41 by the derivative of a polynomial that
interpolates the computed solutions z;, j = k+1—n,....,k+ 1, evaluated at t = ;4. The
multi-step BDF DAE solver is particularly well suited for solving uniform index 1 problems.

Definition 4.1 ([5], Sec. 3.2) The nonlinear DAFE ({.1) is said to be uniform indezx 1 if

the indez of the matriz pencil {A, B}, where A = F;(t,z,z) and B = F,(t,z, %), is one for
all (t,z, %) in a neighborhood of the graph of the solution of (4.1), and if

1. the partial derivatives of A with respect tot, z, z exist and are bounded in a neighbor-
hood of the solution,

2. the rank of A s constant in a neighborhood of the solution.

Expressing the canonical DAE observer (2.10)-(2.11) as in (4.1) yields:

() (D)= [t o s

Lemma 4.1 Under Assumptions A, for & sufficiently close to x, the DAE observer (2.10)-
(2.11) is uniform indez 1.

The proof is straightforward and is omitted.

IThis is in contrast with the case of ODE solvers where explicit Euler discretization leads to an explicit
expression for zp 4.

INRIA
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Theorem 4.1 ([5], Sec. 3.2) Let (4.1) be a uniform index 1 DAE on an interval I =
[to,to + T]. Then the numerical solution of ({.1) by the k-step BDF with fized stepsize €
for k < 7 converges to O(€*) if the initial condition is correct to O(e*) accuracy and if the
Newton iteration on each step is solved to O(e**1) accuracy.

Finding a correct initial condition for (2.10)-(2.11) is rather easy; in particular, any z(0)
satisfying y(0) = h(2(0)) and any A(0) (in particular A(0) = 0) constitute a correct initial
condition. As for the choice of stepsize € and order k of the integrator, they depend on a
number of factors related to the performance of the measuring device (for measuring u and
y) and the computational power available. For example, it does not make sense to have €*
smaller than the magnitude of the measurement noise.

DAE solvers usually require that Jacobian matrices F, and F; be provided, if not, they
need to be estimated which can slow down the integration and increase the risk of failure.
Based on (4.3), these matrices can be easily computed:

F< ) ( —fu (@, u(t)) — a(hz(as)Txga}F(aé,u(t))A) U(&,u(t)) ) (4.4)

—hg(2) 0
iy - 67 w

&

>

A number of multi-step BDF codes are now available and widely distributed, such as
DASSL [14]. For a real-time application, DASSL may not be appropriate since it varies the
step size and in a real application, usually the measurements of u and y are available by
fixed step sampling. Moreover, it does a lot of error control, to “protect” the user, which is
not necessary for real time implementation. For experimentation however, DASSL provides
a nice platform. The following example has been implemented using DASSL.

5 Example

Consider the model of a three-phase current motor used in [4].

Ty L2
Ty = | Bi1— Aijzs— Asazsin(xy) — %32 sin(2x1) , Y= < il ) . (5.1)
T3 u(t) — Dizs + Do cos(21) 2

We use exact pole placement as discussed in the previous section to place the poles of the
error dynamics at (—10,—10, —10). First we need to compute A(#,u) and C (&, u). Then we
have to find J(&, u) such that the eigenvalues of A(&, u)— J (&, u)C(z, u) are all equal to —10
for equilibrium points (u, ). It turns out that we can place the eigenvalues for all (u, &) so
we don’t need to explicity compute the set of equilibrium states £. So let A(z,u) = fz (2, u)
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0 1 0
A(z,u) = —AsZzcos(Z1) — Bacos(221) —A1 —Assin(Zy) (5.2)
—D2 sin(;ﬁl) 0 _Dl
. 100
C(&,u) = ( 01 0 ) . (5.3)

This system has more than one output, so we must find a v such that the pair (vC(&, u), A(Z, u))
is observable. The obvious choice is v = ( 1 0 ) Letting

w(s) = (s + 10)? (5.4)
from (3.19) and (3.20), after some straightforward algebra, we get
30— A, — Dy
Jl(‘fi, U) = —AQJAJ?, COS(;i‘l) - BQ COS(Qi‘l) + 300 — 30A1 + A% - 30D1 + AlDl + D%
—Dz Sil’l(i‘l) - (Dl - 10)3/(A2 Sln(il))
(5.5)
Now using (3.21), we obtain
I(z,u) = (J(&,u)C(& u)—A2,u)C(2,u)"
30— A, — Dy -1
= 300 — 304, + A% - 30D+ A1 D1 + D% Ay . (56)
—(Dl - 10)3/(A2 Sin(i‘l)) 0
So, we get the canonical DAE observer:
]:}1 = £2+}\1+(30—A1—D1))\1—)\2 .
;i‘Q = Bl — Ali‘z — Ag;i‘g Sil’l(;ﬁl) — %BQ sin(?i‘l) + )\2—1—
. (300 — 30A; + A2 — 30D1 + A1 D1 + DI)A1 + A1)z (5.7)
.i‘g = u(t) - Dl.i'g + D2 COS(i‘l) - Al(Dl - 10)3/(A2 sin(;i’l)) '
y(t) = o
y2(t) = 22

Simulation results for the same values used in [4], i.e.,
D1 = 3222, D2 =19, Al = .2703, A2 =12.01, B1 = 39.19, B2 = —48.04

are given in Figures 1 through 4. The input is u = 2(1 + sin(2¢)).

6 conclusion

In this report, we have shown that there are advantages in formulating observers as DAE’s
which can be implemented using existing DAE solvers. A design method based on the
extended-linearization approach is presented.

INRIA



A new methodology for observer design and implementation

21

0.9

Simulation Result: x(1) and the estimate of x(1)

0.8

0.7 -

0.6 -

05 —

0.4

time

RR n"2677

Figure 1: z; and z; coincide exactly as expected
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0.2

0.0

Simulation Result: x(2) and the estimate of x(2)
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Figure 2: z5 and Z; coincide exactly as expected
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Figure 3: solid line: z3, dashed line: z3
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Simulation Result: relaxation variables

time

Figure 4: solid line: Aj, dashed line: As
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There are many possible extensions to the work presented here. An immediate one is
to allow the measurement equation depend on the input u, i.e., have y = h(z, u) instead of
(1.2) (this situation seldom comes up in real applications). All the results presented here
can be easily extended to this case. A more interesting extension is to consider the observer
problem with unknown inputs. Unknown inputs in a sense are relaxation variables, and
the problem of estimation with unknown inputs falls nicely into the DAE framework. The
difficulty in formulating the DAE observer in that case lies in proper combination of the
unknown inputs and the (reduced) set of relaxation variables (A’s) so that the resulting
DAE has the required properties. The observer with unknown inputs has applications in
residual generation for failure detection. In fact, the relaxation variable A can be directly
interpreted as a residual, so that, in this case, the canonical DAE observer can be considered
as a residual generator.
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