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Abstract: Numerical solution of the Zakai equation usually leads to large systems of
equations which have to be solved at each time step. An algorithm for the numerical
approximation of the Zakai equation is presented, based on discretization schemes provided
by Kushner, and by LeGland. We use an a posterior:i criterion based on truncation error,
to localize refinement regions. We apply the fast adaptive composite grid (FAC) method
introduced by McCormick for solving the resulting linear systems. Numerical tests are
presented, which show the efficiency of the FAC method.
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Une Méthode de Raffinement Local de Maillage
pour le Filtrage Non—Linéaire

Résumé : La résolution numérique de 1’équation de Zakai conduit généralement a des
systemes d’équations qui doivent étre inversés a chaque pas de temps. Un algorithme pour
I’approximation numérique de I’équation de Zakai est présenté, qui repose sur des schémas de
discrétisation proposés par Kushner, et par LeGland. Nous utilisons un critére a posteriori
fondé sur l’erreur de troncature, pour déterminer les régions a raffiner. Nous appliquons
la méthode FAC (Fast Adaptive Composite) introduite par McCormick pour résoudre le
systéme linéaire obtenu. Des tests numériques sont présentés, qui montrent I’efficacité de la
méthode FAC.

Mots-clé : processus de diffusion, filtrage non-linéaire, équation de Zakai, EDP stochas-
tique, méthode multigrille, FAC.
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1 Introduction

Nonlinear filtering is about estimating the state of a noisy dynamical system, using
noisy observations — see the model given by equations (1) and (2) below. It is well known
that the Kalman filter, or the extended Kalman filter, provides in a recursive manner the
expected value of the state of the system, given all the past available observations, see
e.g. Jazwinski [6]. Numerically, this filter is simple to compute and therefore is widely used.
On the other hand, the solution of the Zakai equation provides the complete conditional
probability density of the state, given the observations. It is more general and in some
cases, gives much better estimates of the state of the system than the extended Kalman
filter. But question on how to solve efficiently the large linear systems of equations arising
from the discretization of the Zakai equation, so as to satisfy as much as possible real-time
constraints, still remains, in particular when the state space is multidimensional.

The basic remark which we are going to exploit, is that in most nonlinear filtering
problems, and in particular when the observation noise is small, the conditional density is
well-localized in some small region of the state space. This is our motivation to use local
refinement techniques. One specific feature of our problem however, is that the conditional
density, which is the solution of the Zakai equation, is designed to track the solution of a
noisy state equation. For this reason, the adaptive refinement regions may have arbitrary
shape, and generally could not be predicted in advance. We propose to use the C programing
language and convenient data structure, in order to overcome the resulting programing
difficulties, and to optimise the software efficiency.

In Section 2, we present the Zakai equation, and its discretization with respect to time and
space. In particular, we propose a finite difference approximation scheme on a composite grid,
which ensures positivity of the solution of the resulting approximate equation. In Section 3,
we present our FAC algorithm for the Zakai equation, we describe the data structure which
has been used in the implementation, and we give some numerical results.

2 The Zakai equation and its discretization
We are interested in the following model, with state equation
dXy = b(Xy) dt + o(Xy) dWy (1)
and observation process
dY; = g(Xy) dt + dV; | (2)

Here, {X;,t > 0} and {Y;, t > 0} take values in R™ and R respectively and X, has proba-
bility distribution po(z)dx. {W;,t > 0} and {V;, t > 0} are independent Wiener processes
with the appropriate dimensions, and non-singular covariance matrix I (identity) and R
respectively. Let Yy = o(Y;, 0 < s < t) denote the o—field generated by the observations up
to time t. The problem is to compute at each time ¢, the conditional density p; of the state
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4 Z. Cai, F. Le Gland & H. Zhang

X4, given the past available observations ), so as to compute

BO(Y) | Y] = co- [ 6a) pu(a)dr

for any test function ¢ (here ¢; is a normalization constant). Under broad assumptions, the
conditional density p; is the unique solution of the following stochastic PDE, called the Zakai
equation [14]

dpy = L* pydt + p; ¢* R™1dY; (3)

where L is the infinitesimal generator associated with the diffusion process {X;, ¢ > 0}, i.e.

m 92 m 9
L=1 i) ———— b; (- , 4

i=1

with @ = (a; j) = o 0*. For basic references about nonlinear filtering and the Zakai equation,
see Jazwinski [6], Pardoux [11], and Rozovskii [12].

2.1 Time discretization

We introduce a uniform partition of the time interval [0, +00)
O=to<tr < - <ty < -+~

with constant time step A = 4,41 — 1,,. We use the splitting—up algorithm studied in Le-
Gland [9], which combines an implicit Euler scheme for the prediction step, and a Bayes
formula based on sampled observations :

A
n

z

1 I 1
A=Vl =5 [ A s+ S - Vi),
tn—1

for the correction step. Following [9], the conditional density p;, is approximated by p2,
where the transition from p2 | to p2 is divided into the following two steps :

e In the prediction step, we solve the following Fokker—Planck equation, between times
t,—1 and t,

Iy _

at

with initial condition p? = = p~ | at timet = t,,_1. The final value at time t = ,, gives

* N
T

the prior estimate pﬁ_lﬁ = p; . The Fokker-Planck equation is further discretized by
the Euler implicit scheme, which is unconditionally stable, i.e. we solve

[[—-AL] P$—1/2:Pr?—1 - (5)
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An Adaptive Local Grid Refinement Method for Nonlinear Filtering 5

e In the correction step, we use the new observation z2 and the Bayes formula, to update
the prior estimate pﬁ_l/Q, i.e. we compute

Pr? =Cn ‘I’r? Pr?—1/2 ) (6)

where
Un(z)=exp{ —3Az5 —g(@) |k } ,

and ¢, is a normalization constant. Here, the notation |- |z denotes the norm in R?
associated with the definite positive matrix R=1, i.e. |u|% = u* R™1u.

2.2 Finite difference on a regular grid

On a given m-dimensional regular grid Q" with mesh h = (hy, -, hy), we use the
upwind finite difference scheme introduced by Kushner [7], see also Kushner and Dupuis [8],
to approximate the partial differential operator L defined in (4). In this scheme, the first
order derivatives are approximated as

¢ (2 + eihi) — ¢(x)

h , if bi(z) > 0
9 i
oo (2) = )

o) - ‘bh("” — cihi) , if by(z) < 0

where ¢; denotes the unit vector in the i—th coordinate direction. The central second order
derivatives are approximated as

32_¢>($) 9@ teihi) —28(x) + ¢ (2 — ei hy)
dz? B h? )

i

and the mixed second order derivatives as

1 [¢(z+ehi+ehj)—¢(x+ehi) ¢(x+ehy)—o(x)

2h; h; h;
+¢(I) — d) (]3 — 6jh]') _ d) (I — €th) — d) (I — €Z'hz' — ejhj)
h; h; ’
82¢ if Cliy]'(;l‘) Z 0
xr)~
dzidz; 1 [¢(x+eihi) = (x+ehi —ejhj)  6(x) = ¢ (x—eh))
2h; h; h;

+¢(I—|—€]’hj) —q/)(r) 4)(‘I—6Z’hi—|—6jhj)—¢(;l‘—6ihi)

h; h; ’

if Cliy]'(;l‘) <0
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6 Z. Cai, F. Le Gland & H. Zhang

As a result, the infinitesimal generator L is approximated as

Lo()~Lho(x)= > LMa,y)é(y) ,

yeA™ (o)

where for all z € Q" A"(z) C N”(z) denotes the set of points in the grid Q* which are
accessible from z, i.e.

AM(x) = {& + gieihi + gjejhj, for all e;,e; € {0,£1}, 0 # 5 },
and N”(z) denotes the set of nearest neighbours of z, including z itself, i.e.
Nh(m) ={z+eiethi + - +ememhy , forall ey, - e, €{0,£1} } .

Notice that #A%(z) = 1+ 2m + 4%m(m —1)=1+2m? and #£N"(z) = 3™ respectively.
By identifying the coefficients of the matrix L?, we have for all x € Q"

h _
L(ff:x)—_z[hﬂ“()_'z zhhlw Zh_
i=1 IBE) i=1
1
Lh(aj,r:teihi) = ﬁai,i(l‘)— Z Zh h; |az,g(l’)|+ ( )
Jii#i
[
Lh(aj,x—i—eihi:l:ejhj) = thhjam(l’) ,
Lh(m r—eh; Fejhi) = ! ai»(l‘)
) 7' thhj ) !
L'z,y) = 0, otherwise,
foralli,5=1,--- . m,1# j. Let
Qh = U N"(x) and aQh =\ Q.

zeQNr

For a boundary point ¢ € 80", the definition of the finite difference approximation depends
on the boundary condition, see [7]. In any case, one can check that

VeeQh, > LMazy=0,

yeAr(z)
and under the additional assumption
Ve ER™, aiie)- Y oo—lai@] 20, i=1 ")
T a; i\ L) — o7 . 1A\ T ) t=1L-,m
RS o 2hay T
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An Adaptive Local Grid Refinement Method for Nonlinear Filtering 7

the matrix L” satisfies
Vee Q" LMaz,z)<0 and L'"x,y)>0 foreachyec Ax),y# .

Therefore, under the additional assumption (7), the finite difference matrix L” obtained
by this method can be interpreted as the infinitesimal generator of a pure jump Markov
process taking values in the discretization grid Q”. In addition, the matrix [ — A L] is a
M-matrix. As a consequence, the resulting approximation to the Fokker—Planck equation
will automatically be a discrete probability distribution (i.e. non—negative everywhere, and
adding up to one).

2.3 Finite difference on a composite grid

For simplicity, we consider the situation with two meshes : a fine mesh h = (hq, - -, hy),
and a coarse mesh I = 2h. We assume that a composite grid Q% is given as

Qh=qfu Q{‘OC where thoc = U Nh(:v) .
z€QH | refined

)

This defines a first partition of the composite grid Q2 into the set Q

loc
and the set Qff = QR\ QfF of coarse grid points, see Figure 1.

A fine grid point = € Q! _ is said regular if A*(z) C Qf . Similarly, a coarse grid point

loc loc*
z € Qfge is said regular if A"(z)N thoc = (. This defines a second partition of the composite

of fine grid points,

grid Q% into the set Q% of regular coarse grid points, the set Q% of regular fine grid points,
and the set Q% = Qk\ Q% of interface points, where oL — Q% U Q%, see Figure 2.

For any point z € Q2 we need to specify the set A%(z) of points in the composite grid
QL which are accessible from z, and to specify the corresponding finite difference coefficients
Lr(z,y), y € AL(z).

At aregular point z € Q%, we use the original finite difference scheme : at a regular coarse
grid point z € Q%, we use AL(z) = AH(z) and L2z, y) = LH(z,y) for all y € A# (z), and
at a regular fine grid point z € Q%, we use AL(z) = A"(z) and LA(z,y) = L"(z,y) for all
y € Al(z).

At an interface point z € Q%, a special technique is used : (i) First, as depicted in
Figures 3 and 5, we consider the set A"(z) of points in the grid Q" which are accessible
from z, by adding some slave points (+) if necessary, and we define the corresponding finite
difference coefficients L*(z,y), y € A"(z), using the expressions given in Section 2.2 above.
(ii) Then, we redistribute the finite difference coefficients of each slave point to points that
actually exist in the composite grid, by linear interpolation.

We get in the end a composite scheme :

ro()= > IMx,y) () ,

yeAl(x)

RR n~"2679
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[e] [e] [e] [e]
[e] [e] [e] o
[ ] [ ] L J [ ]
[e] [e] [ ] [ ] L J [ ]
[ ] [ ] o [ ]
[e] [e] [ ] o o [ ]

[} [O) ® ° L] °
® ° ° °
[} © ® ° ° °

Figure 2: Regular coarse grid Q%(o), regular fine grid Q%(o) and
interface Q%(O)
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o o o o
+ o+ 4+
z
[} =+ [} + o o

[e] [e] [ ] [ ] o [ ]
[ ] [ ] o [ ]
[e] [e] [ ] [ ] L J [ ]

Figure 3: Coarse grid Qf (o), fine grid Q (o), and slave (+) for

loc loc
interface coarse grid point z

[e] [e] (o] [e]
[e] o] [e]
\\. [ ] L J [ ]

[e) [e] [ ] [ ] L J [ ]
[ ] o o [ ]

[e] [e] [ ] [ ] L ] [ ]

Figure 4: Coarse grid QF (o), fine grid Q (e), and pointers (—)
to the set AL(z)
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o o o o

[} [} + o + o
x

° . ° [

o o [ [ ° [

[ [ ° °

o o . [ ° [

Figure 5: Coarse grid QI (o), fine grid QF (o) and slave (+) for

. ) > . loc loc
interface fine grid point z

N P
CL SN

Figure 6: Coarse grid QF (o), fine grid Q (e), and pointers (—)
to the set AL(z)
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An Adaptive Local Grid Refinement Method for Nonlinear Filtering 11

where AZ(z) is the set of points in the composite grid Q% which are accessible from =z, see
Figures 4 and 6.

With this technique, we can easily prove that the resulting finite difference matrix L2
on the composite grid Q% is such that the matrix [I — A L] is a M-matrix. In general
however, this scheme is not locally consistent at interface points, but this does not prevent
convergence to occur, provided there are not too many interface points, see Theorem 5.3
in [8, Chapter 10].

2.4 Algorithm for the filtering problem

For simplicity, we present our algorithm in the simple case of two meshes : a fine mesh
h = (h1, -, hm), and a coarse mesh H = 2h.

To obtain our approximation pﬁ’ﬁ at time t,,, we proceed in three steps.
O We first consider the following linear system on the coarse grid Qf

+ AH AH
(1= ALHT pl s = Pty -

The right hand side vector pﬁ’_}f is just the restriction to Q¥ of the fine grid approximation
pﬁ’_hl obtained at the previous time t,_;. To solve this linear system, we use a direct solver.

Based on this rough approximation PSL}f/z of the solution p,,_;,2, we have then to decide
where to refine the grid. From a theoretical point of view, the determination of the refinement
region is a difficult task, for which there have been several approaches discussed in the
literature, see e.g. Babuska and Rheinboldt [1] and Bieterman [2]. Here, we propose a widely
used heuristic a posterior: criterion, based on the magnitude of the discretization truncation
error : at any coarse grid point z € Qf | we compute an approximation of the local truncation

error

p(z) = { Z| (';71‘221/2(@ |2 }1/2 ’

using central finite differences, i.e.

< 1/2
E |pn (@ + echi) — 251 () + i (e — eshi) [P 1

This is a local computation, which takes little time. Using a simple threshold decision rule,
we decide whether this point is going to be refined or not. As a result, we obtain a composite
grid
b= uaql, where Q= U N"(z) .
z€QH | refined

)

Notice that the nested iteration of the multigrid method, offers a numerically cheap way to
estimate the local truncation error. In practice, this simple criterion appeared to be quite
efficient and reliable.

RR n"2679



12 Z. Cai, F. Le Gland & H. Zhang

O In the second step we construct a new linear system

% AR Ah
[I - AL&] pn—l/Z =Pn1s (8)

on the composite grid. The matrix L2 is defined as in Section 2.3 above. The right hand
side vector pf’_% is again the restriction to Q% of the fine grid approximation pﬁ’_hl obtained
at the previous time t,,_1. To solve this system, we use the FAC method.

O The last step consists of the correction step

Ah A th Ak
p"t =, U5 Iﬁ Ppli/a (9)

on the global fine grid Q”. Here ¢, is a normalization constant, to make sure that the vector
pa" is a discrete probability distribution (i.e. non—negative everywhere, and adding up to
one).

Notice that what is actually needed in the next interation are the right hand side vectors

Ak Ah
PR = I Lo W I PR ) = e (IR 1105,
and Ah A Ah h Ak
pn = =1Iy [Cﬂ \IIT? Ig an_1/2] = Cn [Ih_ \IIT? Iﬁ] an_lfz ’

which can be computed with only local computations, and no global computation on the
fine grid Q”. Only for visualization purpose does one actually use (9).
The grid transfer operator I}’Z, I,%, and I{I are defined in an obvious way : notice however

that they differ from the operators described in [10, page 88], in the sense that they involve
the global fine grid Q.

3 FAC method and numerical results

The FAC method introduced in McCormick [10] is a natural extension of the conventional
multigrid methods — see Hackbush [5] — to problems discretized on composite grids.
In the case of a two level composite grid Q2, the FAC algorithm for the solution of
equation (8) above, i.e.
MA k= o
with
MY = [1— ALY and = ph = ppi”

n—1 -

is represented by u2 — FACQ(UQ, f2), and is defined in Figure 7.
The grid transfer operators Igh, Igh, I;LL’IOC and I}%IOC are the operators described in [10,

page 88]. Notice that the direct solver of the subgrid equation is usually replaced by some
iteration method.

INRIA
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begin

f2h

2h

h
floc

Ujoe

end

1B (2= ME )
(M2h)—1 f2h

ul + Izih u?h

IS (i — M2 by
(Ml’;c)_l fl’z)c

b h h
u=+ Ih,loc Uloe

residual restriction to the coarse grid Q%"
exact solution of the coarse grid problem

global correction

h

residual restriction to the local fine grid Q.

exact solution of the local fine grid problem

local correction

Figure 7: Two—level FAC algorithm

A full multigrid method is used in our algorithm. As we have already pointed out, this
approach gives us not only a good initial value for the FAC iteration, but also a cheap way to
find the refined regions. We propose the following algorithm for nonlinear filtering problems,
as defined in Figure 8, where h; = H/2'~! denotes the grid mesh at level [, and h; = H and
hr = h denote the coarse grid mesh, and the fine grid mesh respectively.

RR n~"2679



14 Z. Cai, F. Le Gland & H. Zhang

R, _ 7hh AR
= _Ih Prn-1

until ({=1L){

uli — FACK (vl flu)

I=1+1
hy=(hi,hiey, - hy = H) find local refined region in Qilc_l
= If%l Py

gl = 2
utt I&:_l u=i-1
b hy (0 b h icti
ulbr — FACRL (ule | fhr) end of prediction step

pAh =, ¥A [}’Z ule correction step
—L

end

Figure 8: Multi-level FAC algorithm for the Zakai equation (from ¢,_; to t,)

3.1 Data structure

The FORTRAN 77 programming language is difficult to use for this kind of problem, in par-
ticular in terms of memory management. In contrast, the C — and recently the FORTRAN 90
— programming language offers dynamic memory allocation and specific data structure
by means of pointer and struct, see Darnell and Margolis [4], Brainerd, Goldberg and
Adams [3]. This can reduce significantly the software complexity. Let us now give some
indications on the data structure, which plays an important role in our implementation.

The Figure 9 presents the definition of the structure associated with a point. For any
point = (21, ¢3) in the composite grid, the eight pointers SW, S, SE, W, E, NW, N and

INRIA
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NE contain the address of its eight nearest neighbours, each of which is represented itself
by same type of structure. If one or several of these neighbours does not exist (e.g. at the
boundary), then the corresponding pointers will be set to NULL. The other eight pointers
SWS, SES, WSW, ESE, WNW, ENE, NWN and NEN are used only at the interface points, they
contain the address of points in the composite grid which are accessible from z but are not
nearest neighbours. In the next subsection, we can see by some examples how it works. The
double precision variable u and £ represent the solution and right hand side at the grid point

respectively. Finally, the remaining double precision variables represent the coefficients of
the matrix M2 = [I — A LA]*.

struct POINT {

double x1, x2; /* coordinates of a point */
POINT *NWN, *NEN, /* pointers to neighbours */
*WNW, *NW, *N, *NE, *ENE,
*W, *E,

*WSW, *SW, *S, *SE, *ESE,
*SWS, *SES;

double u, f£;

double nwn, nen, /* matrix coefficients */
wnw, nw, n, ne, ene,

WwSsWw, sSw, s, se, ese,
sSWs, ses;

POINT =*next;

Figure 9: Data structure for a composite grid point

We store the different types of points Q%(o), Q%(O) and Q%(o) into three lists. The
pointer next is so reserved to the construction of these lists. This is used mainly as a
counter for iteration.

There is another programming language C++, an extension of C, which provides an ef-
ficient implementation of object oriented programming techniques, see Stroustrup [13]. An
important notion of this language is derive class and virtual function. One can for
instance define the class of regular points as Basic Class, so that the different types of in-
terface points will be defined as derived classes of Basic Class. With the notion of virtual
function, various functions such as relaxation can be programmed seperatly according to

RR n~"2679



16 Z. Cai, F. Le Gland & H. Zhang

the class. These functions will share the same name, and in the execution of the program,
each class will use its own function automatically.

3.2 Numerical results

We consider as an example the case of a two—dimensional state equation, with coefficients

b(z) = (‘f) and  o(z) = (é (1)) ,

where = (#1, 22). This is a random linear oscillator, or in phase space, a randomly per-
turbed circular motion around the origin.

We consider the following different cases of observation functions, in dimension either
d=lord=2:

d = 2 — direct observations, i.e. g(z) = (Il )
d = 1 — distance observations only, i.e. g(z) = \/z? + z2.
= 1 — angle observations only, i.e. g(z) = arctan (l—z)

L1
d=2 withg(e) = (|2])
ase = with g(z) = )
|22

In all four cases, the covariance matrix R of the observation noise is small. As a result, it is
clear that at each time t,, the conditional probability distribution p2 is practically negligible
outside a small neighbourhood of the subset g71(22) = {z € R? : g(z) = 2z5}. Whether
this conditional probability distribution is actually concentrated on a smaller region of the
state space, would depend on the way the observations and the prior information (carried
by the state equation) complement each other.

For instance in Case B, a zero mean Gaussian probability distribution is used as the
initial condition of the Zakai equation. In this situation, the state equation does not help :
at each time t,, the conditional probability distribution is concentrated around the annulus
g71(z2), see Figures 12 and 13.

In Case D, a similar initial condition is used for the Zakai equation. In this situation,
the state equation partly helps : at each time ¢, , the conditional probability distribution is
concentrated around two out of the four points in g71(22"), see Figures 16 and 17.

The results are given in Figures 10 to 17. Five grid levels are used : the coarse grid is
a uniform 5 X 5 grid on the square [—6.0, 6.0] x [—6.0, 6.0], and four levels of refinement
have been used when necessary. We represent any point z in the composite grid Q2 by
its position (-) and pointers (—) to its accessible neighbours. The solution is computed
on the composite grid using the FAC method, and then for visualization purpose only is

INRIA
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Figure 10: Case A — composite grid
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Figure 11: Case A — conditional density (confidence regions)
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6 N h h
5 -4 2 0 2 4 6

Figure 12: Case B — composite grid

6 4 2 0 2 4 6

Figure 13: Case B — conditional density (confidence regions)
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iy
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iy
V)

V) \i

— TS P\ | =
6 L= = = =
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Figure 14: Case C — composite grid
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Figure 15: Case C — conditional density (confidence regions)
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Figure 16: Case D — composite grid
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Figure 17: Case D — conditional density (confidence regions)
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interpolated on a global uniform fine grid. Confidence regions are represented for the density,
at four different levels : 0.5, 0.75, 0.99 and 0.9999 respectively.

As we can see, the composite grids show a good agreement with the computed density. In
particular, Figure 16 shows that our method can easily handle the case where the refinement
region has several disjoint connected components.

3.3 Performance evaluation

To illustrate the performance of our algorithm, we present below some results for the
solution of the time discretized Fokker-Planck equation (5), i.e.

[[-AL] P$—1/2 = P£—1 )

on a time interval of length A.

In Table 1, two methods are compared : the classical full multigrid method (FMG) in
which the refinement at each level is global, and the fast adaptive composite grid method
(FAC) in which the refinement at each step is local. These two methods are applied with
L =1,2,---,6 levels respectively and a V(2,1) multigrid cycle is used. For each of the two
methods, the table gives the ratio of the CPU time over the CPU time used by coarse grid
direct solver. The table gives also the number of points in the global fine grid Q" for the
FMG method, and the number of points in the composite grid Q2 for the FAC method.
These numbers represent the computational memory used by each of the two methods. The
gain displayed in the last column is the ratio of the CPU time for the FMG method over
the CPU time for the FAC method. This ratio varies according to number of levels and the
number of point in the coarse grid. For example, this gain is only 1.6 when we use 3 levels
with a 5 X 5 coarse grid, and it is 67.12 when we use 6 levels with a 10 x 10 coarse grid.
Obviously, the efficiency of the FAC method becomes significant only when the number of
levels is large enough.

levels FMG FAC FMG FAC

L on CPU | Q& | CPU | gain on CPU O | CPU | gain
1 5% 5 1.0 10 x 10 1.0

2 9% 9 42| 12 31| 1.35 || 19x19 5.3 | 281 4.0 | 1.33
3 17 x 17 10.0 | 146 6.0 | 1.60 || 37x37 23.0 | 571 | 11.0 | 2.09
4 33 x 33 38.0 | 251 | 12.0 | 3.16 || 73 x 73 162.0 | 1087 | 21.0 | 7.71
5 65 X 65 220.0 | 408 | 26.0 | 8.46 || 145 x 145 | 1472.01 | 2005 | 68.0 | 21.65
6 129 x 129 | 2012.0 | 682 | 56.0 | 35.93 || 289 x 289 | 11776.1 | 4932 | 175.5 | 67.12

Table 1: CPU time comparison between FMG and FAC for the Fokker—Planck equation
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In Table 2, the Euclidean norms of the composite grid residuals are displayed, using
various number of levels, and various coarse grids Q. Also included are the convergence
factors geometrically averaged over five cycles.

L=5 L=6
Q7 =5x5 Q7 =10x 10 Q7 =5x5 Q7 =10 x 10

FAC cycle residual | factor | residual | factor residual | factor | residual | factor

cycle 1 1.835E-2 2.250E-2 1.715E-2 1.904E-2
cycle 2 1.400E-3 | 0.076 | 2.714E-3 | 0.121 2.589E-3 | 0.151 | 4.116E-3 | 0.216
cycle 3 1.029E-4 | 0.073 | 3.336E-4 | 0.122 3.974E-4 | 0.153 | 9.272E-4 | 0.225
cycle 4 6.939E-6 | 0.067 | 3.933E-5 | 0.117 6.010E-5 | 0.151 | 2.091E-4 | 0.225
cycle 5 4.209E-7 | 0.060 | 4.360E-6 | 0.111 8.790E-6 | 0.146 | 4.631E-5 | 0.221
average factor 0.069 0.118 0.150 0.222

Table 2: Convergence history of FAC for the Fokker—Planck equation

4 Conclusion

The FAC method has shown its efficiency for solving filtering problem, in providing accu-
rate solution while saving computational time and memory. Future work will be to increase
its range of application. It will be quite easy to extend our results to higher dimensions.
Another application is to solve the Zakai equation in the whole state space, in which case
the discretization space should be determined by a posteriori error estimates. There are also
several questions which have not been addressed here : parallelization and reliable meaning-
ful criterion for local grid refinement. Our last remark is that data strutures have been very
useful to handle the case of refinement regions with general arbitrary shape and/or made of
disjoint connected components.
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