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Abstract: This paper deals with differential inclusion containing an hysteresis nonlinearity
and two inputs: a control input and a dither input of high frequency. Conditions are
introduced under which its solution admits asymptotic behavior when the dither frequency
goes to infinity. According to asymptotic growth of the dither amplitude, two different
behaviors appear: the nonlinearity is smoothed (resp. quenched) if the velocities induced
by the dither are asymptotically bounded (resp. unbounded). Convergence results for finite
and infinite time intervals are given, and linked with the averaging principle. The case of
bounded dithering velocities is of interest in a mechanical context, where hysteresis is used
to model dry friction. A very interesting feature is that the averaged hysteresis operator
may be linearized for small velocities. The hypotheses on the dither include periodicity,
F-repetitiveness and (asymptotic) almost-periodicity.
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Dither dans des systemes a hystérésis

Résumé : Nous considérons dans cet article une inclusion différentielle contenant une non-
linéarité hystérétique et deux entrées: une entrée de commande et une entrée de fréquence
élevée, nommée dither. On introduit des conditions sous lesquelles la solution de ce pro-
bleme admet a un comportement asymptotique simple quand la fréquence du dither tend
vers l'infini. Selon la croissance asymptotique de ’amplitude dither, deux comportements
différents peuvent apparaitre: la nonlinéarité est régularisée (resp. annulée) si les vitesses
induites par le dither sont asymptotiquement bornées (resp. non bornées). Des résultats de
convergence sur horizons fini et infini sont donnés et reliés aux résultats classiques de moyen-
nisation. Le cas de vitesses bornées est d’intérét dans un contexte mécanique, dans lequel
I’hystéresis est utilisé pour modéliser du frottement sec. Une caractéristique trés intéressante
de ce cas-la est le fait que l'opérateur d’hystérésis moyenné peut-étre linéarisé aux faibles
vitesses. Les hypothéses sur le dither font intervenir la périodicité, la F-répétitivité ou la
presque-périodicité.

Mots-clé :  opérateurs d’hystérésis, inclusions différentielles, moyennisation, fonctions
presque-périodiques, dither, frottement sec,
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Figure 1

We consider the following differential inclusion in the scalar function wu(t):

L <%> ue M <%> (~Hu+d)+£), (u, o, ... u=D)0)=(uo, w1, ... wi_1)

(1)
where L and M are real coprime polynomials of order ! and m respectively, H(u) is a
nonlinear operator of hysteresis type proposed to model dry friction [5, 6, 7], f is a control
input term and d a so-called dither function of “high frequency” (see Figure 1). Due to the
differential and possibly multivalued nature of H, equation (1) may indeed be considered as
a differential inclusion.

The injection of dither signals to change the characteristics of nonlinear elements is
known for a long time. This technique is used to increase stability, in particular to quench
limit cycles, or to smoothen or linearize the nonlinearities. Concluding experiments have
been conducted in systems with relays [19], with dry friction [4, 14, 15, 16], with rotative
amplifiers [1], with DC motors [24]. Rigorous statements have also been proposed, concerning
systems with memoryless nonlinearities [27, 28], backlash [12] or a special class of hysteresis
[12] (a particular subclass of Duhem model, according to the nomenclature in [25]). For
a recent bibliography on experiments (resp. theory), see [24] (resp. [12]). For details on
hysteresis operators, see [18, 25].

Qualitatively, the key idea for using dither is the following: if d is e.g. a “fast” periodic
function, one expects the input-output map f — u to be closely related to the corresponding
map for the equation (see Figure 2)

L<%>uEM<%) (Hw)+ ), (u, o, ... o) 0)=(uo, ui, ... w_1) (2)

where the operator H (u) is defined® by [12]:

H)® = lim 7 [ ) +d) -ds

1This definition is valid for memoryless nonlinearity H, but may be as well extended to some nonlinearities
with memory.

Inria
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Figure 2

In [27, 28, 12], links between the behavior of systems (1) and (2) are studied. In these
papers it is shown that under appropriate hypotheses, stability property (boundedness or
Lipschitz continuity of the input-output map f — wu in adequate functional spaces) for (1)
may be deduced from the same property for (2). The hypotheses state that the period of
the dither (or more generally the maximal repetition interval [27]) is small enough, that the
amplitude of the dither is large enough and that the tranfer function M/L has a low-pass
filter property. Stability is improved, due to the fact that the sectors or incremental sectors
for H are smaller than those of H.

We are here interested in the asymptotic behaviour of the solution u when the period
of the dither goes to zero. We focus on periodic, F-repetitive and almost-periodic (more
precisely asymptotic almost-periodic) dither. Related problems are very usual in asymptotic
methods and are considered for instance by the averaging principle and its various modifi-
cations. The unusual facts here are the presence of a multivalued term and of a nonlinearity
with memory.

According to the asymptotic growth of the amplitude dither when the frequency goes to
infinity, one may have two different asymptotic behaviors.

When the amplitude growth is such that the velocity? d remains bounded when its fre-
quency goes to infinity, u tends towards the solution of a nonlinear ordinary differential
equation, where H(u) has been replaced by another operator. However, we show that this
operator is smoother (in particular, it is singlevalued): the hysteresis operator has been smoo-
thed. The convergence holds on every compact set of R, (as in [20], where periodic dithers
and memoryless nonlinearities are considered), but an additional hypothesis (essentially a
persistence hypothesis on the limit solution plus an incremental sector inequality) provides
convergence on R*. This case is solvable with the classical averaging principle [23, 8] when
the hysteresis operator is singlevalued.

A very interesting property of the preceding model is that it is linear for small velocities,
and this linearization is indeed ezact if the dither is chosen adequately. In the paper [10] by
P. Contensou or in the book [21, chapter IV] by Ju.l. Neimark and al., same kind of results
are presented in the context of gyroscopic motion, where the dither is created by combining
sliding and spinning of an axis3. It shows linearization of Coulomb friction model at low

2Differentiation is denoted by a prime, and by a dot when one wants to emphasize that it is carried out
wrt the time variable .

3The authors are indebted to Professor V. Zhuravlev, from Russian Academy of Sciences, for drawing
their attention on the paper of P. Contensou.
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6 Pierre-Alexandre Bliman, Alezander M. Krasnosel’skii, Michel Sorine

velocity. In the present paper, if H is chosen to model static friction, the linearized version
of the averaged operator still gives rise to overshoots, and the friction may decrease as a
function of velocity. This phenomenon, a transient version of the Stribeck effect?, is hence
preserved by the linearization.

In the case where the velocity d is unbounded when its frequency goes to infinity, u tends
towards the solution of a linear ordinary differential equation: the influence of the nonlinear
operator H(u) has been quenched. The stability of the linear part of the equation together
with a property of uniform convergence of H(u) when the frequency of d tends to infinity,
allow us to consider uniform convergence on the half-line Rt.

Also, we are interested in the output u + d, not only u. So in our setting, the choice of
the dither is made in such a way that 1. d is sufficiently powerful to induce the expected
averaging mechanism, but 2. d should stay small in order that u +d remains bounded: it is a
“small dither problem”. As the operator H we consider is continuous in W1! but not in C°,
these specifications may be fulfilled if one takes a sequence d, converging towards 0 in C°,
but not in Wh: u, +d, will also converge in C°. Hence, the “averaging principle” is based
on the gap between the regularity of the nonlinearity and the regularity of the expected
convergence of the solutions u + d.

The paper is organized as follows: in Section 2 we give the description of the hysteresis
nonlinearity H(u) and its main properties, and formulate a theorem on well-posedness of
(1). In Section 3 the main results are formulated (Theorems 4, 6 and 9). Section 4 shows
how the assumptions on the dither may be fulfilled with periodic, F-repetitive or asymptotic
almost-periodic functions. Various proofs are sent back to Appendix.

2 Well-posedness of a linear ode with an hysteresis
nonlinearity

The hysteresis operator H is defined by
H(u) 2 Ca + Dsgna, &= Ax|i|+ Bi, x(0) =z, RY (3)

where the matrices A € RY*N B € RVX! ¢ € R and the real number D are given, and
sgn is the multivalued operator defined by

1, z>0
sgnz=+< [—1,1], =0
-1, <0

The operator H contains two parts: the smooth term Cz and the multivalued term
Dsgn u. When modeling dry friction, the latter is the Coulomb friction force, and the former
is an elastic regularization of this force. This simple model permits to reproduce various

4The usual Stribeck effect corresponds to a decreasing friction with velocity at steady state.

Inria



Dither in Systems with Hysteresis 7

observed phenomena [6]. In particular, if the transfer function C'(sI — A)~! B+ D is positive
real, the map 4 — H(u) is dissipative. We define H,(u) = Cz (sv as “singlevalued”).
We borrow from [5] the following result® (see this reference for a proof):

Theorem 1 (Properties of H) The map Hy, : u— Cx where  is given by (3) is locally
Lipschitz in Wﬁ)’f(o, +00) for every 1 < p < +oo. Moreover, if
(H1) The matriz A is stable
then
sup sup ess |H(u)(s)] < +o0
ueWP(0,400) 520

loc

the precise bound depending upon A, B,C, D and the initial state value z.

These properties of the operator H allows to solve the Cauchy problem (1). Here and in
the sequel, we shall denote [ (resp. m) the degree of L (resp. M).
The following result is proved in Appendix:

Theorem 2 (Well-posedness of (1)) Suppose that (H1) holds, that
(H2) The transfer function M(s)/L(s) is stable with | —m > 2
If f el (0,+00) and d € Wé’cl(o,—l—oo), then there exists a solution u € Wllo_cm’l(O,—i—oo)

to equation (1). Moreover, if

. M(s)
— _ _ . I—m
(H3) D=0, orl—m =2 and D sh? s (s) >0

this solution is unique and continuous wrt the initial conditions and to f and d.

(H2) contains a low-pass filter assumption. (H3) is needed, in the case D # 0, to ensure
that the multivalued term in the hysteresis operator is monotone (the limit appearing in
(H3) is the first non zero derivative at the origin of the impulse response of M(s)/L(s): the
l — m — 1 order derivative).

3 Main results

3.1 Averaged hysteresis operators

We illustrate here the key ideas of the averaging, using a simpler form of dither. The precise
assumptions on the dither are given in Subsection 3.2.

5We recall the definition of some Sobolev spaces: for any integer n, any p > 1 (or +c0) and any real
interval 7,

W™P(T) 2 {u:u,u'...u(") € LP(7)}
and we define:
Xioc(T) 2 {u : VK compact ,u € X(JNK)}

where X denotes e.g. LP, CO, W™ P A property will be said true in X;,.(.7) if it is true in X (7 NK) for any
compact set K.

RR n°2690



8 Pierre-Alexandre Bliman, Alezander M. Krasnosel’skii, Michel Sorine

We consider here dithers of the form d, = n~7g(nt) where ¢ is an auxiliary func-
tion, on which typical assumptions will be: periodicity, F'-repetitiveness, asymptotic almost-
periodicity (see Section 4), n is “large enough” and y € R. Indeed, one is led to take more
restrictively v > 0 (otherwise, the dither is not bounded), and v < 1 (otherwise, the dither
tends to zero in Wh! and is ineffective, as explained in Introduction).

In order to understand the averaging process, let us examinate briefly the equation

& = Az|u+n*"Vg (nt)| + B(i 4+ n' "¢ (nt))

A

Writing Z(¢) = z(t/n), one deduces

i = Lastice/m) + =79 01+ LBate/m) + 01 0)

In the case where ¥ = 1 (which corresponds to bounded dithering velocity), this writes
as
T =cf(Z,¢,t,¢t)

where ¢ = 1/n, a form which is classical in the context of averaging [23, 3, 8]. In view of the
classical results, we then define the operator H:

Vu € W0, +00), H(u)2 Ca + Ds(i), &= Awg(d)+ Bu, x(0)=xz,€RY  (4)

loc

where we suppose the existence of the following mean values, for any o € R:

T T
_ A . i ' . = A : l / .
g(a)_TETOOT/O o+ ¢/(s)] - ds, 5(a) 2 TETOOT/O sgn (a+¢'(s)) -ds  (5)

Remark that H defined by (4), (5) is not a hysteresis operator in the sense of [25]: it is not
rate-independent. However, H is single-valued (due to Hypothesis (D4) below): the nonli-
nearity has been smoothed.

The rate-dependence of H is evident on its steady state behavior®

constant velocities u:

, corresponding to
_ U
Hy(u) = —CA™'B—— + Ds(u 6
(w =+ Ds(i) ()
Under the hypothesis that g’(0) = 5(0) = 0, an approximation of H for small values of
u 1s given by the following linear time-invariant operator

8 Formulas like (6), deriving from a differential model of friction, have been proposed by C. Canudas de
Wit and al. [2] to model steady state Stribeck effect. In our case, g(u) — u5(%) < 0 for some @ would be
necessary to have such decreasing friction with increasing velocity: this is impossible (because g(%) > |u|
and |s(w)| < 1, see Theorem 7), so that we are unable to model steady state Stribeck effect with this type
of dither.

Inria



Dither in Systems with Hysteresis 9

Vu € W0, +00), Hin(u) 2 Cz+ Ds'(0)i, & =g(0)Az+ Bu, z(0)==zy (7)

This linearization is stated more precisely below.

H(u+dn) n=1 H(u+dn) n=3 H(u+ dn) n =10

cococcoooo0
IR W D WA o

PO 000000
WD NWR O,
Al

L
oo
BN

0.5 0.5
0.4] 0.4]
0.3] 0.3
0.2] 0.2]
0.1] 0.1
0.0] 0.0{
-0.1 -0.1]
-0.2 -0.2]
-0.34 -0.34
-0.4 -0.4]

w05 v oo05 . . .

-1 0 1 2 -2 -1 0 1 2 -2 -1 0 1

H(u+dn) n =30 0.5 H(u +dn) n = 100 0.5 H(u) Asymptotic cycle
0.44 0.4
0.34 0.3
0.24 0.2
0.14 0.14
0.04 0.04
-0.14 -0.14
-0.24 -0.21
-0.34 -0.31
-0.44 -0.41
. .05 . . . .05 .
-2 -1 0 1 2 -2 -1 0 1 2 -2 -1 0 1
Figure 3 — Asymptotic behavior with bounded velocity
In the case where 0 < v < 1 (unbounded velocity), one has
1 ) | L)
v nY Az nl=7 ')+ nB( nl=" +9'(1)
and, taking ¢ = 1/n”, this has almost the classical form (the @(¢/n) term is unusual).

Assuming u and g bounded, one expects an asymptotic behavior described by
io L Azg(0
T=— zg(0)

that is Z(t) = eA?” 90y But in the “natural” time ¢, this leads to 2(t) = eAn' 90z
and, as A is stable and g(0) is supposed to be strictly positive (cf. Hypothesis (D2%)), a
singular perturbation occurs, leading to z(t) = 0 if t > 0. We are led to define the (constant)
operator va:

Yu € WhH(0,400), Hy(u)= D5(0) (8)
Notice that all the operators defined here, namely H, Hy;p, Hy, H% are based upon g

and § (as defined by (5)), hence they depend upon the choice of the dither.

RR n°2690
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Figure 4 — Asymptotic behavior with unbounded velocity

Figures 3 and 4 intend to illustrate the two different limit behaviors. We choose for the
hysteresis model

1/ L0 1/ L4
A=——1{ 1 B=-[ =(1 1), D=
(5 7) r2( ) em o

with e =, = 0.5, f1 = 1, fo = 0.9, a form which is used in [6, 7] to model dry friction force
with static coefficient, and we take

g(t) 2 _ cost
which implies

2
g(a) = —(aarcsina + /1 —a?) if |a| < 1, |ofif |a] > 1

2
s(a) = ;arcsina if o] <1, sgnaif || > 1

Figure 3 shows for various values of n the hysteresis cycles H(u + d,) vs. u with u =
—cost, d, = %g(nt), and the asymptotical cycle H(u) vs. u. B

Figure 4 is analogous, with d, = \/Lﬁg(nt) and the degenerated asymptotical cycle H,
vs. u.

Inria



Dither in Systems with Hysteresis 11

Figure 5 shows cycles Hlm(u) vs. u with u = — coswt for different values of the frequency
w: the enclosed area vanishes with the frequency.
Figure 6 shows examples of periodic dithers, defined by various functions g, and their

characteristic functions g and s.
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Figure 5 — Response of the linearized operator Hy;, at various frequencies

Forwm oF ¢ || Saw-tooth | Square | Sinusoidal
g(t) t(1—[t]) 1—2¢ —cost
for t € [-1,+1] for t € [-1,+1]
g'(t) 1—2Jt| —2sgn t sint
for t € [-1,+1] for t € [-1,+1]
g(a) % if o] < 1 max{|a|, 1} Z(aarcsina + 1 —a?) if [a] < 1
|| otherwise || otherwise
5() min{1, max{a, —1}} 0if o] < 1 Zarcsina if o] < 1
sgn « otherwise sgn « otherwise

Figure 6 — Examples of periodic dither
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12 Pierre-Alexandre Bliman, Alezander M. Krasnosel’skii, Michel Sorine

3.2 Assumptions on the dither
3.2.1 Dither with bounded velocity

We take dithers under the form %g(nt) where ¢ is an auxiliary function and n large enough.
Some perturbations e, of the dither are allowed. More precisely:

DO) Let 6(T) > 0 be defined on BT such that
(DO)

.z . 1 .

(D1) The dither function d is chosen in a sequence of functions d,, such that
1
da(t) = —g(nt) + en(0)

where g is a function of WH>°(0, +00), and W»°°(0,+0c0) if D # 0, and for some e, chosen

such that ne,, ﬁén are uniformly bounded in L™ (0, +00), together with %én if D#0.

(D2) There exists a function g(a) > 0 defined on R such that

.1t , _
TETJ/O o+ ¢/'(s)] - ds = g(a)

the convergence being uniform wrt c.
(D3) For any o € R,

: 1 . 7 < —
lim s {5 € (0,7) s o+ /()] < 8(7)} =0

the convergence being uniform wrt o
(D4) There exists a continuous function s(«) defined on R such that

Lt , _
TETooT/O sgn (a+9¢'(s)) - ds = 5(a)

the convergence being uniform wrt .

3.2.2 Dither with unbounded velocity

This case corresponds to the choice ﬁg(nt). It necessitates the following weaker assump-

tions, to be compared with Hypotheses (D0) to (D4):

Inria



Dither in Systems with Hysteresis 13

(DO°) Let 6(T) be a strictly positive function defined on R such that

_ 1
lim §T)= lim ——— =0 10
P T = i s (10)

(D1’) The dither function d is chosen in a sequence of functions d,, such that

1
dp(t) = —— 14 nl(t
() = a0 + ea(t)
where g is a function of W1 >(0,4+00), and for some e, chosen such that né(n)e,, é, are
uniformly bounded in L™(0,+00).
(D2°) There ezists g(0) > 0 such that

tim 7 [ )]s = 50)

T—+c0 T

(D3°) 6 being defined in (DO’), we have

: 1 . ! < —
lim mes {5 € (0,7): l¢'()] < 8(T)} = 0

(D4’) There exists 5(0) such that

1 T
i [ s (6)-ds = 50)

A simple example for § satisfying (10) is 6(7) 2771 for 0 < v < 1, which gives
d, = n~7g(nt), as in Subsection 3.1.

Hypotheses (D2’) to (D4’) and (D2) to (D4) imply the convergence of the same
expressions considered in intervals [t,t + T, ¢ > 0 rather than [0,7]. As an example, (D2)
(resp. (D3%)) is equivalent to: V¢ > 0,

1 t+T , 1 . B
. - . — 5 ) : - . < =
pHm T/t l9°(s)1 - ds = g(0)  (vesp.  lim Zmes{s € (t,t+T):|g'(s) <8(T)} = 0)

Moreover, it is easily seen that in all these statements, the convergence is uniform wrt ¢
in any compact set, and this fact will be extensively used. When the convergence is indeed
uniform for t > 0, we shall say that Hypotheses (D2’u), ..., (D4’u), (D2u), ...(D4u)
are fulfilled.

There are some obvious relations between these hypotheses, e.g. (Diu) = (Di), i =
2,3,4.

RR n°2690



14 Pierre-Alexandre Bliman, Alezander M. Krasnosel’skii, Michel Sorine

3.3 Comments and remarks on the assumptions

e The usual statements on averaging assumes that the right-hand side of the differential
equation is Lipschitz (see e.g. [23]). Under this hypothesis, condition similar to (D2) or
(D2%) is sufficient to get the desired result. For the sgn term present here, Hypotheses
(D4) and (D4’) seem natural, and the supplementary conditions (D3) and (D3’) are
counterpart of the Lipschitz one: they set that the set of instants where the discontinuities
of the right-hand side occur, is neglectible in an adequate sense.

e Hypothesis (D3”) implies that mes{s € [0,400) : ¢'(s) = 0} = 0, due to the following
Lemma, which is a consequence of continuity property of the measure [22, Theorem 1.19]:

Lemma 3 If q is measurable on [0,T7, then
mes{s €[0,T]:q(s) =0} =0« mes{s € [0,7]: |¢(s)| < é} — 0 when 6§ — 0

Hence, Hypothesis (D3”) assesses the rarity of zeros of g’. As an example, it may checked
that (D3’) is fulfilled if there exists N € N for which ¢’ has no more than N zeros on every
compact interval of unitary length, with r(n%n lg"(t)] defined and strictly positive.

g'(t)=0

Similarly, Hypothesis (D3) implies that
VaeR, mes{s €[0,+0):a+g'(s)=0}=0

o It is not difficult to prove that (D3’) implies that for any positive constant c,

1 _
Vi >0, lim —mes{se (t,t+7T):|¢(s)|<cd(T)}=0
T—+4c0 T
uniformly wrt ¢ in compact sets.
Similarly, (D3) implies that for any ¢ > 0,

vt > 0, TETw %mes{s Ett+T): |la+g (s) <cd(T)}=0
uniformly wrt o € R and ¢ in compact sets.

e The preceding remark shows that when (D3’) (resp. (D3)) holds, the integrals in (D4’)
(resp. (D4)) are defined in a univocal way. Remark however that this is not necessary for
existence of a unique limit.

¢ If (D3) and (D4) hold, the following definition is meaningful:

) 1
Fy(—a) = TEToo Tmes{s €0,77:¢'(s) + « < 0}
1-5(c)

2
Remark that in the definition of Fs, one may as well replace < by <, due to Hypothesis (D3).

Fy(—a) generalizes the amplitude distribution function of G. Zames and N.A. Shneydor
[27, 28] to non F-repetitive functions.

Fy(—a)=

Inria
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3.4 Asymptotic dither effect

Consider the differential inclusion
d d
up  ul ... unl_l)) (0)=(ug w1 ... w-1)

Here are our main results, proved in Appendix.

3.4.1 Bounded velocity

Theorem 4 (Asymptotic behavior — Bounded velocity) Let Hypotheses (H1) to
(H3), (DO) to (D4) hold. Let f be such that the solution of the equation L(%)u = M(%)f,

(uw, o, ... w1 (0) =0 is in L3 (0,4+00), together with its two first derivatives (a
sufficient condition for this is e.g. f € L72.(0,4+00)). Then

u, and u, +d, — us in C’,OOC(O, +00) when n — +oo
where uy, is the solution of (11) and ue is the solution of the nonlinear differential equation
d d _
Ll — co — M| — —-H [ele] ’
() v =0 () i)+ (12)
Uy UL, ... u&_l))(O):(uo U ... u—q)

and where the operator H is defined by (4). Besides, for any p > 0 and any Ty > 0,
the convergence is uniform in the set {f : L(d%)u = M(%)f, (u, o, ... u'=1)(0) =
O = [Jull Lo (0,70), [l Lo (0,10), Il Loe(0,70) < £}

Moreover, if Hypotheses (D2u) to (D4u) are fulfilled, if s is Lipschitz, if for any ¢ > 0,

13 A i
/e Sl gsl < ¢ < 400 (13)
0
then - T
H(u) — H(uso o
) = Bl _
uewl)""(o,+°g) [l — UOOHL“’(OF*‘OO)
d—too#0 (.€.

and if, denoting L the Laplace transform,

ap MO it o (2400) .
vemimogey [[i = thco[Le(0,400) L(s) /oo oo

then the previous facts remain true when replacing CY, (resp. LS., Ty) by C° (resp. L°°,
+00).
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16 Pierre-Alexandre Bliman, Alezander M. Krasnosel’skii, Michel Sorine

Well-posedness of equation (12) will be proved in Theorem 7 and Corollary 8 below.

Hypothesis (13) is fulfilled if @ is a non zero AAPF (see Definition 16 below), as the
quantities % ;+T |tioo |-ds converge towards a non zero constant, uniformly wrt ¢ > 0. Hence,
this appears as a persistence hypothesis on the variation of us,. One may conjecture that it
is fulfilled if f is AAPF ...

The second term in the product of Theorem 4 last formula is the L! norm of the impulse

£ sM(s)
response of —7r5°.

The uniform convergence property in the Theorem permits to choose the same dither for
a class of (“low frequency”) input functions f. Notice that Hypothesis (D0) gives a related

criterion of robustness wrt perturbations of the (high frequency) dither input.

The proof of Theorem 4 (see Appendix) is based on Lemma 23, which shows that for
u with bounded first and second derivatives, H(u + dy)(t) converges in an adequate way
towards H(u). This convergence property is uniform wrt u if the bounds are uniform, and
remains true for non compact time intervals when Hypotheses (D2u) to (D4u) hold.

The following Lemma (proof in Appendix) shows how the operator H constitutes the
limit behavior of the initial operator H and enlightens the link with the interpretation given
in the Introduction. It states that any average of the output H tends, when the dither
frequency tends to 400, towards the average of the output of H. See [27, Lemma 2] for a
related result.

Lemma 5 (Link between I and H) Let Hypotheses (DO) to (D4) hold. Let u €
Wz’l(O, +00) be such that u € Wl’OO(O,+oo). Then, for anyt > 0:

loc loc

1 t+T B 1 t+T
?/t A(u)(s)-ds = nEToof/t H(u+dn)(s) -ds, YT >0

1 t+T
lim  limsup T/ H(u+dy)(s) - ds
¢

n—+o0c T'—+4co
4T
lim liminf — H(u+dy)(s)-ds

n—+400 T —+4co t

and, for any p > 0 and any Ty > 0, the convergence is uniform in the set {u € W,i’cl(O, +00) :

[l oo (0,70, [tin|Loe(o, 70y < £}
Moreover, if (D2u) to (D4u) hold, for any p > 0, the convergence is uniform wrtt > 0
in the set {u € W (0,400) t [|it]| Loe(0,+00): ||l o= (0,400) < £}

The linearization result presented above is stated as follows:

Theorem 6 (Linearization of ) Suppose 5(0) = 0. Let D = 0 (resp. let 5(0) exist).

o The operator Hyy, given by (7) is tangent to H in the following sense:

| H (u) = Hiin(u)|lw1.00 (0,400) _
[[t]| Lo (0, 400)

|| H (u) — Him(U)||Loo(o,+oo) —~0)

0 (resp. -
( Tellz(o40)

Inria
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when ||| Lo (0,400) — 0.

e If moreover there ezists a neighborhood of 0 disjoint from the range g'(RY), and if u is
such that || < infess {|a|: a € ¢'(R1)} a.e., then H(u) = Hyn(u).

e If (H1) holds, the operator Hyy, is (bounded-input, bounded-output) stable. If D > 0 and
if the operator u — Hgy,(u) defined in Theorem 1 is dissipative, the same is true for the
operator u — Hlm(u) (and for u — H(u) also!).

Remark that s(0) = 0 e.g. for a T-periodic function ¢’ with the symmetry condition
g'(t+T/2) = —¢'(t). According to (D1), g must be bounded, hence g’ takes on positive
and negative values. If 0 € g’(R¥), then ¢’ is discontinuous, thus the regularity condition in
(D1) implies that D = 0.

When @ +— Hy;, is dissipative, as Hy;, is proportional to the velocity, one may consider
it as a viscous linearization of H. Notice also that for large values of the input velocity, [
behaves like H (as g(a) = |o| and s(a) = sgn « for large |a|): this may be linked with
[10, 21], where the averaging (which is spatial in these works rather than temporal) gives
rise to viscous behavior for low steady state values of the velocity, and Coulomb friction for
high values.

Proof:

e Let us denote x (resp. z;) the state of H (resp. Hy,), we have
& —a; = A(g(d) — g(0)x + Ag(0)(z — 1), =(0) = :(0)
Hence ;
)= lt) = [ MO0 A(gil) = g(0))e(s) - ds

As ¢'(0) = 5(0) = 0, one has g(a) = g(0) + ac(a) where (o) — 0 when a — 0, and this,
together with the fact that A is stable and g(0) > 0, implies:

llz — @iz~

- — 0 when |||~ — 0
[[f] Lo

and the same holds for || — &||=. As H(u) — Hyin(u) = C(2 — z;) + D(5(u) — 5'(0)a), we
get the desired tangency property.

o If there exists a neighborhood of 0 disjoint from the range ¢’(R*) and containing (almost)
every value of u, then §(¢) = 5(0) = 0 a.e., and hence g(u) = g(0) a.e.

e Stability of Hy, is clear as the matrix A is stable. Suppose now that o — Hgy(u) is
dissipative. When D # 0, this is equivalent to [5]:

3P e RVXN P = PT > 0 such that — (AT P+ PA)>0and CT = PB
which implies (as §(0) > 0 and 5(0) > 0 due to Theorem 7 below)

—(ATP + PA)g(0) 0

= < 0 2D5'(0) ) 20

< —(ATP 4+ PA)g(0) CT - PB )
C-B'P 2D5'(0)
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and 4 — ﬁzm(u) is dissipative. O

In a mechanical context, u is a position, H(u) a friction and equation (1) is the equation
of motion, hence I — m = 2 The force necessary to induce the displacement d,, is of order
d,,. The mean power furnished by the dither may hence be evaluated by the integrals

L[ i = BOEO s

In the setup of Theorem 4 these expressions are bounded as the velocities d, are uniformly
bounded. In the case of unbounded dither velocities (Theorem 9), this will not be the case:
this suggests that the first case is the only realizable one in practice — at least for a mecha-
nical device where H represents a friction force.

The following result permits to prove well-posedness of (12), and details in which sense
the smoothing has been carried out.

Theorem 7 (Properties of g,5, 1) Let Hypotheses (DO) to (D4) hold.
e The function g is conver, 1-Lipschitz and continuously differentiable, and g = 5. Mo-
reover, for any o € R, |a| < g(a), with equality for large enough |«|, and infaer g(a) =
mingeg g(a) > 0.

The function s is monotone and uniformly continuous. Moreover, for any o € R, |5(a)| <
1, and s(a) = sgn « for large enough |a|.
e The map Hy, : u— Cx where © is given by (4) is locally Lipschitz in W, (0, +00), and
continuous in VV,OC (0, 4+00) for every 1 < p < 400. Moreover, if (H1) holds and x(0) =0,
then

sup  supess [H(u)(s)| <  sup  supess |H(u)(s)| < +oo
uEWl”'(O,oo)SZO uEWllo’:(O,oo) s20

The map H — Hy, is continuous in Wl (0, 4+00) Jor every 1 <p < :{—oo
o If 5 is Lipschitz (e.g. contznuously dzﬁerentzable) Hgy (resp. H— Hy,) is locally Lipschitz
in W2P(0,400) (resp. WEP(0,+00)) for every 1 < p < 400.

e Suppose 5(0) = 0. If D > 0 and if the operator u — Hy,(u) defined in Theorem 1 is

dissipative, the same is true for the operator v — H(u).

The supplementary regularity property of H vs. H implies that for C? input u, the
curvature of the cycles u—H(u) is continuous: the smoothed cycles do not present angles,
contrary to the initial hysteresis cycles (see Figure 3).

Remark that § is Lipschitz e.g. for ¢’ 2-periodic defined by ¢'(s) = 1 — 2|s| for s €
[—1,1] (centered symmetric saw-tooth signal of unitary amplitude): in this case, §(a) =
min{+1, max{e, —1}} is 1-Lipschitz.

Proof:

Inria
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e The inequality verified by g results from

I/T( ,( )) ds < 1/T| /( )| ;
4+ — o + s))-ds — o+ s)| - as
T Jo J - T J J

Convexity and Lipschitz property of g are deduced from the same properties of o +—
+ foT |a + g'(s)| - ds for any T > 0.

Differentiability and the fact that g’ = § are consequences of the uniform (wrt «)
convergence of the derivatives when 7' — +4o00. inf,eg §(@) is not zero, as it is worth
min{g(«) : « € S} where S is the compact set [— maxg ¢, — ming ¢']. The uniform continuity
of 5 is deduced from the fact that 5(«) = sgn o for a ¢ S.

o The regularity properties of H are deduced from those of § and 5.

If (0) = 0, one has for any u € VV&)’F(O, +00),

c

t t_ .
sup |[H(u)(t)] < |D|Sup|5(u(t))|—|—sup‘/ e L T D Bis) - ds
t>0 13 13 0
t t_ .
< |D|+sup/ ‘C’eAfs g(“('))Bu(s) -ds
t Jo
t t_ .
< |D|+sup/ ‘C’eAfs g(u('))Bg(u(s))‘ -ds
t Jo
+oo
< |D|+/ |CeASB| ~ds = sup  supess [H(u)(s)]
0

uEWllo’f(O,oo) s>0

e Take u € Wi’cl(o,—{—oo) such that 4 € WH*(0,+00). Hy, being dissipative, there exist a
positive semi-definite matrix P such that, for all t € RT,

/0 Hyo(u+ dn)()(i(s) + du(s)) - ds > [zn(5) Pen(s)]

Now, defining z, and zo, by &, = Az,|u + dn| + B(u + dn), 2,(0) = 2 and 2o =
Azoog(t) + B, 206(0) = xg, one has

/0 Hyo(u+ da)(3)((5) + dn(s)) - ds = / Cin(5) = 2o (5))(i(5) + dn(s)) - ds
+/0 Creo(s)u(s) - ds
+/0 Croo(s)czn(s) -ds

The results of Lemma 5 show that the first and third terms tend towards 0 (as zn — Zoo
in CY and %+ d,, is bounded in L', and integrating by parts and using the boundedness of
dp).
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We thus obtain, as §(0) = 0 and § increasing imply that as(«) > 0 for any o € R:

/0 H(u)(s)u(s) -ds = /0 (Czoo(s) + D5(u(s)))u(s) - ds > [2eo(5) Proo(s)]h

If now u € W,{;j(o, +00), the same property remains true by continuity, hence H is dissipa-
tive. a

Corollary 8 (Well-posedness of (12)) If (H1), (H2) hold, if f is locally summable, (12)

admits a solution u € Wllo_cm’l(o,—koo), which, if (H3) holds, is unique and conlinuous wri

the initial conditions and f.

3.4.2 Unbounded velocity and complementary result

The analog of Theorem 4 is the following:

Theorem 9 (Asymptotic behavior — Unbounded velocity) Let Hypotheses (H1) to
(H3) and (DO’) to (D4°) hold. Let f be such that the solution of the equation L(%L)u =

M(%)f, (u, o', ... u=1)(0) = 0; is in L$2,(0,+00), together with its derivative (a
sufficient condition for this is e.g. f € L7, (0,4+00)). Then

u, and u, +d, — us in C’,OOC(O, +00) when n — +oo

where uy, is the solution of (11) and us is the solution of the linear differential equation

L(%)“oo:M<%> (_H'y+f), (uoo, ufw, u&_l))(o):(uoa Uy, ... 'Ul—l)

and where the (constant) operator H., is defined by (8). Besides, for any p > 0 and any Ty >
0, the convergence is uniform in the set {f : L(%)u = M(d%)f, (uw, o, ... u=1))(0)
= 00 = lullzee(o,ma)s llull Lo (0,70) < P}-

Moreover, if Hypotheses (D2’u) to (D4’u) are fulfilled, the previous facts remain true
when replacing CP . (resp. LS., To) by C° (resp. L*°, +00).

loc loc?

Most of the remarks following Theorem 4 are still valid here. The proof is conducted in
Appendix with similar steps.
An analog of Lemma 5 is the following result:

Lemma 10 (Link between H and I,) Let Hypotheses (D0’) to (D4’) hold. Let u €
Wl’l(O, +00) be such that u € L2 (0,+00). Then, for anyt > 0:

loc loc
B 1 t+7T
H, = lim —/ H(u+dy)(s)-ds, VT >0
n—+oo T" [,
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. . 1
= lim limsup —
n—+00 T —40c0 T

1

t+T
/t H(u+dy)(s) - ds

t+T

= liminf — H d -d

o liminfo o H{udda)(s) - ds

and, for any p > 0 and any Ty > 0, the convergence is uniform in the set {u € W,};j(o, +00) :

llll Low (0,70) < £}-
Moreover, if (D2’u) to (D4™u) hold, for any p > 0, the convergence is uniform wrtt > 0
in the set {u € W(0,400) : |||z (0,400) < P}-

loc

For sake of completeness we also give the following result, which states the case where
the amplitude of the dither is not sufficient to modify the nonlinearity, and the case where
it is so large that it violates the “small dither” specification:

Theorem 11 (Asymptotic behavior — Inappropriate amplitude growth) Let Hy-
potheses (H1) to (H3), (DO0’) to (D4’) hold, except formula (10). Let f verify the same
assumptions than in Theorem 9.

o If§(T) — 400, then
Uy and uy + dp — Use In Wl’l(O, +00) when n — +oo

loc

where Us, 15 the solution of the differential inclusion

I <%) ueo € M (%) (—H(ues) + ),

Uo UIOO . u(oé_l)) (0) = (Uo Uy Lo Upq )

o IfT6(T) — 0, then ||un + dnl|cocory) tends to infinity for any Ty > 0 when n — +oo.

Proof:

If 6(T) — 400, the sequence d,, tends to 0 in W'(0,T) for any T > 0, hence u,, + d,,
tends in W/="1(0,T) to us, defined in the statement, due to continuity of H# in W1(0,T)
for every T' > 0. The same is true for u, + d,.

If TS(T) — 0, uy, is bounded and d,, unbounded. m|

4 Usual classes of dither

4.1 A general result

We first give general sufficient conditions for the hypotheses to be verified:

Proposition 12 (Sufficient conditions for the hypotheses) Let g € W1 (0, +c0).
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If
Xo(8) 2 sup mes{s € [t,t + 1] : |¢'(s)] < 6} — 0 when § — 0 (14)
1>0
holds, then g satisfies (D3’u).
If

Xk (8) 2 supsupmes{s € [t,t+1]: |a +¢'(s)] <} — 0 when § — 0 (15)
acR t>0

holds, then g salisfies (D3u).

To prove (D2) (resp. (D2u)), it is sufficient to prove for any o € R the convergence
of % fOT |+ g'(s)| - ds (resp. the convergence of %J;HT |+ ¢'(8)| - ds uniformly wrt
t>0).

If (15) holds, to prove (D4) (resp. (D4u)), it is sufficient to prove for any o € R
the convergence of % foT sgn (a4 ¢'(s)) - ds (resp. the convergence of % J;HT sgn (a +
g'(s)) - ds, uniformly wrtt > 0).

To prove (D2) (resp. (D2u)), it is sufficient to prove (D2’) and (D4) (resp. (D2’u)
and (D4u)).

Proof:
e Hypothesis (D3’u) follows from (14), as, denoting int (-) the integer part:
1 1 int (7)
pmes{s € [L,t+T]: |g'(s) <8} < mes{s € [t +k,t+k+1]: |¢'(s)] <6}
k=0
int (7)
1 14+7T
S 7 Xo(6) < Xo(6)
k=0

which tends to 0 with 6.
¢ (D3u) is deduced from (15) as (D3’u) is deduced from (14).
e We prove the result under Hypothesis (D2u), the case (D2) is simpler. For any T > 0,

1 rt+T

t > 0, the functions o — # | + ¢'(s)| - ds, and g(«) are 1-Lipschitz, and hence

T Jt

equicontinuous: due to Ascoli theorem applied on the compact set § = {o € R : —maxg’ <
a < —ming'}, the pointwise convergence when 7' — 400 implies the uniform convergence.

Outside this compact, & [T |+ ¢'(s)] - ds = |a| + sgn aw, and the convergence

> T It

is hence uniform wrt @ € R: (D2u) holds.
e Suppose that (D4u) holds. For «, o’ € R, one has

1 T 1 T
T/ sgn (a+g'(s)) -ds — T/ sgn (o’ +¢'(s)) - ds
¢ ¢
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IN

2
—mes {5 € (1, +T) : Ja+g'(s)] < Ja—al)

1+T

2
T

IN

xr(la —a'|)

Hence, for any 7' > 0, any ¢ > 0, the functions a — + j;t+T sgn (@ + ¢'(s)) - ds and s are
indeed equicontinuous in the compact set S defined above. As s(a) = sgn a outside S, § is
uniformly continuous on R, by the same argument than above.

¢ Suppose that (D2’u) and (D4u) hold. The uniform convergence of the derivatives towards
§ obtained via (D4u), together with the convergence in o = 0 towards g(0) due to (D2’u),
implies the uniform convergence towards g in every compact set. As the convergence is also
uniform outside the compact set S, (D2u) holds. O

For example, a function that satisfies (D1), (D2’u), (15) and such that for any o € R,
the integrals

1 t+T
o[ sardo) ds
t

converge uniformly wrt ¢ > 0, verifies Hypotheses (D3u) and (D4u).

4.2 Periodic dither

Theorem 13 Let g € W1°°(0, +00) be a T-periodic non constant function, then Hypotheses
(D2’u) and (D2u) are satisfied. Moreover,

o if g’ (1) verifies
mes{s € (0,7): ¢'(s)=0} =0 (16)
then Hypotheses (D3’u) and (D4’u) are satisfied.

o if g’ (1) verifies
VaeR, mes{s € (0,7): a+4¢'(s)=0}=0 (17)

then Hypotheses (D3u) and (D4u) are satisfied.

Moreover, for any o € R, the following relations hold when their left-hand side is defined:

g(a) = %/0 |+ ¢'(s5)] - ds, 5(a)= %/0 sgn (a + ¢'(s)) - ds

The proof of Theorem 13 is subsumed by the proof of Theorem 15 below.

Remark that (16) (resp. (17)) is necessary to define 5(0) (resp. 5(«)) in a univocal way.

The functions ¢ which are, up to a constant, finite sum of sinusoidal functions whose
least periods admit a finite smaller common multiplier, are examples of periodic functions
which satisfy Hypotheses (D1) and (D2u) to (D4u).
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4.3 F-repetitive dither

G. Zames and N.A. Shneydor [27, 28] have considered non-periodic dithers, more precisely
F-repetitive ones.

Definition 14 (F-repetitive functions) Any bounded function q(t), t € [0,00) is called
F-repetitive if there exists a strictly increasing unbounded sequence of positive numbers t;
with tg = 0, such that the following conditions hold:

o (i1 — 1) mes {s € (ti,tig1) : a(s) < €} = (b — to) " mes {s € (to,t2) : 4(s) < €}
for every £ € R and every i € N;

o sup(tip1 —t;) =T < 4o00. T is the mazimal repetition interval.

Every T-periodic function is F-repetitive, with t; = i7"
For any F-repetitive function ¢(?), it follows from the definition of Lebesgue integral that
the following identity is valid for any measurable function h(-):

(=)™ [ b s = (1= 10)" [ has)) ds

i

The following result generalizes Theorem 13:

Theorem 15 Let ¢ € WH(0,4+0c0) be a non constant function such that g'(t) is F-
repetitive, then Hypothesis (D2u) is satisfied. Moreover,

o if
mes {s € (to,t1): ¢'(s) =0} =0 (18)
then Hypotheses (D3’u) and (D4’u) are satisfied.
o if
Va € R, mes{s € (to,t1): a+4¢'(s) =0} =0 (19)

then Hypotheses (D3u) and (D4u) are satisfied.

Moreover, for any o € R, any i € N, the following relations hold when their left-hand side
s defined:

i(a) = L/t Tt g(s)] - ds, s(a) =

tigr —1;

1 tit
/ sgn (o +¢'(s)) - ds

tiy1 — 1t Jy

Proof:
e The relations below are valid for any locally bounded function h for which h o ¢’ is mea-
surable. Let 7,¢ be positive numbers such that 7 < ¢, and let i; and i3 be positive integers
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such that ¢;,-; <7 <, and #;, <1t < t;,41, for sufficiently large n (in order that i; < is).

Then:
‘& /Tt h(g'(5)) ds — ; /j h(g'(s)) ds

1—to

1 t’l 1 1 i,2 1 11
< — h(g'(s)) ds — h(g'(s))d
< = L1 L) i ] e - [ aenas
ia—1 t t
2T sup |h(g'("))] 1 tey1 — Lk / v, 1 / v,
h ds — h d
= t—r +t—r’; th—to )y, (g(s))ds = -—- " (g7(s)) ds
(using the F-repetitiveness of ¢’ [27])
27 sup |h(g'(- 1 h ti, — 1 AT sup |h(g'(-
2w [ ooy [zt | < Tawbisin
t—1 t1 —to | /4, t—1 t—1
We then deduce (D2u) taking h(-) = | - |. Remark that g(«) # 0, because ¢’ is continuous

(as g € W,lo_cm’l(O, +00) C Wli’cl(o,—i—oo) C C},(0,400)), and the assumption that g is not

constant on Rt together with the F-repetitiveness of g’ implies that ¢’ # 0 in [t1, 0]
e For any ¢ € N, if (18) holds, for any 6 > 0, one has, using Definition 14,

tig1 —ti

mes{s € (t;,tiy1): ¢'(s)] <6} = %mes {s € (to,t1): |¢'(s)| < 6}
1 —to

Hence, for any ¢ > 0, T being the maximal repetition interval,
1427
t1 — 1o
which tends to zero when 6 — 0, due to (18) and Lemma 3. We conclude that (14) holds and,
using Proposition 12, that (D3’u) holds. We deduce likewise (15) from (19), and (D3u),
again by Proposition 12.
e To prove (D4’u) (resp. (D4u)), we take h(-) = sgn (-) in the formula given below; the
integral is meaningful, as (18) (resp. (19)) implies that sgn ¢’ is well-defined. This implies
the existence of 5(0) (resp. s(«)) with convergence uniform in ¢t > 0. We then use Proposition
12 to conclude. a

mes{s € [t,t+1]: |¢'(s)| <6} <

mes {s € (o, 1) : |¢'(s)| < 6}

Let us give an example of function g with F-repetitive derivative verifying Hypotheses
(D1), and (D2u) to (D4u).
Consider a sequence 0 =tg < t; < ...<{tp < ...such that

0 < inf(tp41 —tr) < sup(tp41 — tg) < +00
Theorem 15 shows that the function

g(t) 2 ¢+ sin <727r(t — t)

), t€ftptr+1), keN, ceR
thy1 — g
have F-repetitive derivative and satisfy all the desired properties.
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4.4 Asymptotic almost-periodic dither
Following [9, 26], we define:

Definition 16 (Asymptotic almost-periodic functions) A continuwous function ¢()
defined on the half-line (t > 0) is called asymptotic almost-periodic (AAPF for short) if
for every e > 0 there exists a value A(e) such that on every interval J = [a,a+ A(¢)] (¢ > 0)
there exists T € J, such that:

V>0, lalt)—aft+7)] < (20)
T is called an e-almost-period and A(e) an inclusion length (corresponding to €).

The following result generalizes Theorem 13 to asymptotic almost-periodic dithers. The
proof uses Lemmas 19 and 20, which are expressed and proved in Subsection 4.5.

Theorem 17 Let g € W1°°(0,+00) be a non constant AAPF such that g' is uniformly
continuous (e.g. ¢ € W»(0,+00)), then Hypothesis (D2u) is satisfied. Moreover,

o if ¢’ verifies (14), then Hypotheses (D3’u) and (D4’u) are satisfied.
o if ¢’ verifies (15), then Hypotheses (D3u) and (D4u) are satisfied.

In particular, this states that if ¢’ # 0 is AAPF, then g(a) > 0 for any o € R. This
is not the case in general, even if (D3u) holds: consider e.g. ¢'(?) = ZG(t — n?) where
n>0
G(t) = 1 —|t| for |t] < 1, 0 otherwise.
Proof:
As g is an AAPF and ¢’ is uniformly continuous, ¢’ is an AAPF, and |¢'(?)| also [9)].
Hence, the following limit exists (Lemma 19)

1) = lim 7 [l ds

T—+c0 T

and one may prove as in [13] that it is strictly positive if ¢’ #Z 0. Moreover, as (14) is satisfied,
then 5(0) defined by (22) exists (Lemma 20). We denote

_ 1
¢(T) = sup |g(0) — F/ lg'(s)| ds
TLT 0
and
17
Y(T) = sup |5(0) — _// sgn ¢'(s)ds
T<T T Jo

and deduce from Lemmas 19 and 20 that ¢(7') — 0 and ¥(7) — 0 as T" — +oco. Both
functions ¢ and ¢ are decreasing.
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e To prove (D2u), we use the following relations. Let T,¢,7 > 0 and ¢t — 7 > T, then:

1 13 , ~ 1 T+(t—7) , ~
= [ enas-s0) = |2 [T el - a0
1 TH+(t—7) . 1 t—71 ,
< = el = [ el
1 t—T1
o
| [ s a0
I |
< e+ 22D aupig o)+ ) (using (23)

We then deduce, choosing first ¢, then T, that

1 13

-7/,
The same argument holds for g(«). This shows the uniformity of the limit wrt ¢ and 7 and
gives (D2u).

¢ (D3’u) (resp. (D3u)) under Hypothesis (14) (resp. (15)) is proved by Proposition 12.
e To prove (D4’u) assuming (14), consider

¢
‘&/T sgn ¢'(s)ds — 5(0)‘

1 e ,
= t—T/T sgn g'(s)ds — 5(0)
1 TH(t—7) , 1 =T ,
< t_T/T sgn g'(s)ds —o—— | sgng(s)ds
1 [ ) _
+ :/0 sgh g (S)ds—S(O)‘
< 2%){0(5) + 2@ + ¢(T) (using (24) in Lemma 21)

and (D4’u) is proved.
e Due to Lemma 20, s(«) is well-defined for all o« € R, if (15) holds, and the convergence is
uniform wrt ¢ > 0. By Proposition 12 and (15), we conclude that (D4u) holds. O

From this, a natural question arises: How to check the validity of (14) and (15)? The
authors do not know whether mes{s € Rt : ¢'(s) = 0} = 0 implies (14) or not, as in the
periodic case (uniform convergence wrt ¢ is required in (14), so Lemma 3 is not sufficient).
We formulate a sufficient condition, useful for various applications.
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Lemma 18 Let an AAPF q # 0 have the form

k
q(t) = Ao+ Z Ajsin(wit + ¢;)

i=1

with k > 1 different frequences w; (commensurable or not). Then, the function g’ = q satisfies
(14) and (15), and moreover

3e >0, xo(6), xr(6) < c87F

Proof:
Consider the linear homogeneous ODE:

d & /d?
1(£e0)

=1

on the interval [0, 1]. For any real a, the function ¢(a +t), t € [0, 1] is a solution of (21).
The set of all these functions is included in a finite-dimensional vector space. The norms
of g(a + t) in C° are uniformly bounded from below: ||q(a + )||co0,1] > €0 > 0. From [17,
Theorem 1.1, Chapter 1], it follows that

xl"‘

mes {5+ s €[0,1], lg(a+ts)| < 6} < 63
which proves the Lemma. a

The simplest examples of asymptotic almost-periodic dither (but not periodic or F-
repetitive), satisfying the desired assumptions are functions of the type ej(nt) + ea(nnt)
with T-periodic functions e;(¢) and e»(¢) and irrational 5. An example of function satisfying
Hypotheses (D1) and (D2u) to (D4u) is g(t) = ¢ + cost + cos /2t, ¢ € R.

4.5 Lemmas on ergodicity

Lemma 19 (Ergodicity for AAPFs) The following limit exists for any AAPF ¢(t):

1 T
lim —/ q(s) ds
0

T—+c0 T

This fact may be found in [9, 26], for sake of completeness, we shall prove it together with
the following Lemma.

For an AAPF ¢(t) the function sgn ¢(¢) may not be AAPF, but we have the following
result:
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Lemma 20 (Ergodicity of the sgn of AAPFs) Let g be an AAPF such that (15) holds.
Then the following limit exists:

1 /7
TEI-II-loo T/o sgn ¢(s)ds (22)

To prove Lemmas 19 and 20 we need the following statement.

Lemma 21 Let ¢ be an AAPF, ¢ > 0 and A(g) be a corresponding inclusion length. Then
for anyt > 0 and any T > 0, the following uniform estimates hold:

/OT a(s) ds — /;+T q(s) ds

(in which sup |q(s)| < +oo, due to asymptotic almost-periodicity [9]) and, if (14) holds,

T t+T
/ sgn q(s)ds — / sgn q(s)ds
0 ¢

< Te+ 2A(e) sup |q(s)] (23)

< 2T+ Dxo(e) + 2M(¢) (24)

Proof:
Let 7 be an e-almost-period from the interval [t, ¢ 4+ A(¢)]. Then

[ atas— [ agora

[ -] o sup|q<>|s/0|<)—q<s+r>|ds+m<e>sup|q<s>|

< Te+2X(g)sup |q(s)]

IA

which proves (23). The estimate (24) is proved analogously: instead of (20), one uses the
inequalities

T
/0 |sgn q(s) —sgn ¢(s + 7)| ds < 2mes {s € [0,T]: |g(s)| < e} <2(T + 1)xo(e)

The last estimate is trivial, as |¢(s)| > ¢ implies sgn ¢(s) = sgn ¢(s + 7). Lemma 21 is
proved. a

Proof of Lemmas 19 and 20:
We shall see that Lemma 21 implies the following estimates (we suppose R > r)

o[ a@as =t [ ooy

<3 (% + L)) sup |q(s)] + ¢ (25)
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and

I L ) 1

E/o sgn ¢(s)ds — ;/0 sgn q(s)ds| <2 (% + %) + Q%XO(E) (26)
Estimates (25) and (26) are indeed sufficient to prove the ergodicity of ¢(s) and of

sgn ¢(s). We give a proof of this fact e.g. for sgn ¢(s): suppose that (26) is proved and that

(22) does not hold. Then, as sgn ¢ is bounded uniformly on R, there exist two real numbers

S, Sp and two sequences r,, R, — +0oo such that

Ry

1 [ 1
nEToo E/o sgn q(s)ds = s, # Sp = NEI-I[}OO e sgn ¢(s)ds

Choose € > 0 such that yo(¢) < 1/20|5, — 5g| (for such an ¢, one has [2(r, + 1)/7s]x0(¢) <
1/5|s, — sg| if 7, > 1). Then choose n large enough, in order that

_ " Ae)
Tn

1
Sp— — sgn ¢(s)ds
n 0

< 1/5|5, — 5g|, 2

s — Sp|and r, > 1

Finally, choose N sufficiently large, in such a way that

1R "
SR — — sgn ¢(s)ds| < 1/5|5, — sg| and 9 < 1/5|5, — sr
RN RN
Then
fin I Y
|sr —sr| < |smr— —/ sgn ¢(s)ds| + / sgn q(s)ds — —/ sgn ¢(s)ds
RN 0

+ |5 — —/ sgn q(s)ds
Tn 0

< 1/5|5, — sg|+3/5|5, — sg|+ 1/5|5, — 5r| (using (26))

which contradicts the fact that 5, # sg.

So, in order to prove Lemmas 19 and 20, it remains to prove the estimates (25) and (26).
As an example, the estimate (25) follows from the following relations, where & is the integer

part of R/r (i.e. kr < R < (k + 1)r):
é/fws—l/rﬂ ([ )
il

< ([ /;D,)—%/O ;

kr

R
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< 1k/r+1 /27‘ /r+/3r /7’+ +/k7‘ /7‘ 1/7‘ N r | ( )|
< |= — - - o - - = — sup |q(s
R Jo R\J, 0 2r 0 (k—1)r 0 rJo R
(ass0< R—kr<r)
< Bt [ |+ e 2@ ) + Fsup laGo)
(using (k — 1) times formula (23))
r o Ade)
< 2 E—}— - sup |¢(s)|+e (as kr < R < (k+ 1)r)
Formula (26) may be proved analogously. |
Appendix

A Proof of Theorem 2 : Well-posedness

We shall use a realization of the transfert function JL‘A(S))

i€ A+ B(—H(Ci+d)+ f) ae.,Ci=u, 4(0)=ip (27)

where A € R™! is stable, B € R™! ¢ ¢ R and C(sI — A)"'B = JLVA(%)
From Hypothesis (H2), we deduce '

{CAZ'B:O, 0<i<l—-m-—2

CA™™ 1B = limy_ oo s JLW((;)) #0

as for any i € N, CA'B = lim,_ 4o si"'lALﬂ(%l holds, both term denoting the value of
the i-th derivative at the origin of the impulse response Ce!B. In particular, one has

u=C(Ad+ B(—H(Ci+d)+ f)) = CAl, as [ — m > 2.

We now prove the existence of solutions.

Replace H by Hj, as defined after formula (3) (this is equivalent to suppose D = 0). We
are led to a differential equation (and no more inclusion). One then considers the sequence
of functions @*, k € N, defined recursively by

O =i, i@ = Ad* +B(—Hy(Ca" 1+ d)+ f) ae., @ (0) =i fork>1

This sequence is uniquely defined in I/V.,I_m’p(O, +00) and, due to the (local) Lipschitz pro-

oc
perty for Hy, (Theorem 1), the usual invocation of the Contraction Principle shows that u®
converges in Wllo_cm’p(O,—}—oo) (i.e. in W=mP(0,Ty) for any Ty > 0), towards the (unique)
solution of the equation

i = Aii + B(—H,, (Cii+ d) + ) ae., @(0)= i
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Now, if D # 0 (and [ — m = 2, due to (D3’)), one uses the possibility to regularize
the sgn operator by smooth operators, with single-valued output, pertaining to the class we
consider [5]. Let a new sequence @* € W,’O‘cmyp(o, +00) be defined as the sequence of solutions
of the equations

i € Adt + B(—H*(Ca* +d)+ f) ae., @(0)=ao for k> 1

where

H* is defined by (3) with the matrices < 1(/—)1 01 > , < ? ) ,(C D)0
E 3

instead of A, B, C, D resp.

These operators are indeed the sum of two operators of the class we consider, namely Hy,
and the operator defined by —%, %, D, 0.

Suppose first that f € L? (0,+00). A compactness argument shows that the sequence
u* admits a cluster point @ in L%(0,7;) weak star for any 7y > 0. In particular, one may
suppose that u* converges in W12(0,7y) for any Ty > 0 , and hence W11(0,7}), so the
term due to Hy, converges in W12(0, Tp) towards Hy,(u). The supplementary term may be

proved to behave as Dsgn u asymptotically?, so the cluster point u verifies
e Ai+B(—H(Cu+d)+ f) ae., a(0)=1p

and existence holds.

We now have to show the uniqueness of the cluster point. This will show the uniqueness
of solutions for (1).

Suppose that there exists a symmetric positive definite matrix P such that A7CT =
DPB. Then, for any solutions &, &’ of (1), we have

(i— @) Pii—i) e
€ (a—@)'PA(a—@)+ (@ — @) PB(Hgy(u) — Hy(u))
—D(@ — @')" PB(sgn u — sgn ')
= (@-@)"PA(@— @)+ (i — @) PB(H(u) — H(u'))
—(CAu — CAU')(sgn CAG — sgn CA')

The last term is negative and the Lipschitz property for Hg, (Theorem 1) permits to show
uniqueness by use of Gronwall Lemma. Analogous argument permits to show the continuity
of the solution wrt the initial conditions and to f in the L norm. Now, if f € LI (0,+00),

loc
this last continuity property permits to show the existence, considering e.g. the sequence

max{n, f(t)} in L? (0, +0c0).

loc

The existence of P is guaranteed by the following result applied to M; = CA and
M5 = DB, using the fact that (H3) implies DCAB > 0 when | — m = 2.

"More precisely [6], (—Hsv(uk) + H* (uk))uk — D|4| in LZQOC(O7 +00) strong.
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Lemma 22 Let My (resp. M) be a 1 x n (resp. n x 1) real matriz. Then
MMy >0« 3P = PT > 0 such that M{ = PM,

The direct part is straightforward. For the converse part, consider for A > 0:

MyMF MM
Y (B I LAY S
M2 M2 (M2 M2)2 Mg M2

(Mo My + MEMT)

Then, M{' = PM, and P = PT. Moreover, MI PM; = M; M5, > 0, and for any vector v
such that MYv = 0, we have v7 Pv = AvTv > 0, and hence P > 0.

B Proofs of Theorem 4 and Lemma 5 : Bounded velo-
city
B.1 Proof of Theorem 4

We prove the Theorem under the Hypotheses (D2u) to (D4u). The convergence on compact
time intervals when only (D2) to (D4) hold is proved in the same way. The main tool is
the following Lemma.

Lemma 23 Let Hypotheses (DO0), (D1), (D2u) to (D4u) hold. Let u € W,ij(o, +00) with
4 and @ bounded in L*°(0,+00). Then, defining H as in (4), one has Ye > 0,

t
/ e_c(t_s)(H(u +dy)(s) — H(u)) - ds — 0 uniformly wrtt > 0
0

and, for any p > 0, the convergence is uniform in the set {u € Wli’cl(o,—i—oo) || oo (0,400),

[l Lo (0,400) < P}
More precisely,

e (D3u), (D4u) imply that Ve > 0,
t .
/ e_c(t_s)(sgn (u+dp)(s) —8(w)) - ds — 0 uniformly wrtt > 0
0
e (D2u) implies that

Tp — Too tn CO(0, +00)

where

in = Azp|i+dy |+ B(u+dy,), 2,(0) =20 and &e = AZoo§(u)+Bu, 2(0) = zg
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1—

Let us show that Lemma 23 leads to the proof of Theorem 4. One has
M{(s)
L(s)
M{(s)

= — u ] u M(S) — u u
= Ty )+ H ) + () - H ()

As there exists p < 400 such that for any n, ||tn||Le(0,400); [|tin||Lo(0,4c0) < p, Lemma
23 shows that the first term on the right-hand side of the last equality tends to zero when
n — 400, uniformly wrt ¢ > 0.

(—H (tn + dn) + H(uco))

Up — Uo €

T .
Now, as the integrals fg e fs lieel 45 are bounded uniformly wrt ¢ > 0, for any u €
leOO(o, +00) with 4 — e # 0 a.e., denoting z (resp. 2o ) the space variable of the operator
H corresponding to the input u (resp. us ), one has:

b — oo = Aa(g(i) — §(iten)) + A& — 200)(ti00) + Bl — i), #(0) = 200(0)
which implies

o(0) = 2ea(t) = [ AT a(gli) — glien)) + Bl = )5 ds

0

so, using Lipschitz property for g (and for § if D # 0) and the fact that for any o € R,
g(a) > |a|, we get for a certain ¢ > 0 independent of u:

H _H o6} il [ee}
V() ~ Bl ey _,
||U - Uoo||L°°(0,+oo)

If now the inequality given in the statement is true, then

|1 (u) — H (ttoo) | L (0,400) H£_1 (SM(S))

[[ttn, — oo |lco(0, +00)

sup —
e W1,59 (0, 4.00) [|t = oo || Loo (0, 400) L(s) JllL1go,400)
@— oo #0 A.C.

_1 [ sM(s) _
< ! H(u, + dy) — H(uy,
| (S etttton + a0 - )
which tends to 0, as %%2 is strictly proper and stable, so 1, — i, tends to zero in C°(0, +00),

and the same property is deduced for u, — e and u, + dy, — Usy. This concludes the proof
of Theorem 4.

C0(0,400)

B.2 Proof of Lemma 23

o It is not difficult to prove that Hypotheses (DO0), (D1), (D2u) to (D4u) imply the
following equalities, where the convergences are uniform wrt o € R and ¢t > 0:

1 t+6(n) .
Jdim o [T b = g 29
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Ve > 0, HETOO ﬁmes{s € (t,t+6(n):|a+du(s) <cd(n)} = 0 (29)

1 t+68(n) )
dim s [T o) ds = s@) (0
The proof uses the identities (9), and (to prove (29)) the fact that e )( n(t) — ¢g'(nt)) is

uniformly bounded. Remark that & in (28) is not linked with the 6 defined in (DO). This
implies that the assumption né(n ) — 400 is useless when D = 0. The other part, §(n) — 0,
remains however useful to bound d,(t) — ¢’(nt) in (DO).

e We use a subdivision 5,0 < k < K of [0,¢] with K = int (6( ))

Hypothesis (DO). It implies that tj41 —ty = & ~ 6(n). We have

+ 1, 6 being defined in

‘/ e~ =) (sgn (a(s) + dn(s)) — 5(u(s))) - ds

< Z_: / " e (sgn (u(s) + du(s)) — sgn ((tx) + dn(s))) - ds

K-1

M

/ e=(=*)(sgn ((tx) + da(s)) — 5(i(t))) - ds

=
Il
— o

+

/ e = s ate) — s(is)) - ds| 2T+ X0 + T

tx

S
I
o

Here and in the sequel, we denote by ¢ various positive functions tending to 0 with their
argument, and by ¢ various strictly positive constants, both independent of ¢ and n. We
have:

K-1
S < 2) e T mes {5 € (ty, tgr) ¢ [i(te) + da(s)] < Ji(s) — ate)]}
k=0
K-1 )
< ey e T Imes {s € (tr, tegr) ¢ i(t) + dn(s)] < Jlil o (ter — 1))
k=0
(as @ is bounded in L= (0, +00))
K-1 B ) B
< ey e Umtmes {s € (g, 1 + 6(n)) : [i(ty) + da(s)| < cb(n)}
k=0
1 K-1
< — e~ H (due to (29))
n k=0
1 ;1 —e ¢ - 1, 1—e ¢ 1
= K = ¢ e —
cd(n)e(~)e" 1 = e )T = () 0

RR n°2690



36 Pierre-Alexandre Bliman, Alezander M. Krasnosel’skii, Michel Sorine

as S(n) tends to 0. ), is estimated as follows:

E —c(t—1x) / k+1(sgn (u(ty) + dn(S)) — s(u(ty))) - ds

173

e [ s i) 4 o) = (00 !

(mtegratmg by parts)

As [+ (s

where ¢,

sgn (u(tk)+dn(5’)) s(u(tr)))-ds' is smaller than 2(¢;41—s) and Q(S—tk)+(§(n)€n,
A 1 ik+1 . ; T )

= e (sgn (u(tr) +dn(s)) — 5(u(tg))) - ds tends towards zero (by
(30)), one gets:

K-1 K-1 tette41-8(m)en
P N ROEEDY |/ =25 — 1) + B(n)ey) -ds

k=0 k=

K-1 tht1 ( )

—c(t—s

' k=0 /_tk+tk+1—2_§(")5n) 2e (tk+1 N S) ds

et Kol " = ” = t - trttpp1=6(n)en

< ce” E ert1(n)e, + Rt — (eb(n)en, — 1)  — (24 6(n))e B
k=0

< ¢(6(n) +¢e,) (after computation and simplification)

The last term is estimated as follows, using the uniform continuity of s (cf. Theorem 7):

~

-1

Tr1 B
>3< e(tp41 — tk)/ e~ =) s = e(8(n))

0 tk

S
I

Hence, fot e=(=)(sgn (u + dn)( ) — 5(%)) - ds — 0, uniformly wrt ¢ > 0. The convergence
is also uniform in sets as defined in Lemma 23, as indeed the choice of ¢ and ¢ depend only
upon |é||ze(0,400), [l Lo (0, 40)-

e We shall first prove the following estimate: Yh € C°(0, +00) N L*(0, +00), V¢, 7 > 0,

/,(' i(s) + dn ()] — gli(s)))h(s) - ds

First, suppose that h = 1. For any 7,t € R with ¢ > 7, let us define ¢}, = 7' + %(t — 1) for
k=0,1,..., K, with K = int (6(n)) + 1, in such a way that tg41 — & = K ~ §(n). Then

/|u )+ da(s)] ds_/g@(s)).ds

< e(1/n)(t —7) (31)
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< K /t:k“<|u<s> - du(s)] — [i(t) + du(s)]) - ds
+K /t:"“qu(tk) + da(s)| — gu(ts)) - ds
+K / :k“(g(u(tk» — gi(s))) - ds
< K / < 1) -ds + KZ / :Hl(m(tk) T da(s)] - g(alt))) - ds

(using the Lipschitz property of u and g)

CoT S sme(t) (by (28)

= C

= (= )Em) +e() = (- ()

n

and by continuity, (31) holds also for ¢ > 7 > 0. The result is then deduced for any h using
piecewise constant approximations.
e We now prove the convergence property for z,,. One has

bn — oo = Axplt+ dn| — Aeog() + Bdn, 2,(0) = 200(0)

Hence, for any ¢ > 0,

|2n(t) — 2eo (1)]

/o AL () (Jis) + da ()] = 3(i(5)) + Babn(5)) - ds

MO [ 6)i6) + (o) = 9() + B (o) -

t t . t ) )
+‘Ag(u(t))/ Al g(“)/ (Azp (|t + dn| — G(4)) + Bdy,) - ds' - ds
0 s
(integrating by parts)

ce™%e(1/n)t + c/t e~ =g(1/n)(t — s) - ds = e(1/n)

IN

using (31) and the fact that d, — 0in L (0, +00). We conclude that z, — 2+ in C°(0, +00)
(uniformly in the sets {u € W,{;j(o, +00) : ||t||Loo(0,400), < p}) as ¢ and ¢ depend only upon
[|||L=), and this achieves the proof.
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B.3 Proof of Lemma 5

It is possible, using the same argument than for (31), to prove that

n

VT >0, /0 (sgn (i + dn)(s) — (1)) - ds < £(2)T

This, together with the convergence of z, towards z+ (see Lemma 23), shows the expected
result.

C Proofs of Theorem 9 and Lemma 10 : Unbounded
velocity

C.1 Proof of Theorem 9

Again, we show only the infinite time interval result. The same steps than for the proof of
Theorem 4 will be made.
We use the following Lemma, counterpart of Lemma 24:

Lemma 24 Let Hypotheses (D0’), (D1°), (D2’u) to (D4’u) hold. Let w € W,lo’cl(O,—i—oo)
with w bounded in L™ (0,+00). Then, defining H., as in (8), one has Ve > 0,

¢
/ e~ (H(u+d,)(s) — Hy) - ds — 0 uniformly in t € [0, +00)
0

and, for any p > 0, the convergence is uniform in the set {u € W10, +00) : %] oo (0,4-00)

< p}.
More precisely,

e (D3%u), (D4’u) imply that Ve > 0,
¢
/ e~ (=) (Dsgn (i + dp)(s) — H.) - ds — 0 uniformly wrt t € [0, +00)
0

e (D2’u) implies that for all Ty > 0,
2, — 0 in C(Ty, +00)

where

in = Azpli+d,| + B+ d,), 2,(0) = o
Let us show that Lemma 24 leads to the proof of Theorem 9. One has

Up — Uoo € %(—H(un +d,) + Hy)
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Using realization (27), we have:
tn € Aty + B(—H(Citn 4 dn) + f), n(0) = @(0)

Hence, for every ¢t > 0,

1
iin(t) € e*1ii(0) +/ AU B(—H (Cii,, + dn)(s) + f(5)) - ds
0
With the hypotheses on f and due to Hypothesis (H1) and Theorem 1, we deduce that the
sequences u, and 1, are bounded in C°(0,+00), uniformly wrt f in the sets defined in the
statement of Theorem 9.
It is then deduced by the stability of the transfer function Ag((;)) and Lemma 24, that

Uy, — Use tends to zero in CO(O, +00), and the same is true for u, —us and hence up+d, —
(by Hypothesis (D0’)). This concludes the proof of Theorem 9.

C.2 Proof of Lemma 24

¢ From Hypotheses (D0’), (D1’), (D2’u) to (D4’u) are deduced the following equalities,
with uniform convergence wrt ¢ > 0:

t+8(n)
lm jdn(s)] -ds = g(0) (32)
n—-1+00 ¢
1 _ .
Ve>0, lim ——mes{s€ (t,t4+6(n)):|du(s)|<c} = 0 (33)
n—+oo §(n)

t46(n) .
L) /t sgn (da(s)) -ds = 5(0) (34)

Im =
n—+co §(n

e We have, taking as in the proof of Lemma 23 a subdivision of [0,¢] with step % ~ 8(n):

/0 e~ (sgn (i) + dn(s)) — 5(0)) - ds

K-1 tt1
< / e~ ) (sgn (a(s) + dn(s)) — sgn dn(s)) - ds
k=0 tk
K-1 (79
+ / e=*=%)(sgn d,(s) — 5(0)) - ds
k=0 tk
K-1

mes {5 € (ti, te1) = |dn(s)] < J|ul|pos e trt0)

INA
o
ol
=[]

trt1 .
+ e—c@—fk)/ (sgn d,(s) — 5(0)) - ds

tx
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tr41 Tr1 .
/ e_c(t_s)/ (sgn d, —5(0)) - ds’ - ds| (integrating by parts)

K-1
+c Z
k=0

tx
B 1 K-1 K-1
< B(n)e(=) Y e ) §(n)e, Y e Tt
k=0 k=0

tk+tk+1 8(n)en

Z / e~ (2(s — t1,) + 8(n)ey,) - ds

tr41
/ . Soren) _c(t_s)(tk+1 — ) -ds (using (33) and the fact
ik fk+1— n)en
A 1 Tr41 .
that £, = / sgn dp(s) - ds tends to 0, due to (34))

max -
0<k<K-1 §(n)

< o)+ B(n) + )

tr

In conclusion,
t . —
Ve > 0, / e_c(t_s)(sgn (u+ dn)(s) — Hy) - ds — 0 uniformly in ¢ € [0, +00)
0
and the convergence is uniform in the sets {u € W21 (0, 400) : (%] Los (0,400) < P}
e We shall use the following estimate: YA € C°(0, —I—OO) N L0, +00),Vt, 7> 0,

J i) + 0] = g5 ODhGe) | < el

Formula (35) is deduced from (32) as (31) was deduced from (28).
e Defining !, by & = Axz!, g((sg + Bu, #.,(0) = g, one has clearly 2/, — 0 uniformly on
every set [T, +00). As

()t - 7) (35)

, 9(0)

b — 2l = Azg|u+d,| — Az ”5(n)

+ Bd,, z,(0) = z/,(0)
one gets, for any ¢ > 0:
t a0, .
2 (t) — 2l () = / eAam (179 <Amn(5) <|u(s) + dn(s)| —
0
(o)

e*‘an)f/; <Ag;n(5) (|u(5) +dn(s)] - g(_()) + Bdn(s)> ds

_ t 3(0) 13 . aq
+A—5’(0)/ eAetm - s)/ Az, | i+ dy| — 90 + Bd, | -ds’ - ds
6(n) 0 s 6

Oﬂ Qi

—~~

o

\_/

N—e
+
&
&.
A
\_/

N—e
QU
o

IN
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(integrating by parts)
et 1 1
< &) | ||dn | Lo t——re(—
< T (ldallm + et
Y S 11
_— ) | |dy |l oo t—s)=——e(—) ) -d
ti [ (Il + et - ) 5e(7)) -

using (35). We deduce that for any 7y > 0, #, — 0 uniformly wrt ¢ € [Ty, +00). As the
above relation is true uniformly in the sets {u € Wli’cl(o,—i—oo) lul|Lee(0,400) < P}, the
convergence is uniform, so Lemma 24 is proved.

C.3 Proof of Lemma 10

Using similar procedure than the one used to prove (35), one proves that

/0 sgn (4 + dn) — 5(0)) - ds < 5(%)T

On the other hand, the second point in the proof of Lemma 24 shows that ||z, ||co(r,, +00) — 0
for any Ty > 0. Hence, the conclusions of the Lemma are proved.
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