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Analyse des heuristiques d’ordonnancement des
systémes paralleles

Résumé : 1l est bien connu que la plus part des problémes d’ordonnancement
des systémes paralleles sont NP-difficiles méme sous des hypotheses tres spécifiques.
Ainsi beaucoup d’algorithmes sous optimaux, en particulier les heuristiques, ont été
proposés dans la littérature. Des bornes sont établies dans cette note sur les perfor-
mances des heuristiques d’ordonnancement pour la minimisation de la durée totale
d’exécution des programmes paralléles. Différents modeles de calcul parallele sont
envisagés : délai de communication entre processeurs, duplication de taches, taches
multiprocesseurs et taches paralleles. A cause de I’hétérogénéité de ces systémes,
les heuristiques d’ordonnancement peuvent s’éloigner de beaucoup des solutions op-
timales. Les bornes présentées ici fournissent des indications sur la maniére dont
on peut concevoir des heuristiques d’ordonnancement ayant une garantie de perfor-

mances.

Mots-clé : heuristiques d’ordonnancement, durée d’ordonnancement, borne de
performance, calcul paralléle, communication, duplication de taches, taches multi-
processeurs et taches paralleles.
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1 Introduction

Scheduling of parallel computations has received an increasing interest during the
last two decades. Researchers from both the communities of parallel computing and
of combinatorial optimization have obtained a number of results on the complexity
of the problems and optimal solutions. The reader is referred to the books [2, 3] for
the recent development in the field.

In this note we are interested in the makespan (or schedule length) minimization
for parallel computations which are represented by task graphs. It is now well-known
that most such scheduling problems are NP-hard, even under very special assump-
tions. Thus many suboptimal algorithms, in particular heuristics, were proposed in
the literature, see e.g. [4, 8, 9, 10, 13]. In [4] and [9] various heuristics were presented

and empirically compared for randomly generated task graphs.

Worst-case error bounds of heuristics were first provided by Graham [6, 7] for the
basic task graph model (see below for the definition), and extended to the models
with interprocessor communications in [11]. Some other worst case analyses were

carried out for more specific models, see remarks and references in [11].

In this short paper, we consider new parallel computation models with task du-
plications, multiprocessor tasks and parallel tasks. We extend the results of [7, 11]
further to these parallel computation models and provide worst case error bounds
for heuristics of makespan minimization. Due to the heterogeneity of the systems,
scheduling heuristics can be far away from the optimal solutions. The bounds pre-
sented in the paper provide insights to the design of scheduling heuristics in order to
obtain good performance guarantee. Guided by these analyses, we propose several

classes of scheduling heuristics which yield better performance bounds.

The paper is organized as follows. In the next section we define three computa-
tion models in detail. In Section 3 we establish the worst case error bounds for these
models. We also propose scheduling heuristics which are shown to have better per-
formance guarantee. In Section 4 we present conclusions of our study and remarks

on further extensions.

RR n°2710



4 Z. Liu

2 Problem Description

We consider the scheduling problem in multiprocessor systems with n identical pa-
rallel processors. A job consists of a set of tasks whose executions are governed by
given precedence constraints. Denote by G = (V, E) the task graph, where the ver-
tices in V = {1,2,---,|V|} represent the tasks, and the directed edges indicate the
precedence constraints: (7,7) € E implies that task 7 is an immediate predecessor of

task j.

The task processing times are specified by the function P : V — IR™, with the
meaning that P; is the processing time of task : € V. In the case of parallel tasks

(see definition below), this is the execution time when one processor is used.

In the basic task graph scheduling problem, a scheduling policy of the parallel
processing system is the one that assigns the tasks to the processors and schedules
the executions of these tasks so that the precedence relations are satisfied: for any
pair of tasks 7, j such that task ¢ is the immediate predecessor of task j, the processing

starting times, denoted by S; and S;, respectively, have the following relation:
S; > S;+ P (1)

The schedule is such that a task can be assigned to only one processor, and one

processor can execute at most one task at any time.

We shall consider scheduling problems of the following three parallel computation

models.

Interprocessor communications and task duplication :

The communications between tasks are described by the function 7' : £ —
IR", where T; j is the amount of information to be transferred by task ¢ to
task j when ¢ finishes, (¢,j) € E. The communication times, referred to as
interprocessor communication delays, depend on the system configuration and
on the processors where the tasks are processed. Let C(T; j,p,q) denote the
communication time between tasks ¢ and j if they are processed by processors p

and g respectively. In the literature, it is sometimes assumed that C(T; j,p,q) =

INRIA
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T; ;d(p,q), where d(p, q) is the communication delay for a unit message from

processor p to processor gq.

Scheduling policies should satisfy
Sj 2 Sz + PL‘ + C(Cri,jap#]),

provided tasks ¢ and j are assigned to processors p and ¢, respectively.

We assume as usual that the communication time between two tasks assigned
to the same processor is negligible. In this case, task duplication can be useful
to reduce interprocessor communications so as to shorten the makespan. For
example, if task ¢ has two successors, say j and k, then, by duplicating ¢ to ¢ and
i', the arcs (4,7) and (¢,k) are replaced by (4,7) and (¢, k) so that, if j (resp.
k) is assigned to the same processor as 7 (resp. i'), there is no communication
cost for (7,7) (resp. (¢, k)). In general duplication of a task is useful only when

the task has at least two successors.

Formally, duplication of task 7 of task graph G = (V, E) results in a graph
G' = (V',E') with

Vi=VuU{i}, and E'=FEU{(j)|(j) € EYU{(,5)I( ) € B},

where EY is a nontrivial subset of E; = {(7,7)|(¢,7) € E}. Moreover, Py = P;,
Ty = Tj; and Ty ; = T; j. Note that when |E;| > 2, there can be more than
one possibility of defining E; (in fact, there are exactly 2l Eil — 9 possibilities).
The choice of a subset of successors of i as the successors of i’ takes part in

the scheduling decision.

We assume that for each ¢ € V, task ¢ can be duplicated for at most d; times.
Let d = max;cy d;, with 1 < d < n by definition.

Multiprocessor tasks :

In this case, the processing of a task requires one or more processors simul-
taneously. For each 7 € V, let m; > 1 be the number of processors required
to execute task ¢ simultaneously. All the m; processors execute task ¢ for P;
time units. Let m = max;cy m;, mg = min;cy m;, with 1 < mg < m < n by

definition.

RR n°2710



6 Z. Liu

We assume in this case that there is no interprocessor communication. The in-
corporation of interprocessor communication times in the model will be consi-

dered in Section 4.

Note that when m = 1, the problem reduces to the basic scheduling problem.
Scheduling policies should satisfy (1).

Parallel tasks :

In this case, a task can be executed by one or more processors in parallel with
linear speed up, i.e., if task ¢ € V is executed by ¢ processors, the execution
time of each of the g processors on the task is P;/q. For each 1 € V', let p; > 1
be the maximal number of processors that task ¢ can use for parallel execution.

Let p = max;cy p;, po = miney pi, with 1 < pg < p < n by definition.

Again, we assume in this case that there is no interprocessor communication.
The incorporation of interprocessor communication times in the model will be

considered in Section 4.

Note that when p = 1, the problem reduces to the basic scheduling problem.
Scheduling policies should satisfy (1) with P; replaced by P;/g; if g; processors

are used to execute task z.

These computation models have recently been studied in the literature. The
reader is referred to [3, Chapter 4] for scheduling with task duplications, to [1,
2] for scheduling of multiprocessor tasks, and [5] for scheduling of parallel tasks.
These scheduling problems were shown to be NP-hard in general. They are NP-
hard even under quite specific assumptions on timing, such as Unit-Execution Time
(UET), Unit-Communication Time (UCT), and specific assumptions on task graph

structures.

In this paper we will be interested in the performance bounds of heuristics of
these scheduling problems. We shall analyze in particular greedy scheduling polictes.
In general, a policy is of greedy type if at any time, some processors are allowed idle
only when non of the subset of idle processors can be used to execute a task waiting

for execution at that time.

INRIA



Worst-Case Analysis of Scheduling Heuristics 7

Within the context of multiprocessor tasks, a scheduling policy is of greedy type
if as soon as there are enough available processors for at least one enabled task (a task
is said to be enabled in this case if it has no unfinished predecessor tasks), one of the
enabled tasks is assigned to the available processors. For parallel tasks, a scheduling
policy is of greedy type if at any time there is processor idling only when there is
no enabled tasks. In the case of interprocessor communications, a scheduling policy
is of greedy type if whenever a task is selected for the assignment, it is assigned to
the processor which starts its execution earliest, and that the task starts as soon as

possible.

Many heuristics studied in the literature are of greedy type, e.g., for the sche-
duling with interprocessor communications, the Earliest Task First policy [8], the
Least Schedule Flexibility First policy [13], and the Earliest Ready First policy [10].
List schedules (see e.g. [14, 15]) are also examples of greedy policies.

The scheduling policies described above are nonpreemptive policies. In this pa-
per, we shall consider preemptive policies as well. When preemptions are allowed,
scheduling decisions should also decide when to preempt and resume task executions.
Thus, a task is cut into pieces (or more precisely, replaced by a chain of subtasks)
which are executed in different time intervals. The subtasks have the same multipro-
cessor requirement (in the model of multiprocessor tasks) or the same parallelism (in
the model of parallel tasks), and the sum of their processing times are equal to the
processing time of the corresponding task. In case interprocessor communications
are not considered, a task (or more precisely, its subtasks) can also be executed
on different processors without penalty. However, if interprocessor communication
times are not negligible, specific assumptions have to be made on the communication
times among the subtasks in the chain representing a task. In this paper, we will

not consider preemptive policies for such a case.

Let M,(G) denote the makespan of task graph G under the (preemptive or
nonpreemptive) scheduling policy 7 on n processors, and M,(G) be the makespan of
an optimal preemptive policy (in the same parallel processing model). Note that, in

any of the two parallel processing models without interprocessor communications,

RR n°2710



8 Z. Liu

for any given task graph, an optimal preemptive policy has always a (nonstrictly)

smaller makespan than an optimal nonpreemptive policy.

The goal of this paper is twofold: to establish upper bounds for the makespan
of greedy policies with respect to the optimal makespan, and to propose heuristics

having better performance guarantees.

3 Worst-Case Error Bounds

3.1 Basic Task Graph Scheduling
We start our discussion with the results of Graham [6, 7] who analyzed the worst-case
error bounds of list schedules for the basic scheduling problem.

Let m be an arbitrary greedy policy for scheduling task graph G subject to the

precedence constraint (1). Then,

My (G) < (2 - 1) M.(G). (2)

n

This bound will be extended to the new parallel processing models in the next

subsections.

3.2 Task Duplications

Consider first the scheduling problem with interprocessor communications. Task
duplications are allowed. Let G = (V, E) be the task graph associated with the
communication times C(T;;,p,q) and duplication degrees d;, with d = max;cy d;.

We first establish the following result for the general class of greedy policies.

Theorem 1 Let m be an arbitrary nonpreemptive greedy policy with possibly task

duplications for task graph G. Then,

M, (G) < (d 41 %) MO(G) + Cons 3)

INRIA



Worst-Case Analysis of Scheduling Heuristics 9

where MP(G) is the makespan by an optimal preemptive policy without considering
the interprocessor communication delays, and Cpax ts the mazimal interprocessor
communzication delay of the chains in G:

k-1

3 C (Toiaomig)ywliger) ), (4)

J=1

Chax = max
B (i) | Vi=1k 1, (i) € B}
where w(i) denotes the index of the processor on which task i is processed under

scheduling policy .

Proof. The arguments used in the proof are analogous to those of [11]. We provide
a detailed proof here, however, for sake of completeness and clearness of presentation

of the other results in the paper.

By convention, we consider the processing time of task 7 to be a half-open interval

[t,t + P;) on the time axis, provided task ¢ starts at time ¢.

Consider the greedy policy 7 on n processors for task graph G. Let G' = (V', E')
be the task graph resulted from task duplications under 7. Let 7(z) be the index of
the processor to which task 7 € V' is assigned by w. Denote by S; (respectively F})
the time at which task ¢ € V' starts (respectively finishes) under 7. It is trivial that
F,=85;+P,.

Let M = Mz(G). Define a partition AJ B of the set of all points of time in
[0, M), where the subset A is the set of all points of time for which all processors are
executing some task of G', B is the set of all points of time for which at least one
processor is idle (all the processors may be idle, but in this case some interprocessor
communication must occur for 7 is greedy). Observe that A and B are the disjoint

union of half-open intervals.
Let task k1 € V' be one of the tasks that finish at time M under 7. There are
two possibilities for the point Sy, :

Case 1: Sj, € B and Sj, is not a boundary point of B.

Then by the definition of B, there is some processor, say g1, which for some
€ > 0 is idle during the time interval [Sy, — €, Sk, ). Due to the fact that = is

RR n°2710



10 Z. Liu

greedy, there exists an immediate predecessor task, say ko, of k1 in G’, such
that
sz + C(Tkz,/ﬁ ) W(k2)7 ql) > Sk1 . (5)

In fact, if such a predecessor task did not exist, task k1 should have been

started on processor ¢; earlier than Sy, .

Case 2: Sj, € A or Sj, is a boundary point of B.

Suppose that the set H = {z | 0 < @ < Sj,, @ € B} # (. Let u be the least
upper bound of H. It follows from the fact that A and B are the disjoint union
of half-open intervals that u € A, and that there is some processor, say qi,
such that for some € > 0, processor g is idle during the time [u — €, u). It then
follows that there exists a task h(kj), which is identical to kj, or a predecessor

of k1 in G', such that Sh(ky) = v and that there is an immediate predecessor

task ko of h(k;) satisfying the relations:
Sk, < u, and Fy, + C(Tk27h(k1),7r(k2),q1) > u. (6)

If this were not true, task h(ki) (i.e., task k1 or one of its predecessors in
G') should have been started on processor ¢ before time u, according to the

greedy rule.

In both cases, we see that either the set {z | 0 <z < S,, = € B} is empty, or
there are a processor qi, a task h(k;) which is either identical to k; or a predecessor

of k1, and an immediate predecessor task ko of h(k1) such that

x€ [Fk2 + C(Thy h(ke)> ™(k2)5 q1), Skl)

implies that z € A.

r—1

Repeating this construction, we can find a sequence of triplet {(k; 1, h(k;), g;)}; =1

such that

o h(kj) is identical to k; or is a predecessor of k; in G/, j =1,2,---,r — 1;

INRIA
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e kji1 is an immediate predecessor of h(k;) in G/, j =1,2,---,r — 1;

LIS |:ij+1 + C(Tkj+17h(kj)7W(kj-i-l),%'% Sk]-) impliesthatz € 4,5 =1,2,---,r—
L

e {z|0<a<S8,, z€B}=0.

This fact implies that the set
U [Sk]-, Fy, +C(Tkj,h(kj_l),ﬂ(kj),qg'—1)>
j=1

covers B in the sense that for all z € B, there is 1 < j < r such that
z € [Sk,-, Fy; + C(Tk,-,h(k]-_l)aﬂ(kj),qg'—l)) ;

where, by convention, C(Ty, p(k,), 7(k1),90) = 0.

Denote by ® the sum of idling times of m on the n processors during the time
interval [0, M). It then follows that

®<(n—1)Y P, +nY C(Th, ni,_y)>m(kj),gj-1) < (n—1) Y Pr; +1Crax (7)
i=1 i=1 i=1

Forall j =1,...,r,let k; € V' be either identical to task kj € V or a duplication

of it. It is then clear that k;_ ; is a predecessor of k; in G, j = 1,2,---,r — 1. Hence,
0
M)(G)> ) P (8)
j=1
and
1
M)(G) 2~ B (9)
n eV

RR n°2710



12 Z. Liu

Relations (7), (8) and (9) readily entail that

1
Mi(G) = — &+ > P
i€V’
1 T
< - — g ;
= 5 (n 1)ZPk_,+nCmax+.ZPz)
1=1 i€V’
1 T
< E (n_l)ZPk; +nCmax+Zdi‘Pi)
j=1 1€V
1
< = ((n=1)MXG) + nCuax +d -1+ MY(G))
n

< (d +1- —) MYG) + Cona

This completes the proof. |

As a corollary, when task duplication is not allowed (i.e. d = 1), we obtain

Corollary 2 Let w be an arbitrary greedy policy with no task duplications for task
graph G. Then,

Ma(G) < (z - %) MY(G) + Cruae, (10)

where MP(G) and Cyax are as defined in Theorem 1.

Note that M2(G) in (10) is still the optimal preemptive makespan with possible
task duplications. Thus, Corollary 2 is in fact the corollary of the proof of Theorem 1.
Note also that (10) is a slight improvement of the result of [11] which showed that

M, (G) < (2 - %) MO(G)+Crax, where MY(G) is the optimal preemptive makespan

without task duplications.

Comparing Theorem 1 with Corollary 2, one observes that permitting task du-

plications results in a worse performance guarantee of heuristics. A better approach

INRIA



Worst-Case Analysis of Scheduling Heuristics 13

of designing heuristics, as far as the performance guarantee is concerned, is to de-
sign heuristics with greedy duplications, i.e. schedule the tasks first according to a
heuristic policy without task duplications, and then modify the scheduling decisions
by duplicating some tasks so as to decrease the makespan at each task duplication.
Such an approach has clearly the same performance guarantee as that of greedy

policy with no task duplications:

Corollary 3 Let m be an arbitrary greedy policy with greedy task duplications for
task graph G. Then,

1
ML(G) < (2 - —> M(G) + Cunax, (11)
n
where MP(G) and Cyax are defined as in Theorem 1.

As was pointed out in [11], different bounds are found in the literature for spe-
cific scheduling heuristics under more restrictive assumptions for the model with

interprocessor communication times. For example, [16] provided an upper bound for

the UET-UCT case:
M.(G)<(3=2/n)M,(G)—1+1/n (12)

A slightly less tight bound can be derived from (10) by noting that Cax < My (G) —
1:
Mz(G) < (3—-1/n)M.(G) — 1.

In [8, 10], bounds similar to (10) were derived for some particular heuristics.

While tighter bounds are available for specific scheduling algorithms, the bounds
(3) and (10) are best possible over the general class of greedy policies in the sense
that these bounds cannot be replaced by any smaller function of the same variables.
In fact, such bounds can be achieved as close as possible by varying the parameters
w, G, P and T'. The interested reader can construct examples showing this fact in

an analogous way to [6, 11].

RR n°2710



14 Z. Liu

3.3 Multiprocessor Tasks

Consider now the problem of scheduling multiprocessor tasks. Let G = (V, E') be the
task graph associated with the processing times P; and the numbers m; of processors
required to execute tasks, ¢ € V, with m = max;cy m; and mg = min;cy m;. We

start with the following result.

Lemma 4 Let © be an arbitrary (preemptive or nonpreemptive) greedy policy for

task graph G consisting of multiprocessor tasks. If m +mg < n+ 1, then,

m—mg—1

<
Mq(G) < (2+ T

) M.(G). (13)

Proof. The proof is similar to that of Theorem 1. We will only provide a sketch of
the proof. Consider the greedy policy m on n processors for task graph G = (V, F).
Let G' = (V', E') be the task graph resulted from G = (V, F) in replacing tasks of
G by chains of subtasks corresponding to preemptions (G is identical to G if 7 is
nonpreemptive). Thus, 7 is a nonpreemptive policy for G' = (V', E'). Denote by S;
(resp. F;) the time at which task ¢ € G’ starts (resp. finishes) under 7.

Let M = M,(G) = M,(G"). Let A (resp. B) be the subset of points of time
in [0, M) such that at most m — 1 processors are idle (resp. at least m processors
are idle). Note that at most n — mq processors can be idle due to the fact that = is

greedy. Note also that A and B are the disjoint union of half-open intervals.

By mimicking the arguments of the proof of Theorem 1, we can show that there

is a sequence of triplet {(k;+1, h(k}),q;) ;;% such that

e h(k;) is identical to k; or is a predecessor of k; in G/, j =1,2,---,r — 1;
e kji1 is an immediate predecessor of h(k;) in G/, j =1,2,---,r — 1;

e the set J;_1[Sk;, F%;) covers B in the sense that for all z € B, there is
1 <j <rsuch that z € [S,;, Fy;).

INRIA



Worst-Case Analysis of Scheduling Heuristics 15

Let U be the total length of intervals of B. It then follows that

U <Y P, < M(G) = Mi(G) (14
j=1

Denote by ® the sum of idling times of 7 on the n processors during the time

interval [0, M). Then

< (m-1)(M-U)+(n=—m)U=(m—-1)M+(n—m—-—mg+ 1)U (15)
Finally we note that

M, (G) = M.(G") > % > miP (16)
i€V

Relations (14), (15) and (16) together with the fact that m +mg < n+ 1 readily
imply that

1 -1 —-m — 1
MW(G):_ (Q"'_Zmip'i) < o M+n m = mo + M*(G)+M*(G)a
n eV n n
so that
(n—-—m+1)-M<(2n—-m-my+1)- - M(G),
hence the result. [ |

When the condition m + my < n + 1 is not satisfied, we can insert a task with
zero processing time to be executed on a single processor. Then, the new task graph

has mg = 1 so that the condition m +mq < n+ 1 is satisfied. Consequently,

Corollary 5 Let  be an arbitrary (preemptive or nonpreemptive) greedy policy for

task graph G consisting of multiprocessor tasks. Then,

2n—m

me(0) < (S0

) M.(G). (17)

RR n°2710



16 Z. Liu

If m < n/2, then
3n
+2

M (G) < (n >M*(G). (18)

Proof. Inequality (17) comes from Theorem 4 by setting mg = 1. Since the function
(2n —m)/(n — m + 1) is increasing in m, 1 < m < n, we obtain inequality (18) by
setting m = n/2 in (17). [

Observe that the coefficients in (13) and (17) are increasing in m, and reach n
(when m = n and mg = 1). This is clearly quite bad. However, when m < n/2, (18)
indicates that M;(G) < 3M.(G). This last fact allows us to establish the following
theorem which implies that M;(G) < 4M,(G) in general.

Theorem 6 Let © be an arbitrary (preemptive or nonpreemptive) greedy policy for

task graph G consisting of multiprocessor tasks. Then,

in+2 2n—m
n+2’'n—m+1

M (G) < min{ } - ML(G). (19)

Proof. Let M = M,(G). Let [a;,b;), j = 1,2,..., be the time intervals in [0, M)
when 7 executes tasks or subtasks requiring strictly more than n/2 processors (i.e.
m; > n/2), where 0 < a3 < by < ag < by < ---. Without loss of generality, we can
assume that in 7, tasks or subtasks executing at the time instants a1, b1, as, b, ... are
preempted and resumed immediately. Let G' = (V', E') be the task graph resulted
from G = (V, E) in replacing tasks of G by chains of subtasks corresponding to

preemptions in .

Let V3 C V' be the set of tasks running in the time intervals [a;,b;), 7 =1,2,....
Note that V; contains not only tasks requiring strictly more than n/2 processors,
but also those running in parallel with these tasks. Let G} be the subgraph of G’

obtained by replacing tasks of Vj with tasks of zero processing time.

INRIA



Worst-Case Analysis of Scheduling Heuristics 17

Consider the subschedule 71 of 7 for tasks of GY. It is clear that 71 is a greedy
(preemptive) heuristics for G}. Applying (18) to m; entails that

3n

n

My, (G)) < ( 2) M.(G)) < < 3n )M*(G’) _ ( 3n )M*(G). (20)

n—+ 2 n—+ 2

Let K be the total duration of the time intervals [a;,b;), 7 = 1,2,.... Due to
the fact that the tasks requiring (strictly) more than n/2 processors are executed

sequentially in any optimal schedule, we obtain that
M.(G) = M,(G") > K. (21)
As a consequence of (20) and (21), we obtain

4n + 2
n—+2

Me(6) = Ma(G') = Moy (G1) + K < (T52) ML(G). (22)

Since both bounds (17) and (22) hold, we obtain (19) as a consequence. [ |

As in the previous scheduling problems, bound (19) is for arbitrary heuristics.
Thus, one can again construct examples as in [6, 11] to show that this bound is best

possible over the general class of greedy policies.

3.4 Parallel Tasks

Consider now the last scheduling problem: scheduling of parallel tasks. Let G =
(V, E) be the task graph associated with the processing times P; and the paralleli-
zation degrees of tasks p;, ¢ € V, with p = max;cy p;. Our first result concerning

this model is the following.

Theorem 7 Let 7w be an arbitrary (preemptive or nonpreemptive) greedy policy for

task graph G consisting of parallel tasks. Then,

M (G) < <p +1- %) M.(Q). (23)

RR n°2710
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Proof. We only provide a sketch of the proof. Consider the greedy policy m on n
processors for task graph G = (V, E). Let G' = (V', E’) be the task graph resulted
from G = (V,E) in replacing tasks of G by chains of subtasks corresponding to
preemptions. Thus, 7 is a nonpreemptive policy for G'. Denote by S; (resp. F;) the
time at which task ¢ € G’ starts (resp. finishes) under .

Let M = M,(G) = M(G'"). Let A (resp. B) be the subset of points of time in
[0, M) such that all processors are busy (resp. at least one processor is idle). Observe

that A and B are the disjoint union of half-open intervals.

By mimicking the arguments of the proof of Theorem 1, we can show that there
is a sequence of triplet {(k;41, h(k;),q;)} =] such that

j=1
e h(k;) is identical to k; or is a predecessor of k; in G/, j =1,2,---,r — 1;
e kji1 is an immediate predecessor of h(k;) in G', j =1,2,---,r — 1;

e the set Uj_1[Sk;, Fk;) covers B.

Denote by ® the sum of idling times of 7 on the n processors during the time
interval [0, M). It then follows that

2<m-1)Y A (20)
j=1

Let ¢; be the maximum number of processors used in an optimal schedule to run
task 7, 1 € V'. It is easy to see that

T

" P 1
M(G) =M (G) >3 =2 >-3"P,. (25)
j=1 %% P
Thus, inequality (24) implies
® < p(n—1)M.(G). (26)
Note also that
1
M.(G) = M*(GI) > — Z P; (27)
n
eV’
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Combining relations (26 and (27) allows us to conclude that

Mn(G) = <<p+ 3 P) < — (p(n = 1) M:(G) + nML(G)) = <p+ 1- %) M.(G),

%

which concludes the proof. |

Since the bound established in (23) is for arbitrary heuristics, one can again
construct examples as in [6, 11] to show that this bound is best possible over the

general class of greedy policies.

Observe that the bound in (23) is much worse than that of Graham (2) for
the basic task graph scheduling problem. The coefficient in (23) is linear in p (the
maximum number of processors useful for a task). When p = n, this coefficient equals
n, which is clearly unsatisfactory for large n. This is mostly due to the heterogeneity

of parallelism degrees p;.

If, however, we make restriction in the use of parallel processors, we can obtain
better bounds. To this end, we propose a subclass of greedy heuristics, referred to

as bounded parallelism heuristics.

Bounded parallelism heuristics are two-step scheduling policies. Each policy be-
gins with fixing a real number p € [1/n,1], referred to as parallelism ratio, such that
pp < n/2. In the first step, it schedules the tasks using ¢; processors for task i, where
g; is an arbitrary strictly positive integer such that pp; < ¢; < n/2. In the second
step, it increases or decreases the numbers of processors used by some tasks if such

a modification of parallelism results in a smaller makespan.

Theorem 8 Let 7 be an arbitrary bounded parallelism greedy policy with parallelism
ratio p < n/(2p) for task graph G consisting of parallel tasks. Let p = min(p,n/2).
Then,

1 p—(1+7) 1 2
ML (G) < <1 + p + n_7p+‘1’> M,(G) < (2+ ;> (1 - 2) M. (G). (28)
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Proof. We only need to consider the performance of the bounded parallelism heuris-
tics at their first step. Let 7’ be the schedule corresponding to the first step of 7. Let
G' = (V', E') be the task graph resulted from G = (V, E) in replacing tasks of G by
chains of subtasks corresponding to preemptions in 7. Let M = M(G') = M (G).

By the definition of bounded parallelism greedy policy, 7' schedules tasks of G’ as
if G' is composed of multiprocessor tasks. Let U be the total length of time intervals
when at least p processors are idle. Let ® be the sum of idling times of 7’ on the n
processors during the time interval [0, M). Then relation (15) holds with m = p and

mo =1, i.e.

e<P-NM-U)+(n-U=pF—-1)M+ (n—-p)U (29)
As in the proof of Lemma 4, we can find a sequence of triplet {(k;+1, h(k;), g;) ;;i

such that U;:l[Skj, Fk].) covers the time intervals when at least p processors are

idle. Let ¢; be the number of processors used in 7’ for task 7 of G’. It then follows
that

L = . P 1 1
USI LY < SM(G) = S ML(G). (30)
Sl T p

Thus, we obtain from (29) and (30), as well as (27), that

ol <<1>+2Pi) <L (-vm+ a6+ min (@),
n 1€V n P

so that

1 P—(1+7)
M < <1 + P + ﬁ) M.(G), (31)

which proves the first inequality of (28). The second inequality of (28) comes from
the easily checked fact that the right-hand-side of (31) is increasing in p. Thus, the
proof is completed by taking p = n/2 in (31). |

Note that the condition pp < n/2 is trivially satisfied if p < 1/2. When p < n/2,
this condition is true for all p < 1.
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When p = 1, which implies p = 1, the bound (28) coincides with (2).

In view of Theorem 8, the performance guarantee of bounded parallelism heuris-
tics is bounded by a constant (i.e. 2+1/p) times the optimal makespan. Comparing
with (23), one sees that such heuristics have a significantly better performance gua-
rantee: the bound is decreased from a linear function of p to constant 2 + 1/p.
Moreover, these heuristics still allow one to use a large range of parallel processors
for different tasks.

4 Concluding Remarks

We have established worst case error bounds for scheduling heuristics in three pa-
rallel processing models. The first model is concerned with the mechanism of task
duplications which is useful to reduce the interprocessor communication cost. In the
second model, some tasks should be run on several processors simultaneously. In the
third one, tasks can be run on one or several processors with linear speed up. In all
these models, the task graphs are used to describe the precedence relations between
tasks.

The bounds obtained here are extensions of the error bound of Graham [7] on the
basic scheduling problem (2). Indeed, the bounds (3), (19) and (23) coincide with
(2) when there is no interprocessor communication cost, and no task duplication
(d = 1), no multiprocessor task (m = 1), and no parallel task (p = 1). By using the
similar arguments as those of [6, 11], it can be shown that these bounds are best

possible over the general classes of greedy policies.

The parallel processing models consisting of multiprocessor tasks and parallel
tasks can further be extended to include interprocessor communication times (but
without task duplications and without preemptions).. In this case, one can show that
for nonpreemptive greedy policies, the bounds similar to (10) can be established.
More precisely, the coefficient in front of MJ(G) at the right hand side of (10), i.e.
2 — 1/n, should be replaced by the corresponding coefficients of M,(G) in (19) and

(23,28). Whereas the second term Chax remains unchanged.
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In comparing (3) with (10), one observes that the coefficient in (3) is much
worse. Thus, we proposed two-step heuristics with greedy task duplications which

yield better the performance guarantee (11).

For the same reason, we proposed two-step heuristics with bounded parallelism
for scheduling task graphs consisting of parallel tasks. As far as the worst-case ana-
lysis is concerned, this class of heuristics is particularly efficient and convenient.
Indeed, the scheduler can control the error bound of the heuristics by adjusting the

parallelism ratio p.

Now, comparing (19) with (2), we can also see that having multiprocessor tasks
in the model also induce worse bounds. Fortunately, the coefficient is still bounded

by a constant (which is 4).

Therefore, we should be very careful in the design of heuristics for such scheduling

problems. We believe that better bounds could be obtained for specific heuristics.
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